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Abstract. This study presents the method and the result of a Systematic 
Literature Review to identify UML diagrams classified in a process of reusing 
software design artifacts, and the image characteristics used for the classification 
task. Twenty-one studies were selected and analyzed. In these studies, 3 types of 
UML diagrams, 2 types of feature approaches, and 8 classifiers were identified. 
As results, it was obtained that the classified UML diagrams were class diagram, 
sequence diagram and component diagram. The two approaches found are the 
predictive characteristics and the rules approach. The classifiers with the highest 
performance were decision tree J48, Logistic regression, Decision tables, K-
Nearest Neighbor (K-NN), Random Forest, Bagging, Support Vector Machine 
(SVM) and Naïve Bayes. 

Keywords: Classification, UML diagram, systematic literature review, software 
design, features. 

1 Introduction 

In this new revolution called Industry 4.0, software plays an important role, since it is 
the way in which all devices interact. Software Design is one of the most important 
stages in Software Engineering. This stage is characterized by the development of UML 
diagrams, which are the guide for developers when programming allowing to save time 
and effort. Just as there is code reuse, a UML diagram of one system or parts of it can 
be used for the redesign of another system. 

Few companies and software designers use UML diagram image repositories to 
review previous work and be able to reuse those diagrams. Many times, when terms 
like "UML diagrams" in browsers are searched, search engines show many erroneous 
results because they search by tags and not by image content. To solve this, there are 
the UML diagram image classifiers that recognize if the image contains a UML diagram 
or not. There are some proposals for UML diagram classifiers. For example, in [1] a 
classifier for class diagrams is presented. 

In this classifier, 23 characteristics and 6 classification algorithms were used, among 
which decision tree J48, logistic regression, decision tables, Random Forest, Support 
Vector Machine (SVM), and REP tree were found. They report a 96% accuracy rate on 
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images that were class diagrams and 91% on images that were not class diagrams. 
Another example is [2], where authors present a tool, which classifies UML diagrams 
without considering the characteristics of diagrams. 

They use the analysis of grayscale histogram, color histogram, number of straight 
lines and rectangles among others. Such tool has to have a 95 % accuracy analyzing 
large sets of images reporting less than 1 second per image. This paper is organized as 
follows: Section II presents the method followed to carry out the Systematic Literature 
Reviews (SLR). Section III describes the results. Finally, Section IV draws conclusions 
and exposes the future work. 

2 Research Method 

To carry out this review, the method proposed in [3] by Kitchenham and Charters was 
followed, which is a guide used in SE to carry out SLR. This SLR was conducted in 
three phases: planning, execution of the search and report. The elements of the guide 
taken in each phase are presented in this section. 

2.1 Planning Phase 

This phase consists of the following stages: research questions, search strategy, 
selection of primary studies criteria and quality assessment. Next, each of the phases 
will be addressed. 

Table 1. Research questions. 

Question Motivation 
Q1. - What UML diagrams have been 
classified using images? 

To know the different UML diagrams 
classified in the literature 

Q2. - What image characteristics have been 
used to classify class diagrams, sequence 
diagrams, and communication diagrams? 

To know the characteristics of the images 
used to classify UML diagrams 

Q3. - What algorithms are used to classify 
class diagrams, sequence diagrams, and 
communication diagrams? 

To know the algorithms used to classify 
images that contain UML diagrams 

Table 2. Identified keywords and related terms. 

Concept Related terms 

UML diagram  

Image  

Classification Categorization 

Characteristic Attribute, Feature 

Algorithm  

Class diagram  

Sequence diagram  

Communication Diagram  
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Research Questions 

Table 1 shows the research questions with their motivation to identify classified 
diagrams, image features, and algorithms in UML diagram classification process. 

Search Terms 

Table 2 shows the keywords and related terms. This search is limited and focused only 
on certain UML diagrams that are shown in Table 2, since these are the most used 
diagrams in the software industry. 

Search String 

With these search terms obtained from the research questions, four different search 
string were created. A set of papers was selected through a manual search regarding the 
classification of UML diagrams from different databases. 

Once the possible search strings were proposed, the precision and recall were 
evaluated, the results of which are shown in Table 3. As a result, when observing the 
precision and recall of each of the options, it was concluded that the best string is the 
last one in Table 3 (bold). 

Search Strategy 

The repositories selected for the search can be seen in Table 3. This is due the access 
and for containing computer and engineering papers. For the selection of 
primary studies, inclusion and exclusion criteria were established, which can be seen 
in Table 5 and 6. 

Selection Procedure 

The selection process is made up of the following stages: 

Table 3. Search string proposed. 

String Recall Prec. %R %P 
Classification AND image AND algorithms AND ("UML 
diagrams" OR "Class diagrams" OR "Sequence diagrams" OR 
"Communication diagrams") 

0.0015 0.25 0.15% 25% 

Image AND ("UML diagrams" OR "Class diagrams" OR 
"Sequence diagrams" OR "Communication diagrams") 

0.0005 0.5 0.05% 50% 

Classification AND ("UML diagrams" OR "Class diagrams" OR 
"Sequence diagrams" OR "Communication diagrams") 

0.0005 0.5 0.05% 50% 

Classification AND Algorithms AND ("UML diagrams" OR 
"Class diagrams" OR "Sequence diagrams" OR 
"Communication diagrams") 

0.0009 0.5 0.09% 50% 

Table 4. Inclusion criteria. 

Data Base Description 

IEEE Xplore www.ieee.org 

Springer Link www.springer.com 

ACM Digital Library dl-acm.org 

Science Direct www.sciencedirect.com 
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– Stage 1. Primary studies are filtered according to IC1. 
– Stage 2. The primary studies are removed according to the ECI and EC2. 
– Stage 3. The primary studies are filtered according to the ICI2 and IC3 and the 

primary studies are removed according to the EC3. 

Quality Assessment 

Table 7 shows the format for the quality assessment, which contains 5 questions that 
are answered with "yes" or "no" (rated as 1 or 0 respectively). So that each study can 
have a final score from 0, which means very poor, to 5, which means very good. 

2.2 Execution 

In this section, the process of executing the SLR will be commented, talking about the 
selection of studies, the quality evaluation. As it can be seen in Table 8, the papers were 
reduced as the selection stages of primary studies were applied. 

When performing stage 3, it was observed that only 21 primary studies were 
preserved. Table 9 shows the selected papers by data source. Figure 1 shows that only 
5 papers obtained a score of 4, the other 16 papers had ratings between 2 and 3. 

3 Results 

The answers to the questions proposed in the planning phase will be presented below. 
In Fig. 2, the primary studies that passed the selection process are shown. By year of 
publication. It can be seen that there is a growing trend in the analysis of software design 
diagrams for their classification from the year 2016. 

Table 5. Inclusion criteria. 

IC Description 

1 Studies published between the years 2011 to 2021 

2 Studies written in English 

3 The title and / or abstract have at least two search terms. 

Table 6. Exclusion criteria. 

EC Description 

1 Do not have access to the full text  

2 It is a summary, workshop, opinion piece, presentation, book or technical report 

3 It is a duplicate research 

Table 7. Quality assessment criteria. 

ID Criteria 

QAC 1 Does the paper have the objectives of the study established? 

QAC 2 Is the research process used defined? 

QAC 3 Are the references less than 5 years from the publication of the paper? 

QAC 4 Is the methodology used described in detail? 

QAC 5 Is the main objective achieved? 
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3.1 Q1.- What UML Diagrams Have Been Classified Using Images  

Because of the analysis of the selected papers in the SRL, which resulted in the 
following more classified diagrams: 

– Class diagram 

– Component diagram 

– Diagram of sequence 

As a result, they obtained 95% detection in class diagrams and 91% in non-class 
diagrams. In [2], authors propose an 8-rule approach to classify class and component 
diagrams. This approach provided 95% effectiveness classifying UML diagrams, 
making the best approaches so far. 

3.2 Q3. - What Algorithms are Used to Classify Class Diagrams, Sequence 
Diagrams, and Communication Diagrams? 

The algorithms used for classification in this topic are the following: J48 Decision Tree, 
Logistic Regression, Decision Tables, Random Forest, Support Vector Machine 
(SVM), REP Tree, OneR, Naïve Bayes, RBF Network, K-Nearest Neighbor (with one 
and five neighbors), Decision Stump, Random tree and Bagging. 

Table 8. Selection process.  

Source Search Stage 1 Stage 2 Stage 3 
IEEE Xplore 10 9 9 9 
ACM Digital Library 972 533 439 10 
SpringerLink 3229 2019 232 2 

Table 9. Primary studies by Source. 
Source Primary studies 

IEEE Explorer [1] [4] [5] [6] [7] [8] [9] [10] [11]  

ACM Digital Library [2] [12] [13] [14] [15] [16] [17] [18] [19] [20] 

SpringerLink [21] [22] 

 

 

Fig. 1. Scores of quality assessment. 

 

Fig. 2. Primary studies by year of publication. 
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As it can be seen in Fig. 4, the most used algorithms are Decision Tables and the J48 
Decision Tree with three appearances, followed by Logistic Regression, Naïve Bayes, 
OneR and REP Tree with two appearances each. 

We must emphasize that, although they are the most used algorithms, they do not 
necessarily have the best results. Not much detail is given about the selection of the 
algorithms, more detail is given about the performance they had with the 
selected  features. 

 

Fig. 3. Reported software design diagrams. 

Table 10. Features found in primary studies. 

Features in [1] Features in [2] 
Rectangles portion of images, percentage Number of gray shades  
Rectangles size variation, ratio Number of color shades 
Rectangles distribution, percentage Number of vertical / horizontal segments. 

Rectangles connections, percentage 
Total number of vertical / horizontal 
segments at least 30 pixels long 

Rectangles dividing lines, percentage 
Number of horizontal segments at least 30 
pixels long 

Rectangles horizontally / vertically aligned, 
ratio 

Number of vertical segments at least 30 
pixels long 

Average horizontal / vertical line size, ratio Number of rectangles 
Parent rectangles in parent rectangles, 
percentage 

Number of main rectangles (not included in 
other rectangles) 

Rectangles in rectangles, percentage  
Rectangles height-width ratio   
Geometrical shapes portion of image  
Lines connecting geometrical shapes, ratio   
Noise, percentage   
Colour frequency, percentage   

 

202

Juan Carlos Suárez Hernández, Ángel J. Sánchez-García, Oscar Alonso-Ramírez

Research in Computing Science 150(11), 2021 ISSN 1870-4069



4 Conclusions and Future Work 

In this work, a Systematic Literature Review on the task of classifying software design 
diagrams saved in image format was performed and it was based on the method 
proposed in [3], where the following artifacts were obtained: the search string, the 
inclusion and exclusion criteria, and the data extraction and quality assessment. 

The UML diagrams, when performing the analysis to the data extraction artifacts, 
the most classified UML diagrams were class diagrams, sequence diagrams and 
component diagrams. 

The best-performing characteristics described by Ho-Quang in [1], as well as 
Moreno's rule features [2], which will be used together with the UML diagram 
classification algorithms, to measure performance with the different approaches in our 
future work. 

The classification algorithms such as J48 decision tree, Logistic regression, Decision 
tables, K-NN (with one neighbor), Random Forest, Bagging, Support Vector Machine, 
and Naïve Bayes were the best at classifying UML diagram images as reported in [1]. 

However, we decided to select the following for the next stage of the reception work: 
J48 decision tree, Logistic regression and SVM. This because they show better results 
in this review. 

Finally, as future work it is intended to extend the functionalities of the work 
proposed in [2], using a combination of reported algorithms and extending the number 
of classes in: Class Diagram, Component Diagram, Sequence Diagram and 
another  Diagram. 

Fig. 4. Classification approaches identified. 
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