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Editorial 

The year 2020 gave us the opportunity to discover new ways to set up learning 

environments for students in distance education. The pandemic provoked by the SARS-

CoV-2 virus forced all teachers, from K-12 to bachelor and graduate level in college 

and universities, to improvise virtual classrooms in order to continue education.  

The development of learning environments and educational technology based on 

computers is not a new area and, fortunately, many researchers had already dedicated 

countless hours to create new environments and tools to support learning.  

Computer science and specifically artificial intelligence provide methods and 

techniques that can be applied in the educational field to change and adapt the learning 

process, providing a personalized learning environment for each student. 

Students have many possibilities to access educational resources to learn new topics, 

to collaborate with peers, to solve problems using fun tools, as well as many other 

activities. Artificial intelligence techniques applied in the development of software 

systems have shown it is possible to provide software systems that students can use to 

gain knowledge and learn at their own pace in different virtual or digital environments.  

In this issue, our goal is to offer researchers an opportunity to show how they are 

exploring new ways of applying AI techniques into educational systems.  

In this volume, we present eight research works in some of the most interesting fields 

of intelligent learning environments. The papers were carefully selected by the editorial 

board on the basis of three reviews by the members of the Technical Committee. The 

reviewers considered the originality, scientific contribution to the field, soundness and 

technical quality of the papers.  

We are very grateful to many organizations and people who contributed to WILE 

2020. We truly appreciate the support provided by REDICA (Conacyt Thematic 

Network in Applied Computational Intelligence), and we would like to thank its 

members that were part of the Technical Committee, as well as members of Mexican 

Society for Artificial Intelligence (SMIA Sociedad Mexicana de Inteligencia 

Artificial). We are grateful to Universidad Panamericana (UP) for their support during 

the virtual event. Last, but not least, we thank Centro de Investigación en Computación-

Instituto Politécnico Nacional (CIC-IPN) for their support in preparation of this 

volume. 

María Lucía Barrón Estrada 

Ramón Zatarain Cabada 

María Yasmín Hernández Pérez 

Carlos Alberto Reyes García 

October 2020 
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Immersive Virtual Reality with Touch Response:
Proposal for Complete Experience

Aldo Yael Hernández-Mendoza, Daniel Herrera-Garćıa,
Eusebio Ricárdez-Vázquez

Instituto Politécnico Nacional,
Escuela Superior de Ingenieŕıa Mecánica y Eléctrica, Unidad Culhuacán,

México

{aldohrdz72,danielherrera5555}@gmail.com,
eusebior@ieee.org

Abstract. This work proposes the development of an immersive virtual
reality environment that includes a haptic device, in order to create a
better user experience by adding the sense of touch, with the intention of
being applied in both recreational and training projects, such as virtual
labs or exploration environments. As a case study, the gymnasium of
a higher education institution is reproduced with the original idea of
promote the facilities and motivate their use as well as the participation
of students in different disciplines, an Oculus Rift device is used together
with a Touch 3D stylus haptic device.

Keywords: Haptic devices, virtual reality, tactil retroalimentation, im-
mersive environments.

1 Introduction

In recent years, immersive virtual reality environments are increasingly being
used in different areas and are becoming more relevant in training and educa-
tional aspects. However, most of this type of environment uses only the sense of
sight and hearing, leaving aside the other senses, being that the sense of touch in
many occasions can be more important since it allows perceiving sensations that
other senses do not. A clear example is the interaction with objects, most of cases
the only way to know their texture or rigidity is through contact with them.

In addition, virtual reality environments that incorporate tactile sensations
allow greater interaction with the user.

As mentioned in [4], the sense of touch is the only one with immediate outer
perception: because of this, touch is the most important sense and the one that
teaches the most. Without this sense we would not be able to understand our
physical form. According to [8] in order to create sensation of touching a virtual
object, a haptic interface device needs to calculate the position of the device by
means of sensors and transmit it to the computer, which in turn calculates in
real time the force that should be sent to the actuators in the haptic interface, in
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order to obtain appropriate feedback and the user can have a tactile perception
of the virtual objects.

Likewise, in the last years, the use of computers has become indispensable
for the daily life of the human being, however, the human-machine interaction
has been mainly focused to be visual and auditory.

According to [7] Virtual Reality is a simulation of a three-dimensional en-
vironment generated by computers, in which the user is capable of seeing and
manipulating the contents of that environment.

This work arises from the earthquake that occurred in Mexico on September
19, 2017, in a higher education school in the south of Mexico City. The buildings
destined for classrooms were affected, making it impossible to carry out normal
activities, this caused the furniture to be removed from the buildings and located
in the gym, preventing the access of students to it and therefore the performance
of sports activities.

This situation has caused that students, mainly newcomers, do not know
the facilities that this school has. In addition, not being able to use the gym
facilities has caused students who participate in sports teams such as basketball,
volleyball, etc., to lose interest and motivation, and has also prevented new
students participate in these activities.

Currently, most virtual environments offer only visual and auditory feedback,
leaving aside the rest of them, like the sense of touch.

According to [3], two types of interaction variants with virtual environments
are recognized: immersive and non-immersive modes. In the immersive mode the
user “immerses himself” completely in the simulation through the use of spe-
cialized hardware devices, on the contrary, the non-immersive user is constantly
distracted by events unrelated to the simulation of the computer, therefore, his
brain unconsciously perceives that the virtual environment visited is not part of
his reality.

This work proposes the creation of an immersive virtual environment that
allows knowing the sports facilities that the school has, in order to promote
and motivate the participation of students in various sports activities, since
an immersive virtual environment can allow users to immerse themselves in a
simulation and thereby motivate them to carry out sports activities.

2 Related Work

There are several works that have to do with virtual explorers or haptic devices,
such is the case developed by [6] which allows a complete tour with a virtual
reality viewer in order for people to know English Pantheon of Real del Monte
town through a cell phone with Android operating system. In another developed
project, a virtual environment is proposed that allows the rehabilitation of the
upper limb, in which a haptic device is included in a non-immersive way, but
with a tactile response [9].

There is also the development of a Virtual Reality application that allows
moving around a virtual environment on the Vera campus of the Polytechnic
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University of Valencia with the Oculus Rift device [10]. Similarly, the system
created by [2] allows users to simulate activities that are carried out in the
natural movement of their limbs, these activities are typically with the help of
a haptic device to have feedback.

Finally, the work of [11] shows the incorporation of a haptic device that allows
a keyboard to be perceived within an immersive virtual environment.

3 Method

This work was developed in Unity R©, the various components and devices used
in this work and the way they interact are shown below.

3.1 Haptic Device and Virtual Reality Device

In this work, the 3D System Touch Stylus haptic device manufactured by 3D
Systems, Inc. was used. [1] This device is in charge of making the user perceive
tactile sensations, it has six degrees of freedom with three of them feedback
which allows feel the weight, texture and shape of objects.

The virtual reality device Oculus Rift developed by Oculus R©[5] was used,
which allows exploring the virtual environment through its left controller. This
device has two controllers and three sensors (Gyroscope, Accelerometer and
Magnetometer).

For the incorporation of these devices, libraries are necessary, available in
the Unity Store R©, which must be integrated in the virtual environment and
work together.

3.2 Construction of the Sports Promotion Instalations and Creation
of 3D Objects

This project has a scale representation of the sport instalations, Revit program
was used, detailing the spaces of doors and windows to facilitate the construction
of a complete virtual environment, with the walls completed, these were exported
to a compatible format with Unity to be integrated, the figure 1 shows the bench
for men’s locker room designed for this project.

The creation of the 3D objects was carried out in Solidworks program. In
which furniture and objects contained within the sports development facilities
of the school were created, such as lockers, tables, books and others.

Objects were created in two ways:

– Piece, in this way objects were made that can be created without using
various objects such as lockers, tables and books.

– Assembly, this way was carried out by joining two or more pieces such as
the bathroom benches and sinks.

At the end of object creation in SolidWorks, a format accepted by Blender
was elected to be later included in Unity, once each of the objects are included
in the virtual environment, the necessary scale, position and rotation are given.
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Fig. 1. Benches of men’s locker room.

3.3 Virtual Environment

Once the structure of the building and the objects had been designed, the
haptic device was integrated, calibrated and configured, likewise, its pointer was
inserted as shown in figure 2. It is important to mention that the device must
be previously installed on the computer.

Fig. 2. Haptic device pointer.

This is followed by the integration of the virtual reality viewer, in this
case, the Oculus Rift device, which has its own software to configure it on
the computer.

In this project, only one Oculus touch controller was used, in this case the
left one. So the movement will be completely assigned to this control, the right
controller was deactivated and part of the movement code of the left controller
was modified to change the functions of buttons and scrolling.

The functions assigned to the Oculus Touch left controller are as follows:
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– Command lever: Move the Player through the virtual environment (forward,
backward, left and right).

– X button: Player rotation 45 degrees to the right.
– Y button: Player rotation 45 degrees to the left.
– Trigger: Open and close doors.

The prefab object of the haptic device created by 3D Systems was assigned
to the main camera of the Oculus rift viewer, with this the haptic device inherits
the position and rotation of the viewer, in this way the user can move over the
entire virtual environment and can touch everything that is around him.

Finally, the physical properties of the objects that would have in reality,
including weight and hardness, were added to the virtual environment in Unity,
likewise movements were added when opening doors, bouncing a ball or touching
the volleyball net to give more realism to the environment.

In order to users can move through the virtual environment in a more fluid
way, 5 scenes were created between they can move, this is done through contact
with a transparent object in which the code was developed to indicate which
scene must move when having contact, the scenes in which the environment was
divided are gym, hallway, office, men’s locker room and women’s locker room,
each of these allows users navigate, see, touch and interact with different objects
(see Fig. 3).

Fig. 3. Virtual environment scenes.

3.4 Hardware

For the development and testing of this project, a computer with a 9th generation
Core i7 processor with 16 GB of RAM, a GeForce RTX 2060 video card, 4 USB
2.0 ports and an HDMI port was used.
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4 Unit Tests

Our users had the following characteristics. Tests were carried out with five
people of different ages, genders and different approaches to video games and
virtual environments, as illustrated in Table 1.

Table 1. Test users characteristics.

User Age Gender Approach to virtual reality

Subject 1: 22 Female Yes
Subject 2: 23 Male No
Subject 3: 23 Male Yes
Subject 4: 24 Male No
Subject 5: 37 Male Yes

Before the tests each of the users were given a brief introduction on how
to make use of the movement control, after having a first contact with the
simulation only with the Oculus Rift, the haptic device was incorporated so
that they could make a full scan.

The tests consisted of taking a free tour of the facilities, the subjects could
move, touch and interact with any object in the scenes. At the end they were
asked about their experience and how they felt after removing the 3D viewer
(see Fig. 4).

Fig. 4. Subject performing the test.
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The tests were carried out separately for each user. In each test the ability
to move around the environment was evaluated, how immersed they were in the
simulation and secondary effects at the end of the simulation. The results are
shown in Table 2.

Table 2. Tests observations.

User Observations

Subject 1: At the end of the simulation she was abruptly disoriented.
Subject 2: He experienced nausea and loss of balance.
Subject 3: When the simulation ended, it took him a while to get used to

the real world.
Subject 4: Are comfortable navigating the virtual environment.
Subject 5: He showed good control in handling the 3D viewer and the haptic device.

The test subjects commented that they felt really immersed in the virtual
world, they did not notice big differences between the real world and the virtual
world. With the exception of subject 5, at the time of being immersed in the
virtual world, the subjects moved the haptic device from their original position.

5 Conclusions and Future Work

It can be considered that one of the contributions of the project is to allow a total
exploration within the three-dimensional virtual environment including a tactile
feedback, which makes it possible to perceive textures, apply force to objects, in
addition to very fine sensations that cannot be captured by the other senses.

Some of the problems that arose during the development of the project
occurred when placing all the rendered objects in the virtual environment, this
caused saturation of GPU, causing the visualization in the 3D viewer to be slow.

This incident was resolved by separating the scene that contained all the
rendered objects into 5 scenes: gym, hallway, office, women’s locker room, and
men’s locker room, which only contain the objects for the scene, in order for the
user can move freely, it was necessary to create a script that loaded the scene
that needed to be accessed.

During the tests carried out, the participants showed great amazement when
they felt part of the virtual environment, the integration of the haptic device
helped users to feel more immersed in virtualization, improving their experience.

Considering the discomforts presented by two of the test subjects, caution is
advised to use this project.

It is worth mentioning that the current project is a case study that allows
applying this proposal in other areas, such as risky or inaccessible areas, edu-
cational and/or training environments, it is possible to improve the project by
connecting a non-pedestal haptic device to allow user greater movement.

As a future work, it proposes the reproduction of the entire campus as well as
using this proposal to create virtual laboratories or other learning environments.
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Programación Matemática y Software 9(3), 44–52

7. Roehl, B.: Special edition using VRML. McMillan Computer Publishers (1996)
8. Srinivasan, M.A.: What is Haptics? Laboratory for Human and Machine Haptics:

The Touch Lab (1995)
9. Steinberg, A.D., Zefran, M., Kolesnikov, M., Ashrafi, S.: Periosim: Haptic-based

3D virtual reality teaching and training simulator (2009)
10. Tse, B., Harwin, W., Barrow, A., Quinn, B., San Diego, J., Cox, M.: Design

and development of a haptic dental training system - HapTEL. Lecture Notes
in Computer Science 6192, 101–108 (2010)

11. Wu, C.M., Hsu, C.W., Lee, T.K., Smith, S.: A virtual reality keyboard with realistic
haptic feedback in a fully immersive virtual environment. Virtual Reality 21(1),
19–29 (2017)

14

Aldo Yael Hernández-Mendoza, Daniel Herrera-García, Eusebio Ricárdez-Vázquez

Research in Computing Science 149(12), 2020 ISSN 1870-4069



CARLA: Conversational Agent in Virtual
Reality with Analytics

Pablo Isaac Macias-Huerta1, Guillermo Santamaŕıa-Bonfil2,
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Abstract. Intrusive interfaces used in online learning environments im-
pose extra cognitive load on learners. Fortunately, current technology
trends offer new interactive ways with applications that might ease inter-
actions with learning environments. In this paper, we present a frame-
work to develop a spoken Conversational Agent based in viRtual reaLity
with Analytics, namely CARLA. This chatbot is meant to provide inter-
action and support to any user within an e-Learning platform through
a spoken dialogue. For the time being, we only present CARLA compo-
nents and experimentation related to the Natural Language Understand-
ing, the Dialogue Manager, and the Natural Language Generator using
open source and low-cost commercial software. The current development
state is presented using the case of Power Systems Education based on
virtual reality technology.

Keywords: Conversational agent, virtual reality, natural language pro-
cessing.

1 Introduction

In accordance to Google Trends, due to the COVID-19 pandemic, e-learning
technologies have reached their major peak of interest in the last 14 years4. From
traditional to corporate training, these technologies are a good mean to control
the outspread of the virus by keeping social distance in the classroom. E-Learning
ranges from isolated platforms such as Virtual Reality (VR) environments, to a
high level of intertwined Learning Ecosystems (LEs) [7].

Virtual Reality (VR) allows the deployment of contextualized learning en-
vironments with many benefits: it facilitates learning through exploration and

4 http://bit.ly/eLearningTrend

15

ISSN 1870-4069

Research in Computing Science 149(12), 2020pp. 15–23; rec. 2020-07-16; acc. 2020-09-24



repetitive practice, integrates many degrees of freedom, it improves students’
motivation and engagement to learn, it ranges from low (and conventional) to
highly sophisticated (and costly) equipment, and so on [8]. Unfortunately, most
of the existing VR systems use conventional computer inputs and hardware
such as keyboard and mouse clicks, whereas highly sophisticated interfaces add
an extra cognitive load to the process learning. Fortunately, with the growing
maturity of conversational technologies, the possibilities for integrating conver-
sation and discourse in e-learning are receiving greater attention in both research
and commercial settings. Conversational agents have been produced to meet a
wide range of applications, including tutoring, question-answering, conversation
practice for language learners, pedagogical agents and learning companions, and
dialogues to promote reflection and metacognitive skills [3].

In this article, we present CARLA, a spoken Conversational Agent in viRtual
reaLity with Analytics. This chatbot aims to serve as a tutoring system in a given
specific domain situated in a virtual reality environment. It provides knowledge
and support to any given user through an interchange of spoken utterances for
manipulating objects and navigating the virtual world. As a case of use, the
power system education was the topic of choice. Thus, this chatbot is meant
to provide knowledge and support for electrical equipment, electrical concepts,
energy sources, and other basic principles while allowing the manipulation of the
3D environment.

The rest of this paper is organized as follows: in section 2 materials and tools
required by the proposed framework are presented; section 3 details CARLA
architecture and explains its functionality; section 4 presents CARLA platform
as a whole and an interaction example, also, the DM functionality is ana-
lyzed by providing 15 utterances for valid chatbot intentions; finally, section
5 briefly presents conclusions of the project, and discusses future improvements
and changes to the platform.

2 Technologies

There are many ways to build a conversational agent, from social media add-
ons to real life embodied service robots such as Pepper, an industrially pro-
duced humanoid robot created for business and consumer needs [6]. We propose
CARLA as a framework for developing a VR spoken chatbot using low-cost or
free technologies. We now discuss the learning environment software, the NLP
components are emphasized.

2.1 VR Learning Environment

The learning environment is based on non-immersive VR developed using Unity
3D5. Unity 3D is a game engine used for developing serious and non-serious games.

5 https://unity.com/
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It is free and a highly compatible VR engine with multiple operating sys-
tems. Similarly, it is beginner-friendly reducing the learning curve for future
team members.

For the study case which is the power systems education area, 3D scenarios
were designed. These are different power systems facilities such as an electrical
substation or a microgrid. Each scenario consists of two scenes, a navigable full-
fledged and fully sized power system facility and a catalogue where the facilities
components can be studied in detail.

2.2 Chatbot Components

A chatbot is a computer system that works as an interface between human users
and software via text or spoken utterances. It is comprised of 3 main elements:
the Natural Language Understanding (NLU), a Dialog Manager, and Natural
Language Generation (NLG) [2].

The purpose of the NLU is to extract the intention of an utterance in the
form of a semantic representation. Loosely speaking, an intent refers to the data,
information, or manipulation over the learning environment the user wants to
accomplish. Thus, the NLU parses utterances, first by mapping from speech
to text and then producing a linguistic structure which can be handled by a
dialogue manager.

In the case of CARLA, the NLU is comprised by the Google Speech API6,
and Stanford CoreNLP toolkit [5]. The first, is a web-based Speech-to-Text tool
offered by Google. This service receives an audio file and returns a text file with
the recognized words. Google speech cost is 0.006 USD for 15 seconds of record-
ing. This platform was chosen due to it having plenty of documentation and
an active community. The second, namely CoreNLP for short, is a NLP toolkit
for the Java programming language developed by Stanford CoreNLP Group [5].
This library enables users to construct NLP pipelines through building blocks for
higher level text understanding applications: tokenization and sentence splitting,
the identification of Parts Of Speech (POS), named entities, and numeric and
time values, coreferences, sentiment analysis, and so on.

It supports 6 languages, and depending on the language of choice, some may
have less functionalities than others, the English being the most complete one.
Nevertheless, due to the VR environment we were forced to use Sergey Tihon’s
Stanford CoreNLP for .NET7 version of the toolkit, which also requires IKVM8

as a way to connect both platforms together. IKVM -wordplay on “JVM”, which
stands for Java Virtual Machine, in which the creator “just took the two letters
adjacent to the J”- is an implementation for Java for the Mono and Microsoft’s
.NET frameworks.

The Dialog Manager is a module that checks the utterance to a database
to manage what response or responses the system should produce in return [2].

6 https://cloud.google.com/speech-to-text
7 https://sergey-tihon.github.io/Stanford.NLP.NET/StanfordCoreNLP.html
8 http://www.ikvm.net
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Due to the limited amount of utterances CARLA needs to recognize, all of them
(for now) are hard-coded into its system.

The NLG is used to synthesize speech to answer back to the user. Depending
on the system type, they can be collected via previous user interactions, have
a database, or hard-coded. CARLA utilizes Microsoft Azure’s Text-to-Speech
SDK9, a set of web-based services, to synthesize speech in an audio file from text.

3 CARLA Architecture

CARLA is a chatbot embedded into a virtual reality environment. It has three
main components: (1) Natural Language Understanding (NLU); (2) Dialog Man-
ager (DM); (3) Natural Language Generator (NLG) (see Fig.1). In the following,
we describe the dialogue flow of user utterances.

Fig. 1. CARLA framework.

The dialogue step is the NLU step. In CARLA’s case, the NLU is a combina-
tion of Google Speech-to-Text API and CoreNLP tools. Thus, we turn the user’s

9 https://azure.microsoft.com/en-us/services/cognitive-services/text-to-speech/
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voice into a text sentence using Google Speech, implemented in a push-to-talk
fashion. Once the text of the utterance is obtained, it is necessary to understand
the meaning of the sentence.

To this end, three functionalities are provided:

– Tokenization: it is the process of dividing the raw text into individual words.
– Parts Of Speech (POS): it is a categorization of words or lexical items that

have similar grammatical properties. Some examples are nouns, verbs, adjec-
tives, and so on. POS tags are assigned to tokens to identify the components
of the sentence.

– Text filtering: instead of having CARLA analyze the raw text generated
by Google Speech, we applied text filtering to analyze only relevant words.
Hence, we used the information from the POS analysis and filtered out every
single category that we did not need such as stop words like adjectives and
punctuation marks.

Once the meaning of the utterance has been extracted by the NLU, an Intent
Analysis is performed by comparing the filtered words against the different
valid intents. If the intent is valid it modifies one or more objects in the VR
environment, as well as provides spoken information. If the intention is not
recognized, CARLA will let the user know of this situation. For the time being,
this validation is hard-wired but it is expected to be automatized using machine
learning algorithms [9].

For the study case, 15 valid intentions were designed namely: show/what is a
solar panel, explain how a solar panel works, show/what is a transformer, explain
how a transformer works, show/what is a battery pack, explain how a battery
pack works, show/what is a wind turbine, thanks, help, rotate (left and right),
stop rotation, zoom in, zoom out, normal zoom, and exit. The last stage in the
human-CARLA interaction is CARLA’s spoken answer. For this, we obtain the
hard-coded (but can be augmented using generative text content) synthesized
into audio feedback answer via the Text-to-Speech SDK in Azure. This tool has
more than 140 different voices in more than 45 languages and variants, thus, it
provides very expressive voices that sound like human. In particular, this API
provides a neural Text to Speech support to display and personalize various
styles of speech such as chat, or customer service, and even emotions such as joy
and empathy.

A final word regarding the Analytics part of CARLA is deserved. Although
for the time being, all analytics is focused at NLP, integration with with a formal
knowledge domain model (such as a concept map, classification of dialogue
utterances, usage trace data mining, and so on) is expected in the near future.

4 Experimentation

In the following we describe the current development of the VR learning envi-
ronment shown in Fig. 2, then experimental results regarding CARLA intention
recognition performance are presented.
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Fig. 2. CARLA VR Learning Environment. On (a) the Main Menu, where the user is
greeted by CARLA; on (b) an electrical substation facility; on (c) a real world microgrid
with simulation; on (d) the equipment understanding scene.

4.1 CARLA for Power Systems Education

The VR learning environment consists of three main scenes: (1) welcoming
scenes, (2) facility navigation scenes, and (3) equipment understanding scenes.
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The welcoming scenes are designed to provide learners with information about
the available learning facilities and how to navigate through the environment
(see Fig. 2).

The navigation scenes are designed to present several power systems facil-
ities, which can be manipulated and explored to understand multiple power
systems concepts.

For instance, in Fig. 4, a stylized version of the a electric substation is shown,
whereas in Fig. 4 a real world microgrid is presented, where wind and a solar
power generation can be manipulated by the learner.

The equipment understanding scenes, present power components in a catalog
fashion where users can speak to the system to get information about electrical
systems, as well as a general explanations of the physical phenomena under which
they operate, depending on the given command.

4.2 CARLA Intentions Recognition Performance

We tested CARLA capabilities in terms of recognition of valid and invalid
intentions. A valid intention (a true positive -TP-) is identified and attended
given that a specific set of words are contained within a user utterance, whereas
an invalid intention (a true negative -TN-) is a request that cannot be attended.
In the case of the former, a valid intention would be “CARLA, what is a solar
panel?”; in the case of the latter an invalid intention would be “CARLA, why
does the sun shine?”; in both cases, CARLA must act accordingly otherwise it
will incur in an error (a false negative -FN- if an intention is not recognized using
the proper set of words, or a false positive -FP- if an intention is identified when
it should not to).

Tests involved a sample of 5 people, 3 males and 2 females with an average
age of 37.4 years. Each test subject spoke 40 phrases, of these 10 correspond to
invalid intents that had similar pronunciations or letter combinations with valid
intents. The results are shown in Table 1.

Table 1. CARLA’s confusion matrix.

True False Total

Positive 140 12 152

Negative 4 44 48

Total 144 56 200

As can be seen the accuracy (i.e., TP+TN
All ) of the model is very high with

92%, with a True Positive Rate of 97% and a True Negative Rate of 78%. This
means that a naive approach such as using just a set of words, has a high rate
of detection for valid intentions but is less robust to invalid ones.
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5 Conclusion and Discussion

In this work, we propose CARLA as a whole educational platform which grants
access to: an interactive spoken conversational agent in virtual reality with NLP
capabilities, a stylized recreation of a real electrical substation, a full-fledged and
fully sized micro-grid which can be explored, and their corresponding equipment
navigation scenes.

It is important to note that CARLA functionalities are only available with an
active internet connection, which can create discontinuities in service availability
and affect the users perception of the agent [4].

Experimentations regarding the chatbot main capabilities are promising. For
the time being, we only analyzed the recognition of valid and invalid intentions
using a naive approach. In terms of the overall accuracy, this approach achieved
a 92%. Yet, valid intentions can be triggered using invalid utterances with similar
pronunciations or letter combinations. Thus, next improvements to CARLA will
be focused on the application of machine learning models to boost the recognition
of intentions. Similarly, to detect emotional states relevant for learning, future
work will be delve to include facial emotional recognition using Deep Learning
techniques which excel in this task. These actions will improve CARLA inter-
actions and will allow personalizing them to meet specific users’ needs. In this
sense, CARLA is meant to become, at some point in the near future, into an
Intelligent Virtual Assistant (IVA) [1], a tutor or learning companion.
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Abstract. Serious games are a type of video game used mainly for learning in 

various topics, in addition to entertaining. The design of characters for serious 

games requires great attention to detail, from the expression of the character to 

the intelligence built into its programming. This article presents a theoretical 

model of a negotiating socio-emotional agent architecture, which proposes a 

general design of behavior that a character in a serious game can execute. The 

behavior that is sought to generate tries to simulate the cognitive process in 

decision making and the process of communicating their responses through 

expressions and dialogues. The development of a character with these 

characteristics seeks to generate greater immersion on the part of the user due to 

the fact that it generates an interaction more attached to the reality, facilitating 

learning through the simulation environment of a serious game. 

Keywords: Virtual agents’ architectures, learning environments, serious games. 

1 Introduction 

The serious games are more than entertainment, they are a useful tool for training in 

virtual environments through simulations based on real world situations. Besides, 

serves to support to help people with psychological problems, for example, the game 

At Risk of Kognito [1], which aims to support university counsellors to treat 

psychological problems that affect the learning of young people who completed their 

military social service in the Iraq war, and return to study a university career. 

One aspect to put attention in serious game development whatever the topic or 

implementation purpose is the credibility because it facilitates the process of transfer 

the knowledge learned in the virtual world to the real world To say that a serious game 

is credible, levels or scenarios presented are usually designed as real as possible, for 

example, the game Branches of power [2], which is an educational game that teaches 

legal processes in the government system of USA. 
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Likewise, characters should be credible too, therefore is important to endow 

characters with capabilities to emulate reasoning and expressions kinds like a human 

[3]. This contributes to increase interaction in users and therefore their learning; a way 

to reach this interaction is that the character shows personality and emotional aspects 

generated by its internal cognitive process programming, even implement negotiation 

skills on its programming, either with other characters or users.  

2 Related Work 

Nowadays exists serious games implemented in many topics with socio-emotional 

characters. An example of this games that use this kind of characters is TARDIS [4], 

this game shows a virtual training and advisory simulation scenario in the context of 

job interviews for people in job searching. This game stands out the design and 

modeling of characters which shows non-verbal expressions and behavior, this due to 

the affective module integrated on its architecture structured with the emotional 

approach OCC [5] and the decision module based on the approach of BDI agents 

(agents based on Beliefs, Desires, Intentions) [6]. 

Other simulation game is presented in Van-Mihn et al [7] work, that shows a virtual 

simulation of serious game in the context of forest fire, this work  distinguish the 

internal modelling of decision process of the character, which also is based in BDI 

approach, but including Plans as element of the decision process, which give options to 

the character to solve activities in the game. 

In addition to making decisions, characters in serious games may be able to display 

emotions. For example, Visschedijk et al [8], demonstrate in their work how the use of 

emotions in characters impacts users when playing; studies were carried out on different 

groups of people using humanoid animations with different expressions to measure the 

effect on users, all this process aiming to serve as a basis for the development of serious 

games in the context of the use of tactics. 

Besides making decisions and showing emotions, serious game characters may have 

the ability to carry out negotiation processes. An interesting proposal to develop 

negotiation in a character is that of Villareal Hernandez [9], which, centered in the 

negotiation on the protocol of alternate multiple offers, demonstrates how emotions and 

personality alter the agent's decisions. However, this project has not yet been directed 

towards serious games. 

In brief summary, from the aforementioned works, the use of intelligent agents as 

characters in serious games and the programming of their structure stand out. However, 

it is necessary to say that the game development of these projects does not follow a 

methodology or structure that delimits or formalizes in a more complete way the 

development of both the game and the characters that act in it. 

To develop serious games there are different architectures and methodologies, such 

as the Crawford [10], Fullerton [11] and MTDA + N [12] (Mechanics, Technology, 

Dynamics, Aesthetics + Narratives). These works focus their design on the description 

of the mechanics and dynamics of the game, without giving details of the composition 

of the characters. 
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An evolution of MTDA + N is the GAMENT framework [13], which does 

incorporate characters from serious games into its structure, unlike other works. 

GAMENT presents an architecture and methodology where the characters are 

associated with the components of the architecture. In general, GAMENT associates 

the elements of MTDA + N in its modules: Mechanics are the algorithms and bases of 

the game, Technology is the software to be used to develop the game, Dynamics are 

the interactions of the runtime mechanics, Aesthetics are the visual and auditory 

elements of the game and particularly interactive Storytelling (Narratives) as the main 

element of interaction with the user; however, it does not delve into their internal and 

external structure, as well as the role they must play in the game. 

3 Proposal for Character Design in Serious Games 

In games, two types of characters can usually be identified, either characters 

manipulated by the game's algorithms (NPC Non-Playable Character) or characters 

controlled by the user (Avatars). NPCs can be considered as intelligent virtual agents. 

In order to extend the GAMENT architecture [13], a design of an intelligent socio-

emotional negotiating agent is proposed considering characteristics and capabilities for 

 

Fig. 1. Socio-emotional negotiator agent architecture. 
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interaction with the user (see Fig. 1). Likewise, the proposal of the extension of the 

methodology of the same framework is made, describing internal and external aspects 

of the character. 

The architecture is composed of four main modules: 1) the Communication module 

to express the character's responses, 2) Social and Emotional Interactions that structures 

the agent's behavior, 3) Knowledge Base for reviewing previous interactions and 4) 

Decision that carries out the agent's reasoning. The components of the proposed 

architecture are described below. 

– Sensors: these components receive information from elements of 

the environment. 

– Actuators: components of the agent used to execute the response obtained by its 

reasoning process in the environment. 

– Perception interpreter: it has a function of classify the information from sensors, 

comparing it with the knowledge bases and distributing it to the modules of social 

and emotional interactions and the decision module. 

– Knowledge Base: they are prior knowledge that the agent has stored. This 

knowledge deals with previous negotiations, emotional and personality aspects, 

agent preferences, agent resources, knowledge and behaviors about other agents 

according to previous interactions and actions of the alternate multiple offers 

protocol by which the agent is governed to negotiate. 

– Social and emotional interactions: Through this module the agent determines 

what response behavior to carry out in the interaction with the other agents. Its 

process is based on the result of the combination of three models: emotional, 

empathy and cognitive (according to Morales Rodríguez [14]). The result obtained 

is called attitude; This result is sent to the Decision and Communication modules 

for their influence and expression. 

– Decision module: determines the solution and/or response of the cognitive 

process. In addition, could implement a negotiation strategy in case the result of 

the attitude sent by the Social and Emotional Interactions module allows the 

formulation of an offer. The Decision module is made up of three internal parts: 

the reasoning module, the negotiation module and the learning process. 

Through of the reasoning module the solution (action) is determined. The agent 

receives parameters of interpreter of perception and the module of social and emotional 

interactions, which are sent to the negotiation module to determine the best possible 

options to negotiate. With the offers obtained, the reasoning module is in charge of 

selecting the optimal one and sends it to the communication module. 

The negotiation module, is based on the Villarreal Hernández [9] model, that has a 

function of develop the offers that the agent can accept to obtain benefits. It is made up 

of two sub-modules, interpreter and actions. Through the interpreter module, the agent 

evaluates the stimulus presented by his counterpart and with the actions module he 

develops the offers to present. 

The learning process is responsible for updating the agent's knowledge bases; even 

though if the agent had not come to formulate an offer. 
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Communication module: It expresses the answers obtained from the Decision 

module and the Social and Emotional Interactions Module. 

This module is based on the behavioral model of Morales Rodríguez [14], is made 

up of two parts, the dialogue management model and the kinesic model, which are 

combined to express the agent's behavior. 

These elements are integrated into the methodology described. For example, the 

Social and Emotional Interactions Module is part of the Mechanics because the 

character generates their different behaviors through the internal structure of this 

module, which does not change when playing. The Aesthetics are shown through the 

Communication module, which is responsible for presenting the different expressions 

of the characters, in addition to their dialogues. So successively each module of the 

architecture is associated with the GAMENT framework. 

The second part of the proposal is the extension of the GAMENT methodology, 

which center its attention on step 3 that aims to create ideas and diverse concepts of the 

game applied to the design of environments and characters. In particular, Step 3.5 

describes the interactions of the architecture components, emphasizing the role that 

agents will have in Interactive Storytelling and in the learning process, as well as the 

definition of their Mechanics, Dynamics and Aesthetics. 

The following describes the GAMENT methodology by integrating the detail of the 

elements of the character's architecture: 

Step 1. Establish the content to be learned (goal) and the environment of the 

game (topic). 

Step 2. Find and prepare the content to learn and the topic. 

Step 3. Create diverse ideas or concepts for the game to be used, improved or 

discarded as appropriate. 

Step 3.1. Propose game environments and visual and auditory elements that 

make it up. 

Step 3.2. Establish the theoretical content, evaluation and feedback. 

Step 3.3. Propose the idea of the Narrative that will be developed in the game. 

Step 3.4. Get ideas of levels to present in the game and their respective elements: 

Mechanics, Dynamics, Aesthetics, Narratives and Content to learn. 

Step 3.5. Design the virtual agents. 

Step 3.5.1. Define the role they will have in Interactive Storytelling 

It is necessary to identify the characters that will participate in the 

game and group them into the category they belong, be it narrator, 

actor or extra, which are described next.  

- Narrator: describe the embedded narratives in which the character 

participates, through: 

- Present their role or activities in the story. 

- Describe the instructions to play according to the level where the 

player is. 
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- Present the different levels or scenarios, in case the game contains 

different chapters of the game's history. 

- Actor: being a participant in the game by presenting emerging 

narratives that appear during the game. Some functions that it can 

perform are: 

- Provide clues to solve the different levels of the game. 

- Support the user in the activities to be carried out in the game. 

- Be the competition of the user in the game. 

- Give feedback to the user. 

Both can intervene in the game scenario or just be part of the 

game's interface. 

- Extras: it is a character that, as such, does not provide help to the 

user, it is only a complement to the environment. 

Step 3.5.2. Define the role they will have in learning 

The agents present in the game, either narrator or actor, must be 

designed to carry out the following activities: 

- Storyteller. The characters to be designed with the role of narrator 

must present the embedded narratives of the game. 

- Actor: the character gives support to the user by presenting content 

from the topic of the game to solve the challenges of the level or 

scenario. Some activities that can be performed according to its 

role are: 

- Present the story or theme of the game. 

- Describes the elements and challenges of the current level to 

the user. 

- Evaluator: at the end of the game, the character must evaluate the 

user's performance. This character can be designed to: 

- Present the results obtained to the user. 

- Give feedback to the user regarding the strategy 

implemented in the game challenge. 

- Extras: they are part of the stage, they complement the design. 

Step 3.5.3. Establish the mechanics according to the role of 

the character 

The follows two types of Mechanics that can be applicable to all roles 

of character. 

- Character movements: these are the movements that the character 

will be able to carry out. For example: walking, moving arms or 

fingers, head movements, etc. 

- Knowledge bases: these are the different algorithms implicit in its 

programming to carry out the functions for which it will be 

designed. 

Step 3.5.4. Structure the dynamics according to the role of the 

character 
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- Character functions: activities that the character performs in the 

game. Example: presentation of stage content, answering dialogues, 

feedback to the user, etc. 

- Processes of the character in the game: implicit rational activities 

of the character, internal processes of its programming. Example: 

knowledge-based queries, definition of behavior according to 

behavioral models, etc. 

- Presentation of character dialogues: narratives that the character 

mentions in the game, defined as a basis for the different messages 

that the user can make. 

Step 3.5.5. Aesthetics according to the role of the character. 

- Internal structure of the character. Design the internal parts of 

the character. Example: in case of being a humanoid character, 

structure the skeleton and movements of the skeleton. 

- Character design. Design the visible parts of the character. For 

example, clothing, skin type, hairstyle, among others. 

- Design of the character's expressions. Model the different 

expressions that denote the character's attitude, whether he is happy, 

sad, serious, asleep, etc. 

Step 3.6. Create events to present game content during levels. Propose the 

desired dynamics and aesthetics. 

Step 3.7. Propose objects which will have interaction with the player and their 

elements: Mechanics, Dynamics, Aesthetics. 

Step 3.8. Create elements for evaluation and feedback to the player. 

Step 4. Carry out the design phase: structure inputs / outputs, the game, the program 

and evaluate the design. 

Step 5. Create physical prototypes to verify that the mechanics do their job. 

Step 6. Create digital prototypes to verify that the core operation of the game 

systems is as desired. 

Step 7. Perform the Playtesting. 

Step 8. Test that the game is functional, internally complete and balanced. 

Step 9. Verify that the game continues to provide the desired experience 

and usability. 

4 Conclusions and Future Works 

This document presents the architecture and methodology of the internal design of a 

socio-emotional agent capable of carrying out negotiation processes integrating into the 

GAMENT framework for the development of a serious game. It describes the different 

modules that the character contains and how they communicate with each other to 

develop the cognitive process of the character in the game. In addition, these modules 
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are associated with Mechanics, Dynamics, Aesthetics and Narratives to form the 

extended GAMENT methodology. Through this proposal, serious game developers, 

both experienced and novice, have a very complete guide to design the relevant 

characters of their applications, allowing to identify in a more graphic and direct way 

the functions of the characters and delve into their internal and external design 

according to the role to play in the game. 

As future work, a module can be developed that details the character's negotiation 

skills, modifying the current protocol, to become independent of a specific 

negotiation strategy. 

References 

1. At-Risk for Students: kognito.com/products/at-risk-for-college- students (2020) 

2. Branches of Power: icivics.org/games/branches-power (2020) 

3. Hamdy, S., King, D.: Affect and believability in game characters. A review of the use of 

affective computing in games (2017) 

4. Anderson, K., André, E., Baur, T., Bernardini, S., Chollet, M., Chryssafidou, E., Damian, 

I., Ennis, C., Egges, A., Gebhard, P., Jones, H., Ochs, M., Pelachaud, C., Porayska-Pomsta, 

K., Rizzo, P., Sabouret, N.: The TARDIS Framework: Intelligent virtual agents for social 

coaching in job interviews. In: Reidsma, D., Katayose, H., and Nijholt, A. (eds.) Advances 

in computer entertainment. pp. 476–491, Springer International Publishing, Cham (2013) 

5. Ortony, A.: On making believable emotional agents believable. Emotions in Humans and 

Artifacts, 6, pp. 189–211, MIT Press (2003) 

6. Georgeff, M., Pell, B., Pollack, M., Tambe, M., Wooldridge, M.J.: The belief-desire-

intention model of agency. In: Intelligent Agents V: Agent Theories, Architectures, and 

Languages, Proceedings of the 5th International Workshop, pp. 1–10, Springer (1999) 

7. Le, V.-M., Gaudou, B., Taillandier, P.: A new BDI architecture to formalize cognitive agent 

behaviors into simulations. Springer-Verl. Berl, Heidelb, 10 (2011) 

8. Visschedijk, G.C., Lazonder, A.W., van der Hulst, A., Vink, N., Leemkuil, H.: Modelling 

human emotions for tactical decision-making games: Emotions for tactical decision games. 

Br. J. Educ. Technol., 44, pp. 197–207 (2013)  

9. Villarreal-Hernández, J.Á.: Desarrollo de estrategias de negociación para Agentes de 

Software Inteligentes influenciados por su emoción y personalidad (2019) 

10. Crawford, C.: The art of computer game design. Osborne, McGrawHill (1984) 

11. Fullerton, T., Swain, C., Hoffman, S.S.: Game design workshop-a playcentric approach to 

creating innovative games. Morgan Kaufmann Publishers (2008) 

12. Ralph, P., Monu, K.: A working theory of game design (2014) 

13. Ponce-Guzmán, A.Y.: Arquitectura para la concepción de los serious games aplicados a la 

toma de decisiones basados en el storytelling interactivo (2019) 

14. Morales-Rodríguez, M.L.: Modèle d’interaction sociale pour des agents conversationnels 

animés: Application à la rééducation de patients cérébro-lésés (2007) 

 

 

 

 

 

 

 

32

Juan Alberto Villalobos-Neri, María Lucila Morales-Rodríguez, Nelson Rangel-Valdez

Research in Computing Science 149(12), 2020 ISSN 1870-4069



 

Characterization of the Student's Personality to Develop 

an Agent that Selects Intelligent Learning Environments 

Study Materials 

Erick Sobrevilla-Reséndiz1, María Lucila Morales-Rodríguez1, 

Nelson Rangel-Valdez1,2   

 
1 TecNM/Instituto Tecnológico de Ciudad Madero, 

Mexico 
2 CONACyT Research Fellow,  

Mexico  

 

{g06070420, lucila.mr, nelson.rv}@cdmadero.tecnm.mx  

Abstract. This article presents a proposal on the characterization of the student's 

model considering the attributes that describe their personality. This work seeks 

similarities to establish a relationship between the personality types and learning 

styles present in students and in this way identify a correspondence between the 

learning style and the personality profile that influences how the student learns. 

The models in which the analysis is focused are the learning style based on the 

four sensory modes: visual, auditory, reading-writing, and kinesthetic and the 

type indicator instrument, Myers-Briggs Type Indicators, for the classification of 

personality. With the analysis of the characteristics of the personality and the 

attributes of the learning style, a series of relationships were identified that 

describe the way in which the attributes have similarities, thus identifying the 

frequency in which the descriptive aspects appear. Through percentages the level 

of acceptance for each learning style is identified according to the personality 

profile, this will represent with what type of material the student prefers to 

acquire knowledge. The result of this work is the characterization of the student's 

personality profile model to influence the generation of an automated process for 

selecting materials in an intelligent learning environment through an agent 

capable of establishing a relationship with their learning style. 

Keywords: Personality, learning style, intelligent learning environment, 

selector agent. 

1 Introduction 

Personality is a unique element that involves our peculiar way of thinking, feeling and 

acting; consequently, this includes cognitive, affective and motivational psychological 

processes, a determining factor for the learning process [1]. 
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This article performs an analysis of the personality profile, trying to connect with 

the teaching-learning style through descriptive attributes. To do this, section 2 analyzes 

the reading of the different theories about the instruments that involve personality 

within the teaching-learning styles. Through documentary research it is identified that 

students have different types of temperaments that involve their personality, however 

they also have different learning styles that is evidenced in their way of processing 

information, which is why there are students who have different abilities to analyze, 

summarize and interpret [1]. In section 3, a recognition of the attributes of both 

personality and learning style will be made, so that later in section 4, a relationship is 

established that may involve both and allows the design of a process model for the 

selection of materials according to that result. Section 5, shows the conclusions and 

finally section 6 presents future work. 

2 Background of the Student's Personality Relationship and his 

Learning Style 

Human beings grasp the world in different ways, therefore, there is no single 

appropriate way of learning, giving a different version to internal and external 

stimuli [2]. 

The concept of learning style basically refers to traits or modes that indicate the 

characteristics and ways of learning of a student. Identifying, classifying, and relating 

personality to each student's learning style can mean a different way of 

acquiring knowledge. 

There are different learning styles, to mention a few we have the learning style 

proposed by Kolb [3] who points out that there are four learning styles: convergent, 

divergent, assimilating and accommodating. On the other hand, Cepeda [4] mentions 

that Honey and Mumford proposed four types of learning styles according to the way 

of organizing and working, these styles classify the student as active, theoretical, 

reflective and pragmatic. 

Flemming and Mills [5] developed an instrument to determine the preference of 

students when processing information from the sensory point of view. This instrument 

provides a quantification of student predilections in each of the four sensory modes: 

visual, aural, reader-writer, kinesthetic (VARK) [6]. 

In this work we will focus on the VARK style because the sensory characteristics of 

the student proposed in this model can be associated with the characteristics of 

educational materials, especially when considering activities and production of 

multimedia educational material in online educational environments [7]. 

Regarding personality, there are two main approaches that allow the identification 

of different classifications. The first approach is based on personality traits such as the 

Five Factor Model [8] and the second approach based on personality types or styles. 

Our interest lies in this second approach. 

Personality style refers to a series of individual qualities, activities, or behaviors that 

can be grouped into a category. 
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Awareness and knowledge of one's own style is one of the most effective ways to 

enhance human behavior in all those environments in which a sense of personal identity 

develops [9]. 

Lozano [10] proposes a learning style by means of the type indicator, this is based 

on the studies for the classification and identification of the personality type of Myers-

Briggs Type Indicator (MBTI) [11], in which preferences are measured on four scales 

derived from Carl Jung's theory of psychological types [12], which are 

mentioned below: 

1. Influence on the flow of interest: for example if it is Extroverted (E), the interest 

flows are from the inside out; on the other hand, if it is Introvert (I), the person's 

interests flow inward. 

2. Influence on Attention: if it is Sensorial (S), the person prefers to perceive through 

the senses and what really exists; if it is Intuitive (N), the person prefers to perceive 

through their "sixth sense" and take more into account what could be. 

3. Influence on judgments and decision making: If it is Thinking (T), it prefers to make 

judgments or make decisions in an objective rather than impersonal way; however 

if he is Feeling (F), it prefers to make judgments or make decisions in a subjective 

and emotional way. 

4. Influence in life: if it is Judicious (J), the person prefers to live in a planned and 

orderly way but if it is of the Perception type (P), the person prefers to live in a 

flexible and spontaneous way. 

To establish the relationship between learning styles and personality, the work of 

Lozano [10] and Rodríguez [2] was reviewed, which makes a description of personality 

focused on student learning. 

Table 1. Attributes that describe personalities influenced by sensory preferences. 

Personality Attribute Personality Attribute 

ISTP 

Convenient 

ESTP 

Energetic 

Practical Practical 

objective Pragmatic 

Adaptable Spontaneous 

ISTJ 

Obedient 

ESTJ 

Organized 

Practical Practical 

Logical Logical 

Methodical Spontaneous 

ISFP 

Tolerant 

ESFP 

Spontaneous 

Realistic Practical 

Harmonious Friendly 

Adaptable Harmonious 

ISFJ 

Obedient 

ESFJ 

Friendly 

Practical Practical 

Solidary Loyal 

Meticulous Organized 
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Table 1 and 2 present the attributes that describe the 16 types of personality that were 

identified to establish the proposed relationship between personality and the materials 

used in the learning style. 

3 Proposal of the Characterization of the Personality in the 

Student Associated with the Characteristics of the 

Learning Style 

The personality of students is one of the psychological factors that influence their 

school performance; personality characteristics can provide us with relevant data to 

better understand academic performance [13]. Personality can be identified, classified 

and related to the learning style of each student, this can mean a different way of 

acquiring knowledge. 

To generate the characterization, the analysis of the characteristics of the 

classification of the study materials was carried out by applying the attributes that were 

identified according to the VARK style [14]. Students have a dominant value and in 

some cases they can combine two or more values, each with a different dominant 

sensory representation system. According to VARK the attributes that describe a visual 

student are: being creative, observant, imaginative and analytical; an auditory learner 

is defined as pragmatic, perceptive, analytical, and expressive; a student reader-writer 

is theoretical, thoughtful, understanding, and thoughtful; the kinesthetic student 

maintains the attributes of being adaptable, creative, intuitive, and versatile. 

Returning to the classification of the 16 types of Lozano's work [10], the attributes 

that describe the personality are used to relate the characteristics between the learning 

style and the personality profile, it is proposed to organize these attributes in tables 

Table 2. Attributes that describe personalities influenced by intuitive preferences. 

Personality Attribute Personality Attribute 

INFP Perceptive ENFP Optimistic 

Innovative Innovative 

Idealistic Compassionate 

Adaptable Versatile 

INFJ Devotee ENFJ Friendly 

Innovative Innovative 

Idealistic Solidary 

Compassionate Idealistic 

INTP Interrogative ENTP Take Risks 

Innovative Innovative 

objective Outgoing 

Abstract Adaptable 

INTJ Independent ENTJ Determined 

Innovative Innovative 

Analytical Strategic 

Determined Outgoing 
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where the relationship between them is identified, Table 3 shows the attributes of 

different types of personality that have the flow of introverted interest, however it was 

also carried out for the personality with the flow of extroverted interest. 

The rows represent the attributes of the 16 personality types, the columns contain 

the characteristics of the VARK sensory modules. The characteristics of the VARK 

style that are related to the attributes of the personality, indicating with an x the 

similarity of their abilities to acquire knowledge, in this way it is identified as certain 

Table 3. Introvert personality relationship and learning style. 
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ISTP 

Convenient 
 

x x 
       

x 
 

x 
   

Practical x 
   

x 
        

x 
  

objective 
 

x 
 

x 
  

x 
 

x x 
      

Adaptable 
           

x x 
   

ISTJ 

Obedient 
          

x 
     

Practical x 
   

x 
        

x 
  

Logical 
      

x 
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x 
    

Methodical 
   

x 
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x x 
 

x 
    

ISFP 

Tolerant 
         

x x 
 

x 
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x x x x 
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objective 
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x x 
  

x 
      

x 
  

Analytical 
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x 
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characteristics of the classification of the learning style presents a similarity with the 

characteristics of the personality. 

4 Description of the Student's Personality Model for the 

Materials Selection Process 

For the creation of a selection process for study materials within a learning platform, 

the information obtained in the analysis of the relationship between personality and 

VARK learning style will be taken as a basis, which is represented in Table 4.  

In this table the relationship of the personality attributes with the learning style can be 

observed through the percentages of frequencies of similarities found between them, 

which were obtained by counting the occurrences of the personality attributes and 

characteristics of the learning style shown in Table 3. 

Obtaining this information shows which learning styles the student can feel more 

empathy with when learning, because they have a higher percentage. However, it is not 

ruled out that if the learning environment does not have material associate to the 

learning style, it may be able to offer some other material that can be associated with 

some of the other learning preferences. 

Table 4. Percentage of frequencies of similar attributes between personality and VARK. 

Personalidad V A R K 

ISTP 35.71% 14.29% 28.57% 21.43% 

ISTJ 16.67% 25.00% 50.00% 8.33% 

ISFP 7.69% 30.77% 46.15% 15.38% 

ISFJ 18.18% 27.27% 36.36% 18.18% 

INFP 33.33% 25.00% 16.67% 25.00% 

INFJ 20.00% 30.00% 40.00% 10.00% 

INTP 57.14% 14.29% 14.29% 14.29% 

INTJ 30.00% 30.00% 0.00% 40.00% 

ESTP 23.08% 23.08% 0.00% 53.85% 

ESTJ 25.00% 16.67% 33.33% 25.00% 

ESFP 23.08% 30.77% 23.08% 23.08% 

ESFJ 7.14% 28.57% 42.86% 21.43% 

ENFP 18.18% 36.36% 27.27% 18.18% 

ENFJ 27.27% 27.27% 27.27% 18.18% 

ENTP 20.00% 13.33% 20.00% 46.67% 

ENTJ 26.32% 15.79% 21.05% 36.84% 
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5 Conclusions 

In a learning environment it is important to know the preferences of the student, in this 

work it is proposed to achieve it from their personality. Each student learns differently, 

not everyone wants to study or do activities with which they do not feel motivated. 

Knowing the student's personality can describe how they react to learning methods or 

materials. Another characteristic to consider is the learning style which reflects the 

preferences on the way of learning, with this it is possible to identify the materials that 

facilitate the acquisition of knowledge. The study materials have characteristics that 

could be associated with learning styles, such as an infographic, which stimulates the 

visual sense.  

In this work, the classification of the personality profile and its relationship with the 

teaching style allows us to observe that a student has a dominant learning style. 

However, it is possible to work with some material from the other learning styles if 

their characteristics indicate it. In this way, the preferences that the student has when 

learning are taken into account, being able to provide the appropriate materials to them. 

6 Future Work 

With the information obtained, it is possible as future work to create rules that lead to 

the automation of the process of selecting learning materials under the influence of 

personality. These rules would contribute to the design of a finite state machine to guide 

its process. The selection process is one of the main functions of a material selector 

agent that could be inside an intelligent learning environment. 

References 

1. Pérez, U., Abraham, E.: Relación del temperamento y estilos de aprendizaje en los 

estudiantes de derecho de la Universidad Nacional de Tumbes. In: II Congreso Binacional 

de Investigación, Ciencia y Tecnología de las Universidades del Sur del Ecuador y Norte 

del Perú (2013) 

2. Cea-Rodríguez, J., Sanhueza, H., Filgueira-Muñoz, E.: Tipos psicológicos y estilos de 

aprendizaje de estudiantes de una facultad de ciencias económicas y administrativas en 

Chile. RAN - Revista Academia & Negocios, 4, pp. 65–80 (2018) 

3. Kolb, D.A.: Experiential learning: experience as the source of learning and development. 

Prentice Hall, Englewood Cliffs (1984) 

4. Rodríguez-Cepeda, R.: Los modelos de aprendizaje de Kolb, Honey y Mumford: 

implicaciones para la educación en ciencias. Sophia 14, pp. 51–64 (2018)  

5. Fleming, N.D., Mills, C.: Not another inventory, rather a catalyst for reflection. To Improve 

the Academy, pp. 137–149 (1992) 

6. Selbach-González, G.A.: Teorías de la personalidad. Red Tercer Milenio (2013) 

7. Díaz, G., Urbina, V., Espinal, L., Beltrán, M.: Curso en línea basado en modalidad 

instruccional ADDIE y Prototipización rápida. Revista de Investigación Educativa de la 

Escuela de Graduados en Educación 9 (2019) 

39

Characterization of the Student's Personality to Develop an Agent...

Research in Computing Science 149(12), 2020ISSN 1870-4069



 

8. Goldberg, L.R.: An alternative “Description of personality”: The Big-Five factor structure. 

Journal of Personality and Social Psychology, 59, pp. 1216–1229 (1990) 

9. De Armas, M., Rodríguez, M.: Estudio de los estilos de aprendizaje de estudiantes y 

profesores de la Facultad de Ingeniería de la Universidad Central de Venezuela. Revista de 

la Facultad de Ingeniería Universidad Central de Venezuela, 30, pp. 17–26 (2015) 

10. Lozano-Rodríguez, A.: Estilos de Aprendizaje y Enseñanza: Un programa de la estilística 

educativa. Trillas: ITSM (2001) 

11. Myers, I.: Myers-Briggs Type Indicator. Consulting Psychologists’ Press (1978) 

12. Jung, C.G.: Psychological types. Pantheon Books (1971) 

13. Aragón Borja, L.E., Flores Tapia, M. de los Á.: Características de personalidad del 

estudiante de la carrera de Cirujano Dentista de la FES Iztacala. Revista odontológica 

mexicana, 18, pp. 19–26 (2014) 

14. González, B.: El modelo VARK y el diseño de cursos en línea. Revista Mexicana de 

Bachillerato a Distancia 4, pp. 96–103 (2012) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

40

Erick Sobrevilla-Reséndiz, María Lucila Morales-Rodríguez, Nelson Rangel-Valdez

Research in Computing Science 149(12), 2020 ISSN 1870-4069



Clicker: Assessment Strategy

Karina Figueroa1, Luis Valero Elizondo1, Antonio Camarena-Ibarrola2,
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Abstract. Virtual education has become utterly important recently,
however, one of the biggest challenges is how students should be evalu-
ated. The focus of this proposal relies in avoiding traditional written
exams. Instead, students should active participants in the learning
process. Virtual education should benefit from the use of new tools,
gamification techniques, etc. In this paper, a novel application called
Clicker is discussed covering its impact on the learning process, and the
evaluation of the students.

Keywords: Web-based intelligent learning system, game-based learn-
ing, virtual education, learning evaluation, learning assessment.

1 Introduction

These days, we have a huge challenge in front of us, education radically changed
towards a virtual system [5,3,6]. We have migrated our academic activity face-
to-face and content in many ways; however, what remains a challenge today is
the assessment of the learning process and the evaluation of the students in this
new virtual modality [1].

There are many methodologies, techniques and tools for teaching, the So-
cratic method [2] consists “roughly speaking” in enforcing participation of stu-
dents by making them to answer questions posted by the teacher . A considerable
amount of feedback can be obtained from their answers, which is useful for
evaluation, assessment, or deciding wether to remain longer on a specific topic
or move on to the next. Some authors consider evaluations to be a complex
process with many facets [7].

In [7], the author remarks the importance of assessments instead of simple
evaluations. He claimed that a student could study just for the purpose of getting
good grades in the evaluations.
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This is an important issue with a big impact on education. We present in this
paper a novel digital tool which encourages the active participation of students
in a quick and dynamic way.

This article is organized as follows. First, some dynamic strategies will be
introduced at section 2, and in section 3 Clicker is presented as a novel assessment
strategy. Discussion, conclusions and future work is described in section5.

2 State of the Art

There are different tools to measure how much students have learned, some are
dynamic and popular, for example: kahoot, and quizizz, just to mention a couple.

2.1 Kahoot

Kahoot is a tool where the teacher creates a game consisting of a set of questions
[4]. Each question could have up to 4 answers. When the game starts, each
question is shown during a short period of time (customized time) in seconds.
At playing the game, all the gamers/students read a question and answer in
a general page. Each answer has a related colored figure, a circle, a square, a
triangle, and an X. Each gamer, during the customized period of time should
touch/click the correct answer, when time is up, Kahoot shows a bar-graphics
with the number of gamers who clicked on each answer, also showing which was
the right one. In addition to these statistics per question, the score obtained by
the best 5 gamers is also shown.

At the end of the game, Kahoot shows a ceremony-like for the best three
contestants. It is without doubt a dynamic and interesting tool; however, a
student may not be motivated enough and just click on any answer randomly.

2.2 Quizizz

Quizizz is an interesting tool [8], it has many quizzes with general topics, and each
user can create new ones, it is also a game, and each one has many questions with
a set of answers (usually 4, each one is in a different color). During the game,
each participant has to click on one the possible answers, It is an interesting
application and there are many games that can be played. The game presents
statistics on the performance and score of each player.

3 Proposal

Clicker is a novel tool designed in a responsive web page and it is based on the
Socratic method [9] to encourage the learning process by asking and answering
questions to stimulate critical thinking and to draw out ideas and underlying
presuppositions. It is a dynamic application in which questions can be typed
in real time and then, sent to the students, in real time also. Alternatively, the
questions can be sent from a database previously elaborated.
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In this game, the questions can be launched in a specific order, specified by
the teacher, who is able to decide which question to send or write a new one
during the class session on the flight. Remember that Clicker is a real time play.

This proposal is described in 4 phases:

– Teacher. How to generate the questions.
– Student. How to log in and be part of the game.
– Game. Description of the statistics and feedback delivered by the system.
– Reinforcement of learning. How this proposal can contribute in the

learning process.

During the next section each section is described in detail.

3.1 Teacher

As a teacher, a user have some task, in this case, in a teacher can:

– Create a new game. Each game has a unique consecutive number (id).
– Create a pool of questions.
– Set the tone of the game.

Fig. 1. Teacher interface. The name of the teacher is displayed instead of Teacher in
the real page.

In Figure 1 the interface of teacher is shown. This user has a page with three
main regions.
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– Area to write a question (red box).

– Questions that have been or can be asked in that game (blue box).

– Statistics on students (orange box):

a Who remains to answer.

b Who answered well.

c Who answered wrong.

Each question is written in natural language. In order to specify the part of
the sentence that will be filled by students, the empty part has to be enclosed
between symbols @ and #. For example, a complete question can be: 2+2 = @4#.

The question will be displayed in this way : 2+2 =

Once the question is launched, the section in orange box will be filled, and
the new question will appear in the blue box.

3.2 Student

The interface for a student is shown in Figure 2. Basically, this page has
two regions:

– Answer the current question (red box).

– History of answers for the entire game session (orange box).

Fig. 2. Student interface. The name of the student is displayed instead of Student in
the real page.
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The students must write the answers in the boxes indicated for this. Notice
that within the region marked with a red box you can see the quetion and
the space for the answer, which is a texbox element. When a student writes
his answer, it is automatically evaluated and it is shown at correct answers
(orange box).

In Figure 2, within the orange box all the answers sent by a student are
shown regardless of wether they were right or wrong. Wrong answers are shown
in red and right answers are shown in green.

3.3 Statistics

At the third stage of the game a statistics summary page is shown in a page as
that of Figure 3. This page is shown to all the students, the purposes the page
serve are:

– Feedback to all the students (orange box).
– Motivation through competition among the students (purple box). It shows

the best 3 students, like a ranking.
– Showing the current question (red box).

Fig. 3. Statistics interface. All the students can see the information about the game
that is shown on this page.

3.4 How it Works

Clicker is an interactive game, the complete process is shown in Figure 4, first a
teacher begins a game and a new id is provided, then he writes some questions.
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The teacher gives the id to the students so that they may login to the game,
and see the statistics page. When the teacher asks a question (step 1), students
type the answer (step 2), when answers are sent, the statistics page is updated
shown the numbers of right and wrong answers (step 3).

Fig. 4. Complete process. Step 1, Teacher asks a question. Step 2, Students type the
answer. Step 3, Statistics for that question/answers are updated.

4 Results

Several teachers have used this tool in their lessons since at least 2 years ago.
Students are more interested in the class, since they know that at any time they
can be asked to actively participate in the discussion of the subject in turn. They
explain and help each other by seeing the problems that their classmates have at
answering the questions regarding their lessons. The teacher has a better idea of
the degree of achievement of the class in general. He is able to determine when
to move to the next topic, and when to reinforce the previous topic. There is
also an evaluation tool that accurately reflects the daily work of each student,
as well as a diagnostic tool to determine what each student needs to reinforce.

4.1 Interview

In order to collect feedback about Clicker for this paper, a group of students has
been interviewed. They were 8 university students, between 19 and 20 years old,
detailed are blinded. The questions were:
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– How many times have you played Clicker?
– Do you think it helped you to retain the issue that was the object of the

class?
– Was it stressful or fun to play Clicker?
– Was the interface difficult?
– How much impact does it have to show the names of those who have answered

the question correctly?
– How many questions could you get bored with?

Most of the students interviewed have played Clicker around at least 10
lessons. They agree that it is an interesting frame, stressful at times but fun to
play. Their favorite part is the ranking. They consider that 12 to 15 questions are
enough. Also, they say that the interface is intuitive and easy to use. However, the
most interesting part is that they remember easily the questions-answers played.

5 Conclusions and Future Work

Clicker is a novel responsive web application for assessments, which provides
both an evaluation and a diagnostic tool. It is a different strategy to motivate
our students to participate in class. Each student can view his answers any time,
then, this tool can be used to study for a real exam.

As a future work, we are interested in several minor updates, for example,
setting a timer for each question; and downloading statistics as a csv file, etc.

Mayor changes are considered, for version 2.0: Design an add-on for “Clicker”
that allows mathematical writing as easy as it is to write on the blackboard in
order to make mathematical questions clearer and easier; Also, add a module
for handling theorems and proofs.

Clicker is available using this url3.
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Abstract. This paper presents a learning tool called ReAQ, that combines an 

intelligent tutoring system and augmented reality-oriented to the subject of 

chemistry. ReAQ facilitates student learning through interaction, three-

dimensional visualization, and dynamic adaptation of the content in real-time 

based on the student's abilities, causing the student to be committed to their 

learning. Based on an analysis of the educational requirements carried out by 8 

teachers of the subject, activities have been designed in a learning tool focused 

on the topic of "chemical elements, chemical compounds, and chemical 

reactions". The intelligent tutoring system implements a fuzzy logic module that 

determines the level of difficulty that the next exercise will have based on the 

performance of the previous exercise that the student has solved. 

Keywords: Augmented reality, intelligent tutor systems, fuzzy logic. 

1 Introduction 

Chemistry is considered one of the most complicated subjects to learn due to the nature 

of their abstract contents, which represents a difficult challenge concerning the visual-

ization of chemical elements and compounds [1]. Most students show resistance to 

identifying chemical elements and forming chemical compounds. Today, with the im-

portance given to Science, Technology, Engineer, and Mathematics (STEM), it is cru-

cial that a student possess the ability to reason and solve problems. Also, the subject of 

Chemistry in schools tends to play an important role for students to develop the spatial 

skills that augmented reality offers to them [2].  

Augmented Reality (AR) is a technology that allows the user to superimpose digital 

elements that can be audio, video, image, or three-dimensional element in a real envi-

ronment [3]. 
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AR might facilitate the visualization of elements that allow the user to understand 

basic topics. In recent years, many researchers focused their attention on applying AR 

to different fields like STEM [4,5,6], industry [7], training [8], and customer 

experiences [9]. 

On the other hand, Intelligent Tutor Systems (ITSs) provide personalized and real-

time help to students. Their capability to adapt feedback according to students’ profile 

allow to deploy instructional methods such as “learning by doing” [10,11,12]. An ITS 

can be implemented using artificial intelligence techniques like Neuronal Network [13], 

Data Mining [14], Ruled-based expert systems [15], Fuzzy Logic [6], proving their 

efficiency in many different fields of knowledge. An effective alternative is 

incorporating AR into an intelligent tutoring system [16,17].  

This work presents an ITS combined with AR technology to learn Chemistry topics 

aimed at students from the middle-high school. The activities were designed based on 

the curricular objectives of the chemistry subject of Mexican schools. 

2 Related Works 

This section presents the works related to AR focused on STEM learning and AR 

integrated into ITS. 

Santamaria [18] used a method to fuse gestures, smart equipment, and digital 

elements to learn Chemistry experiments. They implement a gesture recognition model 

trained by a convolutional neural network to recognize gestures in AR and to activate 

feedback after recognizing a five-finger gesture. According to Chen [19], an AR 

learning tool remained effectively satisfied with students learning chemistry, Chen 

focused on the effects of AR learning activities from the perspective of the teacher-

centered approach and the student-centered practice approach, to know the conceptual 

understanding of chemistry topics and the student's interest in the science. Romano [10] 

presents AR Lab, a learning tool that assists chemistry students during their learning of 

chemistry glassware, using AR, to help them to assimilate the equipment used in a 

chemistry lab and their respective functions. Ibañez [20] presents a learning tool where 

the students can learn the basic principles of geometry to solve area and volume from 

regular prisms and identify sections of cut made on cylinders and cones. They 

conducted an interview applying Keller’s CIS and IMMS instruments to prove the 

motivation and usability of the application. 

 On the other hand, there are several works for developing Intelligent Tutoring 

Systems focused on the study of STEM. Westerfield [17] presents an ITS combined 

with AR to teach users how to assemble hardware components on a computer 

motherboard. The author highlights that the users who interacted with the tutor were 

faster to do the work compared to the same AR training system without intelligent 

support. LaViola presents ARWild [21], a tool for the soldier and marine training to 

master physical tasks in the wild, in places where there is no formal training 

infrastructure. Almiyad [22] presents Smart AR homework tutoring for 

medical professionals. 
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The objective is to teach the user the angle of insertion and the distance traveled by 

the needle within the patient to perform a successful procedure, through intuitive and 

adaptive feedback to assist the user. Hsieh [23] presents learning that tool consists of a 

learning aid, a virtual tutor, and a guiding mechanism for mathematics problem-

solving. Students receive feedback immediately after the current exercise. In 

motivation, the authors affirm that the students show no significant differences between 

the experimental and control groups. They remarked that guidance and personalization 

are key to enhance learning with motivation and engagement. 

3 Learning Application 

ReAQ is an ITS combined with AR focused on the topics of chemical bonds and 

chemical reactions, of the subject of Sciences at the middle-high school of Mexico. 

ReAQ provides to the student with tools to identify chemical elements, recognize their 

symbols and nomenclature, visualize their physical form and their description, as well 

as formulate chemical compounds, and reactions that are sometimes difficult to 

visualize. ReAQ is a learning tool developed in Unity 2019 for android devices, 

implementing Vuforia for AR, SQLite, and Firebase for data persistence.  

3.1 Architecture 

The architecture of the system follows the traditional architecture of an Intelligent 

Tutoring System [24, 25] with 4 modules to encapsulate the main processes: 

KnowledgeModel, PedagogicalModel, StudentModel, and UserAR. Each component 

within the architecture is briefly described below, and Figure 1 shows 

ReAQ  architecture. 

UserAR: In this component, the students interact with the ITS, and is responsible 

for showing and adapting the required scenes according to the student’s level of 

knowledge obtained from the result of the interaction. This component contains sub-

components that allow you to display elements and chemical reactions and select the 

best options to control the flow of the tutor's execution. The subcomponent 

ARSharedGUI dynamically adapt the content on the screen of the mobile device. The 

subcomponent ARSetScenes contains the set of scenes designed for each of the 

elements of the learning tool. The subcomponent ARControlScene controls the scene 

in which the user is interacting with the system and the ITS executes different processes 

based on user decisions; and the subcomponent ARAssets contains and manage all the 

assets necessary to display the exercises on the screen indicated by the tutor. 

The StudentModel represents the student's model, which contains the student's 

profile and personal information (chemistry). The subcomponent StudentKnowledge is 

responsible for creating a representation of the cognitive model of the students. It 

exchanges information with TutorController concerning the observed topics and 

consults information in the student's database and writes the information on the 

current  session.  
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The KnowledgeModel is responsible for manage the didactic material: basic 

concepts and the exercises necessary to learn to identify elements, chemical 

compounds, chemical reactions, the feedback, and the level of difficulty. This 

component accesses the Exercises and Elements database and interacts with the 

ARModel component to produce the necessary resources to emulate the AR. The 

component ARModel is responsible for providing UserAR with the digital elements 

that Vuforia emulates.  

The PedagogicalModel is responsible for making decisions during the teaching-

learning process. The system adapts the information to be displayed to the user's needs 

depending on the information produced by the student's interaction. The subcomponent 

TutorController is responsible for selecting the exercises that students should perform 

based on the recommendations made by the FISEngine and providing feedback to the 

student. The subcomponent FISEngine handles the fuzzy inference in the system to 

adapt the pedagogical model to the student's needs. It also controls the flow and rules 

of the current exercise. FISEngine contains the linguistic variables, fuzzy sets, and 

various labels. The input variables are the number of correct answers, the number of 

mistakes made by the student, the number of times the student requests help, and the 

time required to solve the exercise. 

 

Fig. 1. ReAQ architecture. 
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Each fuzzy input variable is normalized to a range of values between 0 and 1. The 

result of the inference is an output variable called the level of difficulty applicable to 

the following exercise with the fuzzy values of Weak, Very Weak, Normal Difficult, 

and Very Difficult. For this work, 81 fuzzy rules were defined. Figure 2 shows an 

example of the definitions of the fuzzy rules. The subcomponent AssetManager 

controls the flow of scenes from the main menu and accesses databases of prefabs, 

resources, and plugins to configure the current exercise based on user needs. The 

subcomponent HelperManager manages help messages to solve the exercises. 

3.2 Exercise Content 

The first exercise consists of the student identifying five elements out of 25 available. 

Each element has a marker with its Symbol. Once the five elements are completed, the 

student, through the information marker, can select between 5 chemical compounds to 

display relevant information about the compound on the screen using the info marker.  

The second, third, and fourth exercises consist of the student forming a covalent 

bond, an ionic bond, or a metallic bond respectively. The student must collide two 

elements, through the use of markers required to solve the exercise.  If the combination 

of the two elements is correct, information about the link is displayed and in turn, an 

animation with a physical appearance is displayed. The goal is to form 5 bonds. In the 

event of an error, a message is displayed indicating that the combination of elements 

does not form the compound of the requested link. Figure 3 shows an example of an 

exercise covalent bond and ionic bond.  

 

Fig. 2. Fuzzy Rules defined to determinate the next level of difficulty. 

 

Fig. 3. Covalent bond example (left image) and Ionic bond (right image). 
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4 Evaluation of the Learning Tool by Experts 

This section presents the result of the evaluation and the feedback that the Chemistry 

teachers gave us. Each teacher was aware of the goal of evaluating the learning tool. 

Later, the teachers interacted with ReAQ to assess its usability. Teachers believe that 

ReAQ is innovative, easy to use, and able to hold the student's attention, and agreed 

that it was feasible to implement it with students in the classroom.  

 

Fig. 4. Teachers interaction with ReAQ. 

Table 1. Teachers comments. 

Teacher 
Type of  

comment 
Comment 

Teacher 1 
Interesting  

content 
It would be a good element to strengthen student learning. 

Teacher 2 Easy to use 

Easy to use, looks simple, friendly, eye-catching, and colors 

match. Even if they do not know how to use it, it is very 

intuitive and easy to use. 

Teacher 3 Easy to use 
It is easy to use; the instructions are noticeable clear, and I 

think they have a lot of skills to master the mobile device. 

Teacher 4 GUI friendly The graphical interface is friendly for the user. 

Teacher 5 

Improve  

learning, 

interesting  

content 

Ideally, the student can receive immediate feedback to im-

prove their skills. I consider that the content is very well 

structured according to the study program. I believe that stu-

dents will participate in the classroom using the application. 

Teacher 6 Suggestion 

It is suggested that the learning tool add an exercise on 

chemical reactions, where it is observed that reaction occurs 

when an acid is mixed with little water, an acid with a lot of 

water, and even mixed with bicarbonate or earth. 

Teacher 7 Suggestion 
It is suggested that the learning tool must show in the in-

structions the markers to make the compound required. 

Teacher 8 
Easy to use, 

suggestion 

It is easy to use. Be careful of the language to be shown in 

the instructions and to define the objective to fulfill the ex-

ercise in use. Remember that the students are younger and 

maybe irresponsible in the use of the application. 

 

54

Aldo Uriarte-Portillo, Ramón Zatarain-Cabada, María Lucia Barrón-Estrada, et al.

Research in Computing Science 149(12), 2020 ISSN 1870-4069



 

They consider that a learning tool that allows them to visualize or imagine the formation 

of chemical compounds influences the student to become motivated and lose a little 

resistance when learning chemistry. Teachers showed interest in implementing it in 

their teaching practices as a class activity. Also gave us some suggestions to improve 

the design and use of the application. Figure 4 shows a teacher using ReAQ, and Table 

1 shows some of the teacher’s comments on the ReAQ application. 

5 Conclusions and Future Work 

The learning tool can adapt the contents to the current level of the student due to the 

fuzzy inference that allows adapting the learning material according to the student's 

abilities. In the pedagogy, and usability evaluation of ReAQ we got a positive reaction 

from those who teache the subject and by expert doctors in Chemistry. We got excellent 

feedback and suggestions to improve the learning tool. It has been concluded that stu-

dents can feel satisfied, motivated, and confident with the achievements they obtain 

when interacting with the learning tool and, that they can easily master the learning tool 

thanks to its friendly interface. 

As future work, we will develop the teachers’ suggestion component to give robust-

ness to the learning tool. We also plan to do some experiments with students using 

ReAQ to analyze the impact it will have on learning gains, and to evaluate the student’s 

motivation and ReAQ usability. 
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Abstract. The Internet of Things (IoT) encourages the use of tools that facilitate 

the development of projects focused on smart cities. These types of projects face 

significant challenges due to the number of technologies used and the interaction 

and interrelation between the different systems. There are various methodologies 

for the development of this type of project, but some are at a very high level to 

be used by small work teams or people with medium knowledge. This research 

paper proposes a method for introducing IoT project development focused on 

small teams or people with medium knowledge. The proposed method works as 

a guide that covers from the understanding of the business to the implementation 

of the solution. The method was evaluated through the construction of a prototype 

that covers the stages of data acquisition, processing and visualization.  

Keywords: Application development method, IoT project, internet of things, free 

software tools. 

1 Introduction 

The Internet of Things (IoT) has caused transformations that influence aspects such as 

the economy, the environment, politics and people's daily lives [1]. This encourages the 

development of intelligent applications capable of interacting with the environment and 

making decisions based on the information acquired from the different objects [2–4]. 

However, the development of this type of application involves a high degree of 

complexity, because it requires increasingly sophisticated techniques of artificial 

intelligence or automatic learning and generally involves more than one area of 

knowledge. In this sense, it is important to generate proposals that seek to mitigate the 

gap that exists between the conceptualization and implementation of the IoT concept. 
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In this research work, a method is proposed that can be used as a guide for the 

introduction to the development of internet of things or smart cities applications. The 

method is detailed through a case of real study in the domain of intelligent transport 

systems. In the case, a prototype is built that covers the data acquisition, processing and 

visualization stages. These stages are common in solutions that involve signals from 

the environment, which are used in the development of data science applications, 

industry 4.0, smart cities, among others. The use of the method facilitated the 

construction of the prototype in time and development complexity, thanks to the use of 

existing free software tools. 

The article is organized as follows: Section 2 shows the state of the art; Section 3 

describes the proposed method; In section 4 an example of the method is presented to 

a case study; section 5 shows tests and results. Finally, section 6 presents the 

conclusions and future work. 

2 State of the Art 

The development of applications for the internet of things presents a high level of com-

plexity, due to the dependencies and interrelations of the different systems and the tech-

nologies involved [5, 6]. The development of this type of applications presents some 

challenges related to the acquisition, integration, quality or availability of the data ap-

plications [7, 8]. Thus, the design of applications for IoT requires understanding and 

deepening in conceptual, technical and methodological aspects that may differ slightly 

from traditional development [9, 10]. From the methodological point of view there are 

some interesting aspects. Por example, there are disciplines focused on the exploitation 

of data [11, 12], and paradigms focused on exposition of applications and services [13, 

14]. However, when reviewing these approaches, several similarities can be observed 

in terms of their life cycle. i.e., starting with the acquisition of the data and ends with 

the use of data for a specific purpose [15, 16]. 

Therefore, the development of applications under the new paradigms is very 

complex. Some of the traditional tools and methodologies have been adjusted to meet 

new demands [17, 18]. These adaptations or modifications to the methodologies have 

reduced the complexity and adaptation of software developers in the construction of the 

development of new intelligent applications. 

3 Method for Introducing IoT Project Development 

The proposed method is based on various computational tools and on the benefits 

offered by internet of things paradigms and smart cities.  Figure 1 shows the steps of 

the proposed method, which are: analysis of the context, requirements analysis, 

technology analysis, systems design, solution construction and systems 

implementation. The first stages of our method focus on the conceptualization of the 

method, while the last two stages focus on the construction of the solution.  

The main contribution of our method proposed is focused on the technology 

analysis stage.  
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This new proposed stage is where the developer must carry out the analysis of the 

technology to be used in the development of their application, this directly influences 

the most appropriate techniques and technologies to use, which allows the reduction of 

complexity and the time of development of the application. Currently, there are several 

tools that facilitate the development of Internet of Things applications for developers 

with different knowledge of these technologies. 

Our method starts with context analysis, which focuses on understanding and 

modeling the scenario for which you want to develop the IoT application. Once the 

context is understood, the business requirements and rules that must be considered to 

obtain the expected functionality are defined and analyzed. The next step is proposed 

based on experience and its main objective is to allow the identification of data sources 

and the selection of event detection techniques. In the next step, the design of the 

prototype architecture is carried out and the final structure of the system to be obtained 

is modeled. Finally, we proceed with the construction of the system. The next section 

presents an example of the method's application.  

4  Case Study 

The validation of our method was carried out in a real case study. This paper presents 

a smart transport case study which describes a smart application that allows to monitor 

to handling of a vehicle.  When a vehicle is driven in the wrong way, an alert is 

generated to the users of the application. They may be other drivers or people who are 

near where the alert was generated. The application detects driving events 

automatically, which can be: driving at an unauthorized speed, speed changes, driving 

in the opposite direction, sudden stops of a vehicle, strong turns and road irregularities. 

However, for reasons of space, only the first two processes will be detailed. 

Stage 1. Analysis of the context: in this stage the entities are identified, and the 

interactions that exist between them. For example, if the following scenario occurs: a 

car is traveling in an area at an illegal speed. The entities identified in this scenario 

would be: car, zone and alert. The monitoring of this car in a certain area will allow to 

identify the attributes of speed limits that the area has, so an alert will be generated 

when the limits are exceeded. The alert must contain information about the car and the 

 

Fig. 1. Overview of the proposed method. 
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place where this event was generated. In addition, to sending the alert to all users who 

are close to this event. 

Stage 2. Requirements analysis: business requirements and rules are defined at this 

stage. At this stage, all requirements must be identified considering the frequency of 

the data, its restrictions, etc. continuing with the scenario of the previous stage: the 

speed of a car must be analyzed according to the area in which it is located. All areas 

or roads have a minimum and maximum speed allowed. Any speed value that is outside 

these limits will be taken as an illegal speed. Monitoring the speed of a car requires the 

analysis of static and dynamic data, which come from different sources. Dynamic data 

corresponds to the travel speed and location of the vehicle. The static data correspond 

to the delimitation of the areas and the speed limits established for each area. Dynamic 

data can be obtained from different sources (mobile devices, embedded devices, or 

external devices such as a camera). Static data is taken directly from the traffic 

regulations. 

Stage 3. Analysis of the technology: in this stage, the identification of data sources 

and the selection of detection techniques are carried out. At this point, it is important to 

identify the techniques and devices that will be used to monitor the events of the 

application to be developed. Obtaining information in a smart application can be done 

in different ways. For example, speed can be determined using a GPS sensor or through 

a video camera using image processing techniques. Detection of the speed not allowed 

in a car was carried out through basic mathematical operations. However, building 

applications for IoT and smart cities generally involves more complex operations that 

require the use of techniques such as machine learning to obtain more successful results. 

In our case study application, pattern recognition techniques were used to detect some 

events identified in the application, such as handling in the opposite direction. 

 In addition, at this stage the computational tools that will be used for the 

development of the application must be identified. Free software tools such as: 

QuantumLeap, and sklearn were used for this case study. QuantumLeap is a generic 

component of the FIWARE platform, which groups the following modules: Orion 

Context Broker, MongoDB, CrateDB and Grafana. These components allow managing 

context information, managing information storage and working with time series to 

visualize the data in real time respectively. On the other hand, Sklearn is a library 

developed in Python that contains algorithms focused on pattern recognition. For data 

transfer, the data models proposed by the FIWARE platform [19] and schema.org [20] 

were used. 

Stage 4. System design: At this stage, the architecture of the prototype to be 

developed must be defined. The developed smart application allows to monitor the 

driving of a user through her smartphone. Some aspects that must be considered are 

those related to the processing and storage capacity of the data acquisition device, for 

which it must be determined if an external storage of the data is required. As well as 

the time in the data transfer. However, when using artificial intelligence algorithms and 

techniques with a high degree of complexity that require large computing capacity, the 

mobile device may not have enough processing capacity to give immediate responses. 

In this context, we assume that not all processing can be done in the module that is on 
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the mobile device, or in the cloud. In addition, the design of the modules was carried 

out with a low level of coupling between them. 

This allow us that, in the future the modules can be used independently. Once the 

abstraction of the stage has been done, we proceed with the design of the architecture. 

The proposed architecture for this smart transport application is organized in two 

subsystems (1) event detection (smartphone) and, (2) monitoring and visualization 

(cloud). Figure 2 shows the architecture proposed in this case study. 

The event detection module gets the data from the smartphone. Therefore, it must be 

implemented in the smartphone. This module must acquire the data from the sensors, 

and analyze them to determine if any event has occurred to send information to the 

monitoring and visualization module. Furthermore, this module must also allow user 

interaction. With these specifications, an architecture is designed for the event detection 

module composed of a user interface and a library for event detection. The user 

interface contains a graphical interface for user interaction and a block that allows the 

configuration of some parameters such as the connection to the monitoring module. 

The library is made up of four blocks which cover the process from data acquisition, 

passes through event detection and ends with data transfer (reprocessed data or alert 

notifications). The monitoring and visualization module receives the data that comes 

from the event detection module, stores it, and allows its visualization; and when 

necessary, processing for event detection is carried out. The design of this module is 

similar to the event detection module, which is made up of a user interface and an event 

detection library.  

Stage 5. Construction of the system: in this stage, the implementation of the 

intelligent transport application was carried out. Some of the reference values identified 

in the application are: the minimum and maximum allowed speed that each of the zones 

or roads has. This information is taken in real time from the GPS of the smartphone. 

The first task of acquiring real-time data from the application consists of obtaining 

every second the GPS position (latitude and longitude), the speed at which the car 

travels and the time at which the data is obtained. Each data obtained is filtered using 

the moving averages technique, with the aim of reducing noise. Later all this 

information is packaged and sent to the distribution block. The second task consist in 

 

Fig. 2. General Architecture of the smart transport application. 
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to obtain and to prepare the data associated with moving the car. In this example, the 

data of interest is the date, time, longitude, latitude, and speed. 

Each data obtained is filtered using the moving averages technique, in order to 

reduce noise. Then, the data is packaged according to the established parameters and 

passed to the distribution block. The distribution block takes the received data, adds 

information if this is necessary (for example,  device id) and sends the dataset to the 

event detection block. 

The third task of this stage is the detection of events. In this task, a set of patterns 

were defined. For example, for the speed change event the following states were 

defined: At rest, speed increase, speed decrease, constant speed, irregular speed and 

stop. These patterns allow to identify the type of events that can occur according to the 

received data set.  

For example, if in multiple data sets received, the algorithm detects that the values 

represent speeding, a "speed not allowed" notification is generated. Notifications can 

be local or external. Local notifications only inform the user that generated the 

information, while external notifications send notifications to all users who are close to 

where the alert was generated.  

5 Test and Results 

This section presents the results obtained from the tests carried out on the proposed 

method. The tests carried out were carried out on a group of undergraduate and graduate 

students from the areas of computing, mechanics and electronics, who should use our 

method to build intelligent applications with an IoT platform. The applications that the 

students should build were focused on data collection, automatic event detection or 

visualization and analysis of historical data. The experimentation process was carried 

out in the following way: interview to identify the technical skills of the participants, 

and the development of an intelligent application. Participants should develop an 

intelligent application starting with the installation of a development environment with 

an IoT platform; later they should develop the application following with the phases of 

the proposed method. 

The results of the experimentation showed the following data: All participants had 

basic skills in programming and algorithm design. All the participants knew the concept 

of IoT, but less than 30% have a clear idea of the concept and the technologies involved. 

Less than 20% of the participants have been involved in the development of an IoT 

project. Thus, we can affirm that the identification of free software tools can reduce the 

implementation time considerably. For example, using FIWARE's Generic 

QuantumLeap Component it is possible to deploy a data visualization and monitoring 

environment in less than an hour. 

One of the smart applications developed was related to smart transportation. For the 

tests, three smart phones, a laptop and two virtual machines hosted in the FIWARE Lab 

Mexico node were used. The module for data acquisition and event detection was 

installed in the smartphones and the monitoring and visualization module and the 
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database in the virtual machines. The events that we wanted to detect automatically 

were: speed not allowed and speed changes. 

In turn, the following categories were established for speed changes: start of the 

march, the rest, the stop, the speed increase, the speed decrease and the constant speed. 

The technique used for the detection of excess speed was a mathematical comparison 

technique, while for the detection of speed changes three supervised learning 

algorithms were used: decision trees, Naive Bayes and randomforest. The detection 

results obtained are the following: speed not allowed 90%, speed changes with decision 

trees 93.86%, Naive Bayes 71.81% and randomforest 94.12%. 

The results obtained show that the reuse of existing software components 

considerably reduces the complexity and development of IoT applications. However, 

this does not mean that developing IoT applications is trivial or easy. Instead, current 

methodological proposals and tools improve understanding and reduce the complexity 

of new software developments, in addition to considerably reducing software 

application development times. 

6 Conclusions and Future Work  

This paper presents a method for introducing IoT application development. The 

developed method was used to create a prototype that addresses an application in the 

domain of the internet of things and smart cities. The results obtained in the application 

tests allow us to infer that the use of the method for the development of this type of 

solutions is viable.  Likewise, the results obtained during the period of application of 

the method, allowed us to reaffirm the initial idea that advances in the development and 

implementation of IoT and Artificial Intelligence components decrease the complexity 

in the development of this type of applications. 

Therefore, this makes it easier for people with not so deep knowledge of the internet 

of things or smart cities to venture into the development of this kind of applications. 

The main contribution of this research work is the method developed and the case study 

presented. our example shows two scenarios recurring in the implementing of this type 

of solution: local processing and external processing. As future work, we are working 

on refining algorithms for use in other domains. 
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Abstract. The increasing information that can be found on the Internet makes 

very difficult to read and understand all this information in a short period of time. 

Automatic text summarization aims to address the problem of information 

overload by extracting the most important information from a document. This 

allows the reader to make decisions to determine the relevance of the information. 

This article presents a method for the automatic generation of personalized 

summaries in Spanish. The personalization is based on the VAK learning styles 

model. We focus an extractive approach based on heuristics to select the relevant 

parts of the source content. Our proposed method has been evaluated with junior 

high school students in a Turing Test experiment with encouraging results. 

Keywords: Automatic summarization, learning styles, Turing test, VAK model. 

1 Introduction 

Today, digital information is growing exponentially, which has caused difficulties in 

processing and understanding all that information in little time. In this way summaries 

can help to manage the increasing information. Summarization is the process of 

converting a text into a shorter version, keeping the essence, meaning and informational 

elements of the original text. Since the manual summarization represents a time 

expensive and generally laborious process, the automatic text summarization is a 

promising research field and is gaining attention from researchers in computer science. 

Research on automatic text summarization began more than five decades ago with the 

earlier works of Edmundson [1]. Since then, various theories have been proposed 

ranging from text linguistics to artificial intelligence. 

The main approaches in automatic text summarization are extractive and abstractive. 

The extractive summaries are generated from the selection of sentences considered 

outstanding in the source text. Sentences are literally extracted, freely joined, and 

presented as the summary of the text [2, 3, 4]. 
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The abstractive summaries are created by regenerating new content from the source 

text; that is, the sentences are reformulated through processes of merging, combining, 

or deleting terms. In this way, sentences are obtained that, in principle, were not in the 

source text [5, 6, 7, 8]. 

Our proposal attempts to provide a solution to the generation of personalized 

extractive summaries in Spanish, considering the learning style of those who require a 

summary. Learning styles refers to the fact that each person uses their own method or 

strategies to learn. The people develop certain preferences or global trends that define 

a learning style. In this research work, Neurolinguistics Programming Model of Bandler 

and Grinder [9] was used; this model is also called VAK model for the learning styles 

it includes: Visual, Auditory and Kinesthetic. The VAK model argues that the people 

use a series of textual terms in their language and communication system according to 

their learning style. 

Our extractive approach is based on four heuristics to select the relevant sentences 

to be included in the summary. These heuristics are based on the work of Acero and 

colleagues [22]. 

We aim to apply this proposal in educational field. In the academic field, students 

need to read many research documents in order to conduct their work and in order to 

have success in their studies. In this context, personalized summaries would be 

beneficial for students. Therefore, we propose to integrate the proposed summarization 

model in intelligent learning environment, in this way, the personalization process is 

based on a student model. 

The rest of the paper is organized as follows: Section 2 presents some background 

concepts on automatic text summarization and learning styles models; Section 3 

presents our proposal for personalized text summarization; Section 4 describes the 

evaluation experiments and results. Finally, Section 5 presents conclusions and outline 

some future work. 

2 Background 

2.1 Automatic Text Summarization 

Automatic text summarization is the process of shortening digital content documents, 

to create a summary that represents the most important information within the original 

content. Research on automatic summarization began with the work of Luhn [11] and 

Edmundson [1]. To generate summaries without human intervention, they applied the 

frequency of the words and the position of sentences in the document. Nowadays, 

several approaches for automatic text summarization can be found in literature; for 

example, statistical learning [13], machine learning [14, 15], text connectivity [16, 17], 

conceptual graphs [7, 18], algebraic reduction [19], clustering and probabilistic models 

[20] and reader-adaptive methods [21]. 

Automatic summarization can produce a summary of a single document or from 

multiple documents. The summarization process largely depends on the goals of the 

user, for example, the summary can be the result of a specific query of the user or it can 

include a summary of the full information [12]. 
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There are two main ways to generate a summary automatically: the extractive 

summarization and the abstractive summarization. The extractive approach consists of 

selecting and extracting the most important sentences or phrases from the original 

content; then combining all the selected sentences to generate the summary. The 

abstractive approach consists of generating new sentences based on the original content 

but keeping the points as they are exposed in the original content. 

2.2 Learning Styles Model 

Learning theories describe proposals about how the people learn new concepts and 

abilities; several learning theories have been proposed, all of them state different, and 

sometimes, contrasting points of view; for example, the dispute between proposals 

focused on the student and proposals focused on the teachers. The learning styles theory 

relies on the hypothesis where everyone has a particular way to learn including 

strategies and preferences, emphasizing that individuals perceive and process 

information in different ways. Consequently, learning styles theory states learning of 

individuals has more to do with a process focusing the learning style than with the 

intelligence of the individuals. Several learning styles models have been proposed, such 

as the Felder-Silverman Learning Styles Model [31], Kolb Model [32] and the VAK 

Model [9] among others. 

The Felder-Silverman Learning Styles Model proposes four categorizations for 

learning styles: sensing-intuitive, visual-verbal, active-reflective, and sequential-

global. The Kolb Model works on two levels: a four-stage cycle of learning and four 

separate learning styles: diverging, assimilating, converging, and accommodating. This 

theory is concerned with internal cognitive processes of learners. The Visual Auditory 

Kinesthetic, VAK, Model proposed by Bandler and Grinder is based on Neuro-

Linguistic Programming.  

3 Automatic Generation of Personalized Summaries 

The automatic generation of summaries of text is the process of extracting important 

information from the original text, producing a summary [5]. The summaries according 

to their purpose can be classified into generic, domain-specific, and query-based. 

Besides, according to their output the summaries can be abstractive or extractive [10]. 

We propose a method for generating text summaries using a student model and a 

learning styles model, which allowed the summaries to be personalized. The model 

generates domain-specific extractive summaries of documents in Spanish. Fig. 1 shows 

the architecture of our proposal. This architecture contains several processes and 

resources to carry out the generation of personalized summaries. 

The external resources are composed by a student model, a collection of words VAK, 

and a collection of proper nouns. The student model contains a representation of the 

state of the users including their VAK learning style obtained from the Neurolinguistics 

Programming Test [34]. This information allows us to generate personalized summaries 

according to the learning style of each user. 

The collection of VAK words is composed of words related with each one of the 

VAK learning styles as proposed by Bandler and Grinder [9]. 

67

Personalized Summaries Generation: An Approach based on Learning Styles

Research in Computing Science 149(12), 2020ISSN 1870-4069



They argue that people use a learning style which determine their language and their 

communication system. The proposed set of VAK words is composed by 67 words: 22 

visual words, 24 auditory words and 21 kinesthetic words). In order to enriched this set 

of VAK words, we conducted an analysis of words and their synonyms as result of this 

study, the collection of VAK words is composed for 1132 new words: 380 visual words, 

392 auditory words and 360 kinesthetic words. In Table 1 some examples for the VAK 

words are presented. 

To build the collection of proper nouns, an analysis of official books for History I 

and History II for junior high school was conducted. The study looked for all the nouns 

that designated a person, place, company, or things with a singular name. 

 

Fig. 1. The architecture of our proposal of generation of automatic summaries of texts. 

Table 1. Words related to each learning style according to the Visual Auditory and 

Kinesthetic Model. 

Learning style Spanish word English translation 

Visual 

Obviamente Obviously 

Claro Clear 

Perspectiva Perspective 

Ilustrar To illustrate 

Auditory 

Grito Scream 

Armonía Harmony 

Hablar To talk 

Sonoro Sonorous 

Kinesthetic 

Pesado Heavy 

Sentir To feel 

Calor Hot 

Frialdad Coldness 
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This study was conducted in a manual way. This set is composed by 244 proper 

nouns. Table 2 shows some examples of proper nouns. 

In preprocessing stage, a plain text document is transformed into an object with 

minimal linguistic characteristics such as words and sentences. In our proposal, the 

following basic preprocessing tasks were carried out: segmentation, tokenization, noise 

elimination, and stop-words elimination. 

Then, the sentences of the text are evaluated according to four heuristics to provide 

weight for each of the sentences of the text to be summarized and to select the most 

relevant ones and to be included in the summary. These heuristics are based on the work 

of Acero and colleagues [22]. 

The first heuristic, special units, consists of giving a weight to the sentences that 

contain one or more special units found in that sentence. Special units are acronyms, 

numbers and proper nouns included in the collection of History proper nouns. The 

sentence is given to a weight N according to the number of special units identified in 

the sentence. 

The second heuristic, TF-IDF, consists of identifying the most relevant words from 

the text and checking how many of these relevant words are found in each sentence. 

The relevant words are identified calculating the TF-IDF statistic of words in the 

sentences. In this way, a high weight is assigned to sentences that contain a greater 

number of relevant words. The weight is obtained according with the number of 

relevant words that the sentence contains. Sentences that do not contain any relevant 

word are assigned a weight of zero. 

The third heuristic, user terms, consists of enhancing those sentences that have a 

greater relevance for the user. The user provides some important words to be included 

in the summary, which are kept in the student model, to personalize the generated 

summary. The weight of the sentences in this heuristic is oriented to the similarity with 

the preferences of the user. Sentences that contain one or more words that the user has 

considered in their interests are given the weight of 1. If the sentence does not contain 

any words of interest to the user, they are given the weight of zero. 

The fourth heuristic, learning styles, consists of identifying the words that are related 

to the learning style of the user according to the VAK model. The sentence weight is 

assigned according to the number of words related to the VAK learning style of the user 

found in each sentence. Sentences do not contain any term from the VAK words 

according to the learning style of the user are assigned to zero. 

After, the evaluation of the sentences, the four weights for each sentence is used to 

obtain a single weight for the sentences. The final weight is calculated by means of Eq. 

1. Four external parameters, a, b, c, d, are included to estipulate the importance of each 

heuristic. Thus, prioritizing one heuristic over another and being able to perform the 

tests. The sentences with highest weight are selected. 

Table 2.  Examples of proper nouns included in the collection of proper nouns. 

Word type Spanish proper nouns English translation 

Thing Plan de Ayutla Ayutla Plan 

Country Trinidad y Tobago Trinidad and Tobago 

Historical figure Benito Juárez Benito Juarez 

Historical figurer Alejandro Magno Alexander the Great 
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𝑆𝑒𝑛𝑡𝑒𝑛𝑐𝑒 𝑤𝑒𝑖𝑔ℎ𝑡 =
(𝑎∗𝐻1)+(𝑏∗𝐻2)+(𝑐∗𝐻3)+(𝑑∗𝐻4)

𝑎+𝑏+𝑐+𝑑
 . (1) 

4 Experiments and Results 

For many years, to evaluate the quality of automatically produced summaries has been 

a challenge for research groups within this area. The evaluation of a summary becomes 

a very subjective task because there is no ideal summary to compare an automatically 

generated summary and neither to evaluate its customization. To evaluate our proposal, 

the automatic generation of extractive summaries, we conducted a study based on the 

Turing Test [35] as proposed by Molina and Torres [36]. 

In the study 210 second-year junior high school students participated, whose ages 

range from 11 to 16 years. They are students from a village near to Mexico City. The 

participants filled in the Neurolinguistics Programming Test [34], thus we can know 

their VAK learning style. Within this learning style classification, they were randomly 

selected as judges or summarizer students. A group of 45 participants were designated 

as judges (15 visual judges, 15 auditory judges and 15 kinesthetic judges) and 6 

participants were designated as summarizer students (2 visual students, 2 kinesthetic 

students, and 2 auditory). As part of the experiments, we built a collection of 45 Spanish 

text documents from books of History I and History II from junior high school. This 

collection was provided to students in order to they can elaborate the summaries. 

This experiment consisted of evaluating the quality of the summaries based on the 

Turing test [35] and consists of having a group of human judges, which must identify 

the origin, human or automatic, of a series of summaries. The results are validated with 

a statistical hypothesis test. 

For the generation of summaries by humans, each of the 6 summarizer students were 

assigned with two randomly selected documents from the collection of text documents, 

thus, they must make two summaries. Since we are evaluating extractive documents, 

they were asked to decide in each given text document, which sentence is relevant to 

be included in the summary. On the other hand, for the generation of automatic 

summaries made by a software system, we used our proposal to generate 6 summaries: 

2 visual summaries, 2 auditory summaries and 2 kinesthetic summaries. All the 

summaries are from different text documents. 

Once the summaries were generated by the students and by the software system. 

Each one of the 45 judges was assigned with the 12 summaries. The sole instruction 

given to the judges was to determine if they believed that the summary was made by a 

human or generated by a machine, this is by a summarizer software system. 

To evaluate the significance of the results, the experiment Lady Tasting Tea 

proposed by Fisher was conducted. In that experiment, Ronald A. Fisher developed an 

exact statistical test based on counting the number of successes and failures by means 

of a contingency table [37]. According to the results of the 45 judges, contingency 

tables were created for each judge. 

The validation of the summaries was carried out through the approach of two 

hypotheses: the null hypothesis, H0, which states there is no relation between the 

responses of the judges and the origin of the summary; and the alternative hypothesis, 
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H1, which states there is a positive relation in the response of the judges. We use the 

Fisher Test function from the R programming language to calculate the p-values. We 

used the standard test setup: two tails with a 95% confidence interval. From the 45 

judges, only two judges presented a statistically significant result (p-value<0.05). While 

the remaining 43 judges cannot affirm that their result is significant in distinguishing 

the true origin of the summaries. Therefore, we argue that the 43 judges found the same 

quality in the summaries made by humans as in the summaries generated by 

our proposal. 

5 Conclusions and Future Work 

In this paper, we presented an extractive approach for personalized automatic 

summarization. The personalization is based on the learning style of the user. We used 

the Neurolinguistics Programming Model, also called VAK model. This model 

proposes a set of words related to each learning style. We strengthen including more 

words for the three learning styles. We argue people would better understand a 

summary that includes words related with their learning styles. 

We evaluated the quality of the summaries base on the Turing Test. The results 

obtained from the experiment carried out allowed us to demonstrate that the summaries 

developed with the presented heuristics had the same quality as those summaries carried 

out by the group of high school level students manually. 

Currently, we are working in the evaluation of the personalization of summaries, 

trying to know whether including the VAK learning style produces learning gains in 

the understanding of the summaries, and also we want to know whether user selected 

words and VAK words make a difference in the quality of the summaries and whether 

there is a correlation between students competences and their judgements. 
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