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Editorial 

This volume of the Research in Computing Science journal (RCS) contains original 

selected contributions related to the field of Pattern Recognition theory, principles and 

applications. 

Members of a Technical committee evaluated the contributions published in this 

volume. In particular, the topics covered by the seven contributions published in this 

issue are: Computer Vision, Bio-signal Analysis, Knowledge graphs, Deep Learning, 

Navigation Systems, Bioinformatics, and Classification. The first contribution proposes 

a method to integrate environmental and physiological data through Knowledge graphs 

in the context of thermal comfort; the second and fourth papers present a general 

overview of existing methods about speech separation based on Deep Learning and 

navigation systems for bipedal robots, respectively. The third contribution proposes an 

algorithm to solve the problem of hepatitis C classification through heuristic search; 

approaches based on Computer Vision for detecting bumps and obstacles in self-driving 

environments are proposed in the fifth and sixth papers. Finally, the last contribution 

reports results related to a detailed experimentation for determining fundamental 

parameters in the field of EEG signal analysis. 

We cordially thank to the RCS editorial board for allow us the opportunity of 

publishing this volume; in addition, we thank to our reviewing committee for their 

valuable participation and to authors for their submitted contributions to build this 

volume.  

Finally, we hope the contributions in this volume will be useful to the reader 

interested in the field and topics previously described. 

 

 

 
J. Arturo Olvera-López 

J. Francisco Martínez-Trinidad 

J. Ariel Carrasco-Ochoa 

Joaquín Salas-Rodríguez 

Guest Editors 

August 2019 
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Abstract. Knowledge Graphs (KGs) can be used to provide a unified,
homogeneous view of heterogeneous data, which then can be queried and
analyzed. In this paper, we explore the use of KGs to analyze the Ther-
mal Comfort (TC) of users in specific environments (e.g. classrooms,
hotel rooms). This implies the integration of several data sources that
provide environmental variables (i.e. temperature, humidity), but also
users’ physiological variables (i.e. temperature). Thus, this paper pro-
poses a method to integrate and analyse environmental and physiological
data through KGs in the context of TC.

Keywords: Knowledge Graphs, Thermal Comfort, Data Integration.

1 Introduction

A Knowledge Graph (KG) is a structure designed to represent and organize
knowledge [1–3], such as the structure of an information system [1] or specific
topics for intelligent services, among others [4, 5]. In recent years, KGs have at-
tracted the interest of diverse research groups and companies (Google, Microsoft,
University of Leipzig, University of Mannheim, to name a few) [2, 6], which have
implemented KG-based solutions in diverse fields, such as the Internet of Things,
big data, semantic web, information management, among others [4, 5, 7, 8].

KGs can be used to integrate several, potentially heterogeneous data sources
[5], with the objective of organizing the content of the sources and present them
as a single source of information [3, 7]. This is particularly needed in Context-
Aware systems, where the system uses context information to provide data
and/or services to its users. That information usually needs to be acquired from
heterogeneous data sources and integrated to enable its use in decision-making
processes. An application domain of this kind of systems, that is of special inter-
est to our research project, is the analysis of Thermal Comfort (TC). It refers to
the level of satisfaction of a person with respect to the thermal conditions of the
space (building, room) where he/she is [9, 10]. It has been recognized that sev-
eral physical (temperature, humidity, air quality) and physiological factors (heart
rate, stress) influence the thermal comfort of an individual. The physical factors
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refer to environmental features, while the physiological are people characteris-
tics [9, 11, 12]. The factors described above can be found in the ANSI/ASHRAE
55-2017 standard [9, 13] and some recommendations of the World Health Orga-
nization (WHO) [10], and have been traditionally used for the design of spaces in
static contexts. However, environmental and individual conditions change over
time, and thus it is necessary to consider this dynamism in a computer system
in order to provide a more exact and personalized solution to guarantee the
comfort of users. Our work is aimed to propose such a system.

Fig. 1. Research Method.

Let us note that to achieve the aims of our work, we are following a research
method consisting of four stages as shown in Figure 1. The first stage is aimed to
analyze the literature related with the topics of Knowledge Graph, integration
of heterogeneous data sources, and Thermal Comfort. The second stage corre-
sponds to the characterization of physical and physiological variables needed to
determine Thermal Comfort and, based on that characterization, design a KG-
based solution to connect sources exposing that data (e.g. sensors). The third
stage refers to the development and testing of the KG-based solution. For the
development it is foressen the use of tools for creating and querying KG. Fi-
nally, the fourth stage encompasses the evaluation of the results obtained. This
will be done from the point of view of the capacity of the solution to connect
heterogeneous data sources and to determine the Thermal Comfort of the users.

This paper particularly proposes a framework to integrate and analyse en-
vironmental and physiological data through KGs in the context of the study of
TC. This implies a) characterization of physical and physiological variables, b)
Knowledge Graph design, c) construction, and d) evaluation of solution proposal.

2 Background
2.1 Knowledge Graphs
A Knowledge Graph (KG) is a structure designed to store, organize and represent
knowledge [1–3]. A KG is formed by an indefinite number of entities that are
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linked to other entities through relationships; the entities and relations of a KG
represent facts [14]. A KG is usually represented as a directed acyclic graph,
where each node contains an entity and and arc between two nodes represent
a relationship [2, 14]. Associated to a KG it is possible to find tools to query,
interpret and present its content [1, 14].

Nowadays, there are no formal classification of KGs. However, it has been
possible to observe three different types [1]:

1. Prior knowledge. A KG of this kind is constructed to work with a set of
existing data and its objective is to solve some problems and inconsistencies
in a well-defined context [1, 2].

2. Existing model. KGs of this kind model information through a highly
expressive and complex semantic scheme [2, 3], that is usually an ontology
[1]

3. Defined structure. A KG of this kind is based on a structure of data
or objects, as the Resource Description Frameworks (RDF) [15], and its
objective is the study of disordered data and the discovering of implicit
hierarchies between its entities [1, 5].

Fig. 2. KGs research challenges.

The popularity of KGs has grown in recent years, as shown by the increasing
number of research groups and companies that work on the topic [2, 6]. KGs are
usually used in works that focus on the representation and use of knowledge in
the Semantic Web and Natural Language Processing [5, 6, 16]. However, there
are still a number of research challenges related to KGs, as shown in Figure 2.

The role of KGs regarding the representation, querying and analysis of hetero-
geneous data, especially in dynamic contexts [5, 16], needs to be more explored.
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Here, a number of problems that arises while acquiring data from highly sensi-
tive environments need to be addressed [5, 8, 11]: errors during the measurement
of context parameters, data loss, speed, size and meaning [5, 11, 13].

Other challenges associated with KGs are related to the connection of objects
(e.g. IoT-devices), and the representation of knowledge (e.g. common sense [8])
and associated reasoning mechanisms. This project, as previously mentioned,
focuses on the integration of heterogeneous data sources, in specific, physical
and physiological data sources.

2.2 Heterogeneous Data Sources

Traditionally, data that is needed to make an informed decision does not come
from a single source, but from several potentially heterogeneous data sources.
This heterogeneity relates to differences among the sources with respect to for-
mats, amount of data issued, acquisition speed, meaning, among others [5, 9, 11,
13]. In the case of the analysis of thermal comfort, it is possible to identify the
need for physical and physiological data that comes naturally from heterogeneous
sources [11, 17, 18].

Physical Data and its Sources. These are the result of the measurement of
environmental aspects, for example temperature, humidity, air quality, airspeed,
intensity of light, noise level, among others [9–11, 13]. These can be obtained
through sensors such as: a) DHT11, for measuring temperature and humidity,
b) MQ-135, for measuring air quality, c) KY-038, for measuring noise, and d)
LDR, for measuring slight intensity.

Physiological Data and its Sources. These are the result of measuring as-
pects such as heart rate, or brain activity, among other parameters [9–11, 13].
These data is usually obtained using devices with integrating sensors, such as
smartwatches, smartphones, headbands, among others.

2.3 Thermal Comfort

Thermal Comfort is the level of acceptance of thermal conditions (e.g. tempera-
ture or air quality [9]) of a specific space by its occupants. TC is studied because
it has been shown that it favors not only the comfort, but also the wellness,
the health, the productivity and the performance of the occupants of a space
[13, 19]. So, the research in this domain is aimed to determine parameters and
variables to help upgrading the conditions of habitability and quality of specific
spaces [19].

In this context, it is important to know about the aspects that might change
the conditions of a space [20]: the space itself, external environment, and its oc-
cupants. Concerning the space itself and its external environment, variables such
as radial temperature and relative humidity are of importance, while regarding
the occupants, variables of interest are for instance the body mass index and the
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level of isolation of thermal clothing [11, 17, 20]. Based on this discussion, the
approaches for the study of Thermal Comfort are two [10, 13, 17, 18]:

– Traditional: It is based on the measurement of different internal and ex-
ternal environment aspects, and statistical models are used to analyze the
collected data.

– Varied: It involves the analysis of unusual variables, for example, character-
istics of the users. Also, the revision of adaptive models is considered, such
as the adaptive model of ASHRAE 55 standard.

Thermal Comfort involves then the analysis of a highly complex context, that
can be easily influenced by a large number of aspects [10, 17, 19]. However, in
spite of being a highly studied topic, it is commonly tackled with a traditional
perspective. The study of TC considering other physiological or even psycholog-
ical variables is then of relevance [17, 18].

3 Proposal

The disconnection of different heterogeneous data sources is a problem that per-
sists today [6, 12]. So, the tasks of acquiring, integrating, and analyzing diverse
data flows, are challenging [3, 21]. To solve this problem, KGs are an alternative
with useful advantages, since its construction implies the use of structures with
the ability to represent, explore and analyze different types of data [5, 6].

This project is aimed to develop a KG-based solution to the problem of in-
tegrating physical and physiological data sources in a dynamic context. Thus,
the Thermal Comfort provide an ideal case of study in a highly dynamic envi-
ronment and with distinct types of data. Moreover, in this proposal we consider
to set our study in the context of a classroom. Thus, we are considering the
physical and physiological variables shown in Table 1, which are considered by
the ASHRAE 55 standard and the literature [17, 22–25].

Table 1. Physical and physiological variables.

Variables Type Units
Air temperature Physical ◦Celsius
Relative humidity Physical Water vapor % in 1 m3

Airspeed Physical Distance/Time
Amount of energy expended by user Physiological MET
User heart rate Physiological BPM

In order to tackle the problem, we propose to follow a process divided in
four stages, as seen in Figure 3: a) physical and physiological data acquisition,
b) integration of physical and physiological data, c) representation and analysis
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of context based on the obtained physical and physiological data, and finally d)
determine the Thermal Comfort of users. Each stage is further explained next.

Fig. 3. Process for the acquisition, integration, and analysis of data to determine ther-
mal comfort.

Stage one is aimed to the acquisition of physical and physiological data. In
this stage, we will implement three tools, one for each of the steps shown in Fig-
ure 4: a) construction of a sensor network to measuring the variables of Table 1,
b) creation of a database in the cloud, and connecting the sensor network to it,
c) implementation of a wrapper to export the database as a RDF repository. For
this last step, it is foreseen to use the Semantic Sensor Network (SSN) ontol-
ogy, that was developed by W3C based on SSO (Stimulus-Sensor-Observation)
patterns, which was especially create to represent sensor information [5, 26].

Fig. 4. Physical and physiological data acquisition.
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Stage two is aimed to integrate and analyze the acquired physical and phys-
iological data. In this stage, we will use of the RDF repository which it maked
in stage one, as seen in Figure 5, and involves ones steps: a) query the RDF
repository by SPARQL [27], to get RDF Triples which are an integrated rep-
resentation of the physical and physiological data, b) analyze the RDF Triples
acquired through the ASHRAE 55 standard methods and statistical methods
according to the literature, c) use the results obtained to expand the knowledge
and get ontologies.

Fig. 5. Integration and analysis of physical and physiological data.

Stage three is aimed to represent and analyze the context through the RDF
objects. In this stage, we will use of the RDF Triples analyzed in the stage two,
to get a KG, as seen in Figure 6. To this, we will use the RDF Triples to get
an ontology for each variable referred in Table 1, which we will combine with
the user marks "provide a good comfort" and "provide a bad comfort" in order
to distinguish the state of user comfort. Thus, each ontology will have connect
with between both to make up a KG, that will have the ability to be querying
by SPARQL. Also, KG obtained will have an inference engine to expand its
knowledge and have more precision to know and customize the users comfort.

Finally, in stage four, based on the case study, we propose to analyze and
understand the user Thermal Comfort through the application of ASHRAE 55
standard, and compare the results obtained against the knowledge that could be
acquired by the KG.

4 Related Work

KGs enable the possibility of having a unified view for a set of heterogeneous data
sources, which can be further queried and analyzed it. This has been investigated
in several works. Particularly, in [5], the authors observed a big potential in the
connection of an enormous amount of data that are generated by the billions
of devices of the Internet of Things (IoT), and in [16], the authors similarly
identified the need of unify data coming from energy systems.
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Fig. 6. Analysis and representation of context with base in the obtained physical and
physiological data.

In the case of studies on Thermal Comfort, in general they follow a tradi-
tional approach, do not exploit the use of tools for handling heterogeneous data,
and they are limited to following standards such as ASHRAE 55 [17]. In addi-
tion, these studies do not usually check the influence of physiological variables on
the comfort of a given environment [17, 22]. For example, in [28], the authors ex-
plained that in the south of Europe exist uninhabited and obsolete homes, which
need to be rehabilitated in favor of human occupation. Given this, the authors
reviewed the Thermal Comfort conditions in those homes through on a model
developed for the prediction of Thermal Comfort based on Artificial Intelligence.
So, they provided a mechanism capable of supporting the rehabilitation tasks in
these places. However, the proposed model focused on the revision of environ-
mental variables, and was unable to analyze the conditions of the environment
in real-time.

In [29], the authors mentioned that in Cuba, the approach to determine the
punctual thermal load of a building used by the companies that install HVAC sys-
tems was wrong, causing high maintenance costs and high energy consumption
by this type of machines. Thus, the authors studied Thermal Comfort conditions
in spaces with the double-folded objective of exposing the bad implementation
of HVAC systems and of determining how to improve the Thermal Comfort level
in those spaces. However, parameters related to users were not considered, only
taking into the occupational affluence in those spaces.

In [30], the authors presented RoomFort, an intelligent system for the man-
agement, adjustment and improvement of the comfort conditions in hotel rooms.
They used ontologies and a sensor network in hotel rooms to acquire, process
and reason about different aspects related to the comfort status and how to
improve it. However, although they considered parameters related to the hotel
guest, this was not significant on the Thermal Comfort of the hotel room, since
the study was mainly aimed to study Visual Comfort.

In [31], the authors proposed E-Cabin, a framework based on IoT which take
advantage of the potential of ontologies to represent knowledge and maintain a
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consistent relationship between ontology knowledge and user profiles. The au-
thors used this framework to design and construct an intelligent cabin on a cruise,
equipping the cabin with the ability to provide its inhabitants with personalized
interior comfort and, at the same time, better management of the energy con-
sumed. However, in the case of Thermal Comfort, the variables related to the
user were not significant in the environment thermal settings.

In [32], the author explored the capabilities of the Wireless Sensor Network
(WSN) for the study of the Human Comfort problem and the creation of Hab-
itable Environments. Thus, he revised the potential of a WSN to analyze the
environment and determine the Visual, Acoustic, Indoor Air Quality and Ther-
mal Comfort state. However, in the case of Thermal Comfort, his analysis was
based on physical parameters related to the environment.

5 Conclusions

The popularity that KGs have gained in the last years, has allowed to improve
the form of construction of this kind of tools, highlighting the ability to manage
large volumes of heterogeneous data.

Thus, KGs have served as a solution to satisfy problems related to the use
of data sources of different nature, providing a base to develop systems for pre-
senting an integral view of those sources.

Nonetheless, KGs have still some challenges related to the management, con-
nection and integration of data. Particularly, the challenges related with acquir-
ing and analyzing data flows coming from sources with high levels of variability
and interoperability.

In this sense, Thermal Comfort analysis through KGs can provide a dy-
namic panorama with heterogeneous variables of multiples sources, helping and
expanding the study of KG abilities to integrate, connect, storage and repre-
sent heterogeneous data sources. Also, contribute to Thermal Comfort studies,
and the use of ontologies on topics related to intelligent environments and the
development of spaces for human occupation.

Thus, as part of our research, this paper presents a proposal to manage and
analyze heterogeneous data based on their integration through KG by knowing
the user Thermal Comfort which are the study case. This proposal consists
of a process of four stages: a) physical and physiological data acquisition, b)
integration and analysis of physical and physiological data in a structure, c)
representation and analysis of context with base on the obtained physical and
physiological data, and finally d) determine the Thermal Comfort of users. Then,
the knowledge obtained by this proposal could be used to develop intelligent,
healthy and productive environments, as well as a help to manage heterogeneous
sources.

As future work of this project, it is planned to design a network of sensors
to obtain physical and physiologic sources, obtained from a specific working
environment and users, respectively, to integrate them using a KG and, then
analyze the users’ Thermal Comfort in closed environments.
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Abstract. In this paper, we perform an analysis of speech separation
methods using deep learning. We provide a review of the literature, dis-
cussing the main features of the works based on audio and audiovisual
processing, as well as the deep learning method. For the analysis of the
articles, we provide a description where we identify the category, charac-
teristics, methodology, results, and application. According to the study,
we observed that the acoustic-based algorithms require audio portions of
voices with external interferences to improve the intelligibility and the
quality of the voice signals. Audio-visual-based methods use thousands
of hours of segments of noisy videos to obtain stable performances and
enhancing the quality of the separation. This latter category, also known
as the cocktail party problem represents an ongoing open problem in the
deep learning community.

Keywords: Deep Learning, Speech Separation, Computer Vision.

1 Introduction

According to Wang & Chen [23], speech separation is the task of dividing the tar-
get voice from background interference. Speech separation from multiple sources
of sound is defined by Cherry [3] as cocktail party problem. It can be said that
the separation of speech isolates the source of the sound. For this, the separation
corresponds to the segregation of the auditory current. Speech separation can
be used for assistive technologies such as hearing aids and cochlear implants, au-
tomatic captioning, dictation systems, and solving multi-speaker simultaneous
speech [5, 4].

The first systematic study on flows segregation carried out by Miller [18] es-
tablishes that listeners divide a signal with two alternating sinusoidal wave tones
in two flows. He also reviewed human intelligibility scores when he interfered with
a variety of tones, broadband noise, and other voices.

In the 1950s, Rosenblatt created some useful brain analogs for analytic tasks
[20]. His research began the learning of machines, developing techniques that
allow computers to learn and classify as human beings do. Having as main ob-
jective the ability to recognize and process complex patterns of information related
from all dimensions, such as the human brain. Rosenblatt was the one who in-
vented the Perceptron, an artificial neuron or basic unit of inference, on which the
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multi-layered learning networks are based, which are the basis of what is known
as Deep Learning [24]. In the context of artificial intelligence (AI), deep learning
according to Gómez, et al. [12] refers to the automatic activity of knowledge
acquisition, through the use of machines that use several levels for extraction.

Nowadays, due to massive amounts of data, deep Learning-based methods
have pushed the state-of-the-art beyond what was possible with traditional tech-
niques either using audio-only sources or audiovisual involving audio signal pro-
cessing and computer vision [19].

1.1 Audio-based Methods

Below we discuss articles that address this topic in the acoustics category and
the results accomplished.

The work developed by Simpson, et al. [21] proposes a statistical analy-
sis based on the hypothesis of the separation of sources, making use of twelve
models already tested on voice separation and with fifty pieces of music which
were produced professionally. They used non-parametric statistics, establishing
reliable evidence for significant conclusions about the performance of the vari-
ous models. They conclude with the design of a basic procedure based on the
hypothesis for the non-rigorous statistical analysis of the results of the source
separation model. They obtained reliable evidence in the study. However, they
found no evidence of any significant difference between their two best models
based on Deep Neural Networks (DNN).

The proposal implemented by Gao, et al. [11] describes a unified voice im-
provement framework for jointly managing both background noise and inter-
fering speech in a speaker-dependent scenario based on deep neural networks
(DNN). They explore the speech improvement that depends on the speaker opti-
mizing the performance of the system in comparison with the independent speak-
ers; they considered the interference as a type of noise and demonstrated that
their system could achieve performance comparable to specific systems where
only noise or voice interference is present. They then use a framework based
on joint learning to further improve system performance in low signal-to-noise
(SNR) environments.

In the present year, Dadvar et al. [7] describe a robust binaural voice sepa-
ration system based on a deep neural network (DNN). The system is based on
three main stages of processing. The first stage deals with the spectral processing
from multiresolution cochlea characteristic extracted from the signal beamform-
ing. The second stage comprises spatial processing, based on a spatial feature
of a softly-masked binaural cue (smITD + smILD) obtained by soft masking
missing data from binaural signals. The third stage contains a deep neural net-
work with combined spectral and spatial characteristics, designed for noisy and
reverberant conditions. The proposed system is evaluated and compared with
the two recent binaural voice separation systems as baselines in various noisy
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and reverberant conditions. They show that their system exceeds current base-
line systems because improving the intelligibility and quality of separate speech
signals in reverberant and noisy conditions. The results confirm the efficiency of
each component of the system, especially in highly reverberant scenarios.

1.2 Audiovisual-based Methods

Next, we present the articles in the audio-visual category and the results they
have obtained.

Khan, et al. [15] proposes a study into whether visual speech information
can be used to assist in the estimation of the mask for the separation of audio
speakers to improve speech quality and intelligibility. They developed two visual
methods for the separation of the speakers, which use a deep neural network
that assigns the visual characteristics of the speech to a space of audio attributes
from which the visually derived binary masks and the visually derived relation-
ship masks are estimated before the application to the mix of voices. The other
method entails masking in relation to the audio, forming a line focus for speaker
separation. The collection of the audio mix from the speakers is made from a sin-
gle microphone, and the visual characteristics of the speech are extracted from
the mouth of each speaker in the combination. The audio speech characteris-
tics are subsequently estimated for each speaker from the corresponding visual
components and then used within the proposed mask estimation methods. Ob-
taining good results in situations in which the two speakers are equidistant from
the microphone and have a similar volume. However, the accuracy of the mask
reduces when the audio power of the two speakers differs.

In the same year Afouras, et al. [1] propose an audiovisual neural network
that can isolate the voice of a speaker from other people, obtained from a noisy
audio signal and the corresponding speaker video, producing an improved audio
signal containing only the speaker’s voice with the rest of the speakers and the
background noise suppressed. The proposed model is evaluated for five simul-
taneous voices, demonstrating both qualitative and quantitative reliable perfor-
mance. The performance of the model was put to the test in open environments.
It consists of two modules: a magnitude sub-network and a phase sub-network.
The first sub-network receives the magnitude spectrograms of the noisy signal
and the video of the speaker as inputs and generates a smooth mask. Then, the
input magnitudes are multiplied elementally with the mask to produce a spec-
trogram of filtered scale. The prediction of the scale, together with the phase
spectrogram obtained from the noisy signal, is introduced into the second sub-
net, which produces a residual phase. The residue is added to the noisy stage,
generating the improved phase spectrograms. Finally, the enhanced magnitude
and phase spectra are transformed back into the time domain, producing the
improved signal.

Another work, developed by Ephrat, et al. [9] establishes an audiovisual
model to isolate a single voice signal from a mix of sounds such as speakers
and background noise. The input is a video with one or more people speaking,
the speech of interest interfered with by other speakers and background noise.
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Both auditory and visual characteristics are extracted and incorporated into
the joint model for audiovisual separation. The output is a decomposition of
the audio track input into clean voice tracks, one for each person detected in
the video. Videos are obtained in which the speech of specific people is improved
while the rest of the sound is suppressed. The model is based on a neural network
that incorporates visual and auditory signals. They introduced an audiovisual
dataset called AVSpeech composed of thousands of hours of video segments from
the web. Demonstrating the applicability of their method to classical tasks of
separation of voices, as well as to real situations. Their demo only requires the
user to specify the face of the person in the video whose speech they wish to
isolate. They make two main contributions: A model of audiovisual separation
by voice that surpasses the audiovisual and unique models in the classic tasks
of voice separation. A new set of audiovisual data on a large scale, AVSpeech,
composed of segments of videos in which the audible sound belongs to a single
person, visible on the video, and without audio background interference.

The purpose of this work is to provide an overview of the state-of-the-art
techniques for speech separation using either audio-only or audiovisual input
sources.

2 Methodology

In this section, we present the analysis of multiple deep learning-based speech
separation studies using acoustic and audiovisual sources.

For our analysis, we considered the following: category, features, method, re-
sults, application, advantages, and disadvantages.

2.1 Acoustic Category

Simpson et al. [21] analyzed separation results on twelve different models, as
data they used 50 pieces of recorded music. They applied statistical analysis
of the results for audio-based speech separation discovering that the highest
performance models were the ones that used deep learning.

Chen et al. [2] used the ideal Radio Mask (IRM) as the target of super-
vised learning. The IRM is estimated from the 64-channel cochleagrams of a
combination of plain speech and noise. According to [22], the cochleagram is a
time-frequency representation of an acoustic signal. They showed that random
frequency noise perturbations on the spectrogram gives the best speech separa-
tion results in classification accuracy. They found that when training a DNN,
the quality of the relationship mask improves as the classifier has been exposed
to more noise interference scenarios. A disadvantage is that when a training set
is created from limited speech and noise resources, a classifier will likely adapt
to the training set and make wrong predictions in a test set, especially when the
background noise it is highly non-stationary, it is suggested to expand the noise
resources.
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Gao et al. [11] used clear speech and speech interference followed by log-
power spectral (LPS) features [8] of both speeches to train an ensemble of deep
neural networks with dropout. Their system were able to decrease background
noise and speech interference in speaker-dependent situations. They found that
a speaker-dependent system is much more robust than one independent of the
speaker, can unify speech improvement and speech separation and that it is
possible to achieve better performance for mixed conditions of noise and voice
interference. However, improvements can still be made for environments with
high SRN and speech improvement architecture.

Liu and Wang [16] inspired by auditory scene analysis [22], they decompose
the task into two stages, a frequency-domain concurrent grouping step, and a
time-domain grouping step. The two stages are trained combined and using
recurrent neural networks achieving state-of-the-art performance using permu-
tation invariant training (PIT) and deep clustering (DC). The experiments show
that the proposed system improves on the best-reported results of PIT and DC.
The training of the first two stages can be done together and sequentially (1st
phase of simultaneous grouping to separate two speakers in the frame level, 2nd
sequential grouping to transmit spectra).The proposed approach takes advan-
tage of both variable permutation training and deep grouping and has been
shown to produce better results than both methods. The disadvantage is that
the algorithm does not perform in real-time.

Dadvar and Geravanchizadeh, [7] used Multiresolution cochleagram (MRCG)
features extracted from the beamformed signal and spatial features of softly-
masked binaural cues (smITD + smILD) to train a supervised deep neural net-
work with mixed spectral and spatial features to determine an Ideal Radio Mask
(IRM) based on the signal-to-reverberant noise ratio.The results revealed that
MRCG is the best spectral feature in the binaural speech separation task in
noisy and reverberant environments. The application of their system is the bin-
aural speech separation task in noisy and reverberant environments. They show
that the proposed system exceeds baseline systems in a variety of simulated
conditions, especially in low SNR and high RT scenarios. They compared their
system proposed with two binaural separation systems and RT demonstrate the
superiority of the proposed system in terms of the gains of STOI, ESTOI and
PESQ. As a disadvantage, the system needs to be extended to be applicable in
real environments.

2.2 Audiovisual Category

Khan et al. [15] used visual features taken from Active Appearance Models
(AAM) from each speaker in the mixture. Audio speech features are afterward
estimated for each speaker from the equal visual features and used within the
suggested mask estimation methods. They trained a deep neural network to map
a stack input spectral features to a ratio mask. The mask is later applied to the
noisy mix to determine the target speaker spectral features. They obtained the
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highest performance when merging audio and visual information to create the
masks. Applications of their system entail situations where the two speakers
are at the same distance from the microphone and have comparable loudnesses.
They found that the audiovisual masking that combines visual and audio masks
offers higher performance in all the tests carried out as well as in all the SNR.
As disadvantage, the resulting voice of the resulting masks was of lower quality
and sometimes intelligible compared to the result of the relationship masks. -
When the audio power of the two speakers differs the accuracy of the mask is
reduced.

Afouras et al. [1] used visual features extracted from images with a spatio-
temporal residual network. Acoustic features are derived from the audio wave-
forms using Short Time Fourier Transform (STFT) with a Hann window function
to generate spectrograms. They trained a Convolutional Neural Network (CNN)
capable of producing clear speech from noisy audio segments recorded in real
environments. They used two databases: LRS2 and VoxCeleb2. As a disadvan-
tages, the LRS2 database contains information only in English and the method
can fail in conditions where there is a lot of noise.

Ephrat et al. [9] used the AVSPEECH Dataset containing around 4700 hours
of video fragments with nearly 150,000 distinct speakers to train a multi-stream
architecture that takes visual data from faces and noisy audio to generate spec-
trogram masks for each face detected in the video. The spectrograms are then
used to obtain isolated speech signals for each speaker suppressing other interfer-
ing signals. They obtained state-of-the-art results on speech separation as well as
a potential application to video captioning and speech recognition.The proposed
model was tested in different videos which contained various types of noise (in a
bar, restaurant, debates, etc.). The model works well in situations with a lot of
background noise or several people talking. They carried out several tests, that
allowed them to observe the results of the proposed model in different scenar-
ios. They used 3 Mandarin databases: TCD-TIMIT and CUAVE databases. The
only current disadvantage is that the method does not work in real time without
a powerful GPU due to faces movement.

Lu et al. [17] used the WSJ0 Dataset (audio-only) [14] that contains 30 hours
of training data as well as the GRID Dataset [6] containing 34 speakers each with
1000 frontal video recordings. They trained an Audiovisual matching network
obtaining improvements on speech separation quality over the state of the art
of audio-only speech source separation. They found that When the audio is not
separated correctly, the audiovisual focus remains stable and in some cases, the
correct audio separation is not achieved.

Gabbay et al. [10] used the GRID Dataset [6] and the TCD-TIMIT dataset [13]
consisting of 60 speakers with about 200 videos each to train a Convolutional
neural network that takes the frames of silent video as input, and predicts sound
features that are converted into intelligible speech. Compared to audio-only tech-
niques, their method is not influenced by similar speech vocal components gen-
erally observed in same-gender speech separation. Their system has no problems
caused by the gesticulation. As disadvantages, they did not perform testing with
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multiple people talking and according to the tests carried out when working with
TCD-TIMIT vid2speech generates unintelligible content.

3 Results

According to our analysis, we observe that in the case of the acoustic category
the deep learning methods that use pieces of music or audios voices with external
interferences (noise) improve the intelligibility and quality of voice signals.

The articles presented in this category use deep neural networks, based on
non-parametric supervised recurrent neural networks characterized by having the
required information to ensure adequate data sets to improve the intelligibility
and the quality of signals for speech separation in reverberant situations. In the
case of the Audio-Visual category, we observed that its main feature is that it
requires high amounts of training data, comprising thousands of hours of noisy
video segments.

Some of the advantages found in the combination of audio and visual sources
are stable performances improving the quality of speech separation, therefore
associating the separate voice tracks with the speakers visible in the video.

4 Conclusions

In this article, we carried out an analysis of deep learning-based speech sepa-
ration methods. Compared to traditional techniques, deep learning techniques
have had a breakthrough using acoustic-only sources, improving the clarity and
quality of voice signals.

For audiovisual sources, there have been significant advances, obtaining sta-
ble performances, and enhancing the quality of the separation. However, there is
still active work in progress to solve the so-called called cocktail party problem
on unconstrained environments.
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through financial support scholarship number (CVU): 925734. We also want
to thank Universidad Autónoma de Querétaro (UAQ) through project number
FIF-2018-06.

References

1. Afouras, T., Chung, J.S., Zisserman, A.: The conversation: Deep audio-visual
speech enhancement. arXiv preprint arXiv:1804.04121 (2018)

2. Chen, J., Wang, Y., Wang, D.: Noise perturbation for supervised speech separation.
Speech communication 78, 1–10 (2016)

3. Cherry, E.C.: Some experiments on the recognition of speech, with one and with
two ears. The Journal of the acoustical society of America 25(5), 975–979 (1953)

27

Analysis of Speech Separation Methods based on Deep Learning

Research in Computing Science 148(9), 2019ISSN 1870-4069



4. Chung, J.S., Senior, A., Vinyals, O., Zisserman, A.: Lip reading sentences in the
wild. In: 2017 IEEE Conference on Computer Vision and Pattern Recognition
(CVPR). pp. 3444–3453. IEEE (2017)

5. Chung, J.S., Zisserman, A.: Lip reading in the wild. In: Asian Conference on Com-
puter Vision. pp. 87–103. Springer (2016)

6. Cooke, M., Barker, J., Cunningham, S., Shao, X.: An audio-visual corpus for speech
perception and automatic speech recognition. The Journal of the Acoustical Society
of America 120(5), 2421–2424 (2006)

7. Dadvar, P., Geravanchizadeh, M.: Robust binaural speech separation in adverse
conditions based on deep neural network with modified spatial features and training
target. Speech Communication 108, 41–52 (2019)

8. Du, J., Huo, Q.: A speech enhancement approach using piecewise linear approxima-
tion of an explicit model of environmental distortions. In: Ninth Annual Conference
of the International Speech Communication Association (2008)

9. Ephrat, A., Mosseri, I., Lang, O., Dekel, T., Wilson, K., Hassidim, A.,
Freeman, W.T., Rubinstein, M.: Looking to listen at the cocktail party: A
speaker-independent audio-visual model for speech separation. arXiv preprint
arXiv:1804.03619 (2018)

10. Gabbay, A., Ephrat, A., Halperin, T., Peleg, S.: Seeing through noise: Visually
driven speaker separation and enhancement. In: 2018 IEEE International Confer-
ence on Acoustics, Speech and Signal Processing (ICASSP). pp. 3051–3055. IEEE
(2018)

11. Gao, T., Du, J., Dai, L.R., Lee, C.H.: A unified dnn approach to speaker-dependent
simultaneous speech enhancement and speech separation in low snr environments.
Speech Communication 95, 28–39 (2017)
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Abstract. In this work, the problem of classification in DNA sequences (STP 

Sequence-Typing Problem) is addressed. The main tool for molecular diagnosis 

is the polymerase chain reaction (PCR). However, the design of a PCR test is 

expensive (in time and economic resources) if the number of types of sequences 

to be classified is large and highly variable. The optimal design of PCR primers 

is essential to maximize the specificity and sensitivity of the test. This paper 

presents an algorithm to solve the problem of locating conserved sequences re-

gions that help to discriminate between different types of hepatitis C virus using 

Shannon entropy concepts, information gain, a tree-based classifier and an 

evaluation function that considers specific parameters of PCR tests, which al-

low to identify patterns in conserved areas of DNA sequences. 

Keywords: Shannon Entropy, Information Gain, DNA Sequences, Classifica-

tion. 

1 Introduction 

DNA is made up of four molecules called nucleotides or nitrogenous bases. It con-

tains all the genetic information of living organisms [1]. If we know a DNA sequence 

or part of it, we can determine to which organism it belongs. Thus, different types of 

sequence tests can be used in clinical analysis laboratories to identify: infectious 

agents present in a blood sample taken from a patient, for diagnostic tasks, and others 

applications. 

One of the most frequent problems in diagnosis is to classify a given sequence and 

determine the class or subclass, which is known as sequence-typing problem (STP) 

[2]. There are different instances for the STP. Currently, the problem of classifying 

DNA sequences with a high variability rate is of great interest for the development of 

diagnostic tests. In this paper, the case for the hepatitis C virus is addressed. The hep-

atitis C virus (HCV), since its discovery in 1989, has been recognized as a serious 
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health worldwide problem [3]. The World Health Organization estimated that 71 mil-

lion people had chronic HCV infections in 2015 [4]. At present, this virus represents 

the most frequent cause of chronic liver disease, cirrhosis and liver transplantation. 

HCV has a high genetic variability, identifying from its discovery to date seven main 

types associated with different behaviors of the virus in the host and responses to 

treatment [5]. To determine the type or subtype of HCV it is necessary to use a mo-

lecular diagnosis test which allows the doctor to be guided about the treatment for the 

patient. 

One of the main tools in molecular diagnostics is the polymerase chain reaction 

(PCR) [1]. PCR revolutionized the field of molecular diagnostics, to the point that it 

currently represents the fastest growing segment in the clinical laboratories of the 

world [5].  

The PCR process was originally developed to amplify short segments of a longer 

DNA molecule [6]. A typical amplification reaction includes target DNA, a thermo-

stable DNA polymerase, two oligonucleotide primers, deoxynucleotide triphosphates 

(dNTPs), reaction buffer and magnesium. Once assembled, the reaction is placed in a 

thermal cycler, an instrument that subjects the reaction to a series of different temper-

atures for set amounts of time. This series of temperature and time adjustments is 

referred to as one cycle of amplification. Each PCR cycle theoretically doubles the 

amount of targeted sequence (amplicon) in the reaction. Ten cycles theoretically mul-

tiply the amplicon by a factor of about one thousand; 20 cycles, by a factor of more 

than a million in a matter of hours. Each cycle of PCR includes steps for template 

denaturation, primer annealing and primer extension [7]. PCR is characterized for 

being a technique with high sensitivity, reproducibility and efficiency, which gener-

ates reliable results in a short time and easy to analyze [8,9]. However, the design of a 

PCR diagnostic test can be very complex, if the number of sequences to be classified 

is large and, in addition, they are highly variable. The optimal design of primers is 

essential to maximize the specificity and efficiency of a PCR [10]. Poor design of the 

primers can result in small, nil or non-specific quantities of the amplification product. 

An appropriate design is one of the most important factors for the success of a PCR 

[8]. In general, the design of primers is summarized in 4 main points. 

The first one is to obtain a database with the target genetic sequences, this database 

can be obtained in banks of international sequences such as GenBank or more selec-

tive sources such as ViRP where genetic sequences of viral pathogens are located, 

including HCV. 

The second step is to process the database by aligning it using any of the currently 

available computational tools such as Jalview, Strap, ClustalX or Clustal Omega, 

among others [11] to locate the homologous and conserved regions. This is the pro-

cess by which the sequences are compared by searching for common characters and 

establishing the correspondence residues between the related sequences. These re-

gions are interesting because if there is a high degree of conservation, the probability 

of amplification increases. 

The third step corresponds to the identification of the oligonucleotides or primers. 

Select those nucleotides that meet the chemical criteria that guarantee specificity and 

sensitivity. 
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The fourth corresponds to the verification and validation of the oligonucleotides 

proposed by PCR reactions. 

The third step is described as the most expensive part of the entire design in terms 

of time and economic resources, especially for tests where you want to perform a 

classification of sequences as mentioned is the case for HCV, since two factors should 

be considered mainly: the first is to select regions that allow us to distinguish between 

one class and another; the second is that established chemical and thermodynamic 

conditions that guarantee the amplification of the PCR. 

On the second factor, there are currently several computer programs that perform 

these tasks, such as oligo7 [11]. The level of development of these programs is so 

high that for identification tests it is enough to enter the sequence to the program and 

this will yield a series of the best proposals for the primers, leaving the researcher 

little or nothing to improve and accept the proposal made by the software. However, 

for the first factor and based on the study carried out in the state of the art, there are 

no computational tools that allow the selection of those primers that could classify the 

sequences of interest. Currently researchers are limited to observe the sequences and 

determine manually which is the right region to solve the classification problem.  

2 State of the Art 

The problem consists in deciding whether the unclassified DNA sequences belongs to 

a particular class. There are many highly efficient string-matching algorithms in the 

current state of the art that could be used to solve the problem of classification like 

Machine learning algorithms. However, in the clinical diagnosis a sample is extracted 

from a patient that contains a genetic material of which the sequence of nucleotides is 

unknown, so the algorithms available for the machine learning cannot be used since 

they require that the nucleotide sequence be known. Therefore, algorithms must be 

devised to help solve the classification problem by means of clinical diagnostic meth-

ods that currently exist, as has been mentioned one of the most used in PCR.  

The researchers who design the primers for a PCR currently do the selection of the 

regions to solve the classification problem manually, this method is slow and com-

plex, therefore it is necessary to design an algorithm that automates this process. Con-

sequently, it is proposed to use the information gain criteria and look for those regions 

that after a mathematical analysis turn out to be better candidates to solve the classifi-

cation problem. 

To solve the STP problem on different pathogens, different proposals have been 

proposed. For example, in 2002 and 2004, two works were developed under the direc-

tion of Javier Garcés and his team, in which a solution to the STP problem for the 

human papillomavirus (HPV) is proposed using alignment tools of sequences, cluster-

ing processes, tools of Shannon's information theory such as entropy and information 

gain and decision theory [12, 13]. His proposal helped to design a molecular diagnos-

tic test by RFLP-PCR (Restriction Fragment Lenght Polymophism coupled to Poly-

merase Chain Reaction) that is currently used in laboratories for the diagnosis of HPV 

[14, 15]. On the other hand, Benish WA [16] applied the Shannon Information Theory 
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to clinical analysis tests calculating the Gain of Information pre- and post-test. Infor-

mation theory was also successfully applied to the codon classification problem to 

reveal the order in the genetic code [17]. It has also been used to clarify the interrela-

tionships between structure, function and evolution of a family of genes or gene prod-

ucts [18]. Ebeling and Frommel [19] applied the concept of entropy as the ability to 

describe the structure of information carriers such as DNA, proteins, text and musical 

notes. The research of Solis et al. [20] proposes a method to extract the maximum 

amount of information available from peptide structures in fragments of sequences, 

finding that the manner in which the structure is represented affects the quantity and 

quality of structural information that can be extracted from sequences. 

Despite the work already done and the tools designed, these tools focus on solving 

the problem of identifying conserved regions and designing primers regardless of 

which regions optimize the classification process and without consider hybridization 

criteria for PCR tests. In the case of the work done by Garcés, the entropy analysis 

and information gain focuses on the design of an RFLP-PCR. Therefore, it is neces-

sary to do applied research that allows the development of software tools to solve the 

problem of classification of sequences by PCR diagnostic tests. 

3 Formal Description of the Problem 

A nucleotide is a fundamental organic chemical compound of nucleic acids (DNA and 

RNA), constituted by a nitrogenous base, a sugar and a molecule of phosphoric acid 

[1]. In a DNA sequence there are four nucleotides: adenine (𝐴), cytosine (𝐶), guanine 

(𝐺) and thymine (𝑇). A DNA sequence or chain represented by 𝐺𝑤 is a sequence of 

letters representing the structure of a DNA molecule, with the capacity to transport 

information. The alphabet of a DNA sequence is composed of letters 𝐴, 𝑇, 𝐺 and 

𝐶 which symbolize the four nucleotides: 

                                                       𝐺𝑤 = ⟨𝑣1, 𝑣2, 𝑣3 … 𝑣𝑛⟩.                                                      (1) 

A string of elements of the alphabet ∑𝐴𝐷𝑁 where: 

                                                  ∑𝐴𝐷𝑁 = {𝐴, 𝑇, 𝐺, 𝐶}, 𝑣𝑥 ∈  ∑𝐴𝐷𝑁 .                                        (2) 

To be able to analyze a database with DNA sequences it is necessary to have the 

sequences aligned. Alignment is the process by which sequences are compared by 

searching for common characters and establishing the residues of correspondence 

between related sequences, to highlight areas of similarity, which could indicate func-

tional, evolutionary or interesting relationships for analysis. These regions are inter-

esting because if there is a high degree of conservation, the probability of amplifica-

tion for a PCR increases A set of aligned strings is assigned the name set 𝑆: 

                                             𝑆 = {𝐺𝑤: 𝑤 = 1,2, … 𝑚} , |𝑆| = 𝑚.                                         (3) 

Each instance 𝐺𝑤 belongs to a class 𝐶𝑦 where 𝑦 represents the y-th class value that 

is, the type of HCV. Each position or nucleotide of a set of aligned sequences 𝑆 was 
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assigned the attribute name 𝐴𝑖  where 𝑖 indicates the position of the nucleotide. The 

domain 𝐷(𝐴𝑖) is equal to the set of values 𝑣𝑥
𝑖 ∶ 𝑥 is the x-th value in the domain of the 

attribute 𝐴𝑖 (See Figure 1). 

Considering the concepts and the nomenclature previously described, we can for-

mally describe the problem that we want to solve. In a set 𝑆 of DNA sequences or 

instances 𝐺𝑤, we want to locate those attributes 𝐴𝑖 that provide more information and 

are considered as the best attributes to solve the classification problem of the seven 

𝐶𝑦 classes of the hepatitis C virus that currently exist. These attributes must belong to 

a conserved region and consider the criteria that favor a molecular diagnostic test by 

PCR. 

4 Proposed Solution 

In the context of classification, the quality of an attribute 𝐴𝑖  has to do with its capa-

bility to separate the instances 𝐺𝑤, between the different possible classes. If there is a 

direct relationship between the values of the attributes and the possible classes, it 

means that the attribute is very good to classify. The quality of an attribute has to do 

with what classes can be separated each time we instantiate that attribute 𝐴𝑖.  

The classes are well separated when each subgroup is generated by the division of 

the product is homogeneous, that is: in each subgroup all the 𝐺𝑤 belong to the same 

class once we instantiate the attribute with 𝑥. This is represented as  𝑆𝑥
𝑖  where x-th of 

the domain of 𝐴𝑖. Therefore, a homogeneity metric is necessary. 

4.1 Shannon Entropy 

Shannon entropy comes from information theory, which can be interpreted as the 

degree of error or the certification of a classification problem, which is a good way to 

measure homogeneity. It is defined as 𝐻(𝑆): 

                                             𝐻(𝑆) = – ∑ 𝑃(𝐶𝑦)  × 𝐿𝑛 (𝑃(𝐶𝑦)).                                      

𝑁

𝑦=1

(4) 

Where 𝑃(𝐶𝑦) =  
|𝐶𝑦|

|𝑆|
 corresponds to the probability that an element belongs to the 

𝐶𝑦  class and 𝑁 the total number of classes. 

4.2 Information Gain  

The information gain allows quantify the information provided by an attribute 𝐴𝑖  with 

respect to the classification problem. The information gain is defined as the difference 

between the entropy of Shannon before 𝐻(𝑆) and then 𝐻 (𝑆 |𝐴𝑖) of knowing the value 

of the attribute 𝐴𝑖: 

                                             𝐼𝐺(𝐴𝑖) =  𝐻(𝑆) − 𝐻 (𝑆 |𝐴𝑖).                                               (5) 
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The attribute 𝐴𝑖 subdivides the instances of 𝑆 into 𝑧𝑖 subgroups 𝑆𝑥
𝑖   (𝑥 =

1, … , 𝑧𝑖) where 𝑧𝑖 = |𝐷(𝐴𝑖)| that is, the number of values that the attribute can pre-

sent. To calculate the entropy of  𝐻 (𝑆 |𝐴𝑖), it is calculated as the weighted average 
|𝑆𝑥

𝑖 |

|𝑆|
 of the Shannon entropy in each subgroup  𝑆𝑥

𝑖 : 

                                          𝐻(𝑆 |𝐴𝑖) = ∑ 𝑃 (
|𝑆𝑥

𝑖 |

|𝑆|
) × 𝐻 (𝑆|𝑆𝑥

𝑖 )

𝑧𝑖

𝑥=1

,                                       (6) 

Where: 

                                     𝐻 (𝑆|𝑆𝑥
𝑖 ) = − ∑ 𝑃(𝑆𝑦

𝐶(𝑆𝑥
𝑖 )) × 𝐿𝑛 (𝑃(𝑆𝑦

𝐶(𝑆𝑥
𝑖 ))).                      

𝑁

𝑦=1

(7) 

The function 𝑃(𝑆𝑦
𝐶(𝑆𝑥

𝑖 )) =   
|𝑆𝑦

𝐶(𝑆𝑥
𝑖 )|

|𝑆𝑥
𝑖 |

 , is the probability that an element 𝑆𝑦
𝐶(𝑆𝑥

𝑖 ) be-

longs to the class 𝐶𝑦 and if the element belongs to the subgroup 𝑆𝑥
𝑖 . 

 

 

Fig. 1. Representation of 𝑆 set of instances 𝐺𝑤, where each instance belongs to a class 𝐶𝑦. Each 

position or nucleotide of a set of aligned sequences  𝑆 was assigned the attribute name 𝐴𝑖 where 

𝑖 indicates the position of the nucleotide. The attribute 𝐴𝑖  subdivides the instances of 𝑆  into 

𝑧𝑖  subgroups 𝑆𝑥
𝑖  (𝑥 = 1, … , 𝑧𝑖) where 𝑧𝑖 = |𝐷(𝐴𝑖)| 𝑆𝑦

𝐶(𝑆𝑥
𝑖 )  expresses that the subset 𝑆𝑥

𝑖  belongs 

to the 𝐶𝑦 class. 

To understand the above, in Table 1 an example associated with the values is 

shown. When applying the formula 5 for each of the attributes of the set 𝑆 it is ob-

served that the attribute 𝐴3 is evaluated with the greatest information gain and divides 

in three subsets to the set 𝑆 . The first one is 𝑆𝐶
3 where its instances belong to the clas-

ses 𝐶2 and 𝐶3. The second subset is 𝑆𝐴
3 with all its instances belonging to class 𝐶4 . 

The last subset is the 𝑆𝑇
3 where all instances belong to the class 𝐶1. Because the subset 

𝑆𝐶
3 does not have instances of a single class, the information gain analysis is per-

formed again applying formula 5. If two instances do not have the same value for 

each attribute and belong to different classes, the attributes are suitable to carry out 
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the classification, as can be seen, the subgroup 𝑆𝐶
3 the attributes 𝐴1 and 𝐴2 allow to 

classify the elements correctly for the classes 𝐶2 and 𝐶3. 

This example shows that it is possible to classify DNA sequences using the con-

cepts of entropy and information gain. For this case the attribute 𝐴3 with greater 𝐼𝐺  is 

selected, this attribute allows to quickly discriminate the classes 𝐶1 and 𝐶4. When 

calculating again 𝐼𝐺  of all the attributes, it is obtained that both 𝐴1 and 𝐴2 allow to 

discriminate the classes 𝐶2 and 𝐶3. The above can be displayed in a simple way in a 

decision tree where each vertex has a maximum of 4 possible values (Figure 2). 

 

 

Fig. 2. Decision tree for the classification of the data presented in Fig. 1. 

In addition to using the information gain criterion to select the attribute that best sepa-

rates the classes, it is necessary contemplate that the results will be used to mount a 

PCR diagnostic test. It is necessary to consider some criteria that can optimize the 

design of the test. 

Lefever et al. [21] demonstrated the effect that the type of mismatch has on the 

alignment and position in a primer on extension efficiency during the first cycles of 

the PCR. Finding minimal or no extension step [7] when they introduced a mismatch 

in the last 3 or 4 nucleotides of the primer at the 3' end. Their hypothesis was that the 

low extension was caused by the reduction in the binding of the enzyme DNA poly-

merase to the binding site [7]. He concluded that the closer the mismatch to the ex-

treme 3' was, the greater the impact it had during the extension of the PCR, increasing 

the number of cycles where the fluorescence signal was detected in the PCR. 

Using the analysis carried out by Lefever, an evaluation function was designed to 

consider its contributions and, in addition, to consider the criterion of information 

gain. 

The criteria used for the evaluation function 𝐸(𝐴𝑖, 𝑑) was, the attribute of interest 

𝐴𝑖 must be evaluated in 𝐼𝐺  to consider it a good attribute to discriminate between clas-

ses. The attributes that surround it must be also be evaluated to establish if it is a good 

option for the primer design.  

The attributes surrounding the 𝐴𝑖 attribute were called window 𝜑(𝐴𝑖 , 𝑑) (see Fig-

ure 3), the window 𝜑(𝐴𝑖 , 𝑑) can be expressed as:  

 

                               𝜑(𝐴𝑖 , 𝑑) =  𝜑(𝐴𝑖 , 𝑑)− ⋃  𝜑(𝐴𝑖 , 𝑑)+ ; 𝑑 = 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒,                      (8) 
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Such that: 

𝜑(𝐴𝑖, 𝑑)− = { 𝐴𝐽: 𝐽 = 𝑖 − 𝑑, … , 𝑖 − 1} and 𝜑(𝐴𝑖 , 𝑑)+ = { 𝐴𝐽: 𝐽 = 𝑖, … , 𝑖 + 𝑑}.         (9) 

 

Fig. 3. Representation of the evaluation window 𝜑(𝐴𝑖 , 𝑑) where 𝑑 indicates the number of 

attributes that relate to the analysis of the window to the right and to the left of the attribute of 

interest 𝐴𝑖. 

Therefore, the selection criterion was established by means of the evaluation func-

tion 𝐸(𝐴𝑖 , 𝑑) is simply the product between 𝐼𝐺(𝐴𝑖) and the evaluation of the window 

𝐸𝜑(𝐴𝑖 , 𝑑): 

                                                𝐸𝜑(𝐴𝑖 , 𝑑)  = – 𝐼𝐺(𝐴𝑖) × 𝐸𝜑(𝐴𝑖 , 𝑑).                                   (10) 

Where 𝐸𝜑(𝐴𝑖 , 𝑑) = ∑ (𝑊𝑖
–1 × 𝐻(𝐴𝑖)

𝑑
–𝑑

) such that 𝐸𝜑(𝐴𝑖 , 𝑑) is the evaluation of 

window 𝜑(𝐴𝑖 , 𝑑) with 𝑑 attributes before and after position 𝐴𝑖. 

𝑊𝑖  is the weight of the attribute 𝑊𝑖  taken from the Lefever experiments defined as  

∑
𝑑𝐶𝑞

𝑅𝑖
 the sum of the differences between 𝐶𝑞𝑀𝑀 number of cycles for the amplification 

with the unadjusted alignment and the number of cycles for the amplification with the 

alignment perfect 𝐶𝑞𝑃 [21]. It is simplified in Table 1, based on the results obtained 

by Lefever. 

 

Table 1. Weights 𝑊𝑖 and its associated value by position based on Lefever’s results.  
 

𝑾𝒊 Value associated with 𝑾𝒊 

0 0.687 

1 0.057 

2 0.031 

3 0.016 

4 0.012 

5-20 0.014 

 

The entropy of the attribute 𝐴𝑖 is defined as: 
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                                                 𝐻(𝐴𝑖) = ∑ 𝑃(𝑣𝑥
𝑖 ) × 𝑙𝑛 (𝑃(𝑣𝑥

𝑖 ))
𝑧𝑖
𝑥=1 .    (11) 

Such that 𝑃(𝑣𝑥
𝑖 ) =  

|𝑣𝑥
𝑖 |

𝑆
. 

The previous analysis indicates that the concepts of entropy and information gain 

allow to classify DNA sequences and due to the study of Lefever can be considered 

criteria that can favor the design of primers for a PCR. Based on the above analysis 

we design the Algorithm 1 that receives a database with instances of DNA sequences 

and selects the best attributes by analyzing them using (10). Finally, it returns a deci-

sion tree where each node is an attribute that solves the classification problem. 

 

Algorithm 1. Receive from a database with instances of DNA sequences. Returns a decision 

tree where each node is an attribute that solves the classification problem. 

id3Ev (instances, target_attribute, attributes) 

begin 

 Create a new root node to the tree; 

 If all instances have the target_attribute belonging to the 

same C  

  Return the tree with single root node with label C ; 

 If attributes is empty, then 

  Return the tree with single root note with the most common 

label of a target_attibute in instances; 

 Else  

A := The attribute in attributes which best classifies in-

stances;  

  root decision attribute := A ; 

  For each possible value v  of A  

Add new ramification below root, corresponding to the test 

A = v ;    

Let instances be the subset of instances with the value 

v   for A ; 

    If instances is empty then 

Bellow this ramification, add a new leaf node with the 

most common value of target_attribute in instances;  

   Else 

    DTC (instances , target_attribute, attributes);  

end 

5 Discussion 

The in silico design [21] of the primers can allow a tremendous saving of time and 

money in the development of diagnostic tests, however, they can never replace the 

experimental verification tests since it is not possible to predict the specificity of a 

first in silico. 
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The proposed methodology seems to be an adequate solution to help researchers 

design primers to solve STP problems. As mentioned in the introduction, researchers 

are currently limited to observing the sequences and manually determining which 

regions are suitable for solving the classification problem. This paper presents the 

design of a methodology as a solution proposal to solve the classification problem 

through the concepts of information gain and an evaluation function that quantifies 

the value of the conserved area where the attribute are of interest. This evaluation 

function uses the 𝑊𝑖   weight, which is a heuristic value, calculated with the results 

offered by Lefever in its work. 

Algorithm 1 is currently in the implementation stage to perform tests later. It is ex-

pected that the algorithm will be evaluated not only by a mathematical analysis but 

also be analyzed by experts in the area of molecular biology and diagnostics that can 

determine the quantitative and qualitative quality of the method. 

6 Conclusions 

The example presented in section 4.2 shows that it is possible to find a way to classify 

all instances of the database with DNA sequences using the concepts of entropy and 

information gain. 

The proposed algorithm in addition to using these concepts incorporates an evalua-

tion function that establishes criteria that could favor the design of primers for a PCR. 

This can be useful to solve the task of classifying genetic sequences with high varia-

bility rates. Algorithm 1 finally proposes a decision tree where the nodes are the sug-

gested attributes for researchers to design primers and a PCR diagnostic test to detect 

the seven types of Hepatitis C virus that currently exist. 
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Abstract. In the literature, several works are reported about the gait of bipedal 

robots. Some papers are associated with stability or automatic learning and 

navigation, but no paper was found that includes the variables of bipedal gait, 

stability, navigation and automatic learning, all applied in an indoor bipedal 

robot. Our objective is, after the analysis of the state of the art, to propose a 

methodology that will allow the autonomous navigation of a bipedal robot and 

validate its degree of autonomy with respect to the evaluation metrics reported in 

the literature. 

 

Keywords: Bipedal Robot, Bipedal Gait, Stability, Navigation. 

1 Introduction 

As many mobile robots begin to integrate into different areas of society, they will need 

to operate in a wide variety of environments. Often, these environments will be 

dynamic; the objects move and the structures change physically. Less dynamic 

environments can be characterized by physical changes that occur over days, weeks or 

months, while more dynamic environments involve objects in continuous motion, such 

as human beings or vehicles. 

Mobile robots cannot assume that the world is static if we expect them to work 

effectively. For a mobile robot to work autonomously in a dynamic environment, it 

must have a way of detecting its environment. Cameras are ubiquitous among modern 

robots and can provide a large amount of information about the environment. Robotics 

applications can employ techniques such as computer vision to perform object 

recognition, 3D reconstruction, mapping and localization tasks [1]. Nowadays, most 

robots require moving and performing tasks in a variety of environments that are 

sometimes even unpredictable. Navigation with mobile robots is a challenging problem 

in the field of robotics where numerous studies have been conducted that have resulted 

in a variety of solutions. Four integral parts are identified in the navigation of a biped 

robot: perception, location, movement control and trajectory planning. 

The rest of this document is structured as follows: the second section addresses the 

importance of bipedal robots, section three presents the state of the art analysis, the 
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limitations found in the literature are mentioned in the fourth section, the proposed 

methodology is presented in the fifth section and finally the conclusions are presented. 

2 Importance of Bipedal Robots 

The study of walking anthropomorphic robots has been a challenge for the scientific 

community until today, the fact to replicate the movements and the way of walking of 

human beings is not trivial and is something that has not been completely imitated.  

Moreover, there is the inherent difficulty of giving artificial intelligence to a 

humanoid robot so that it is capable of learning to walk on its own in a dynamic 

environment, just as a human being does. Hence, the interest in developing an 

autonomous navigation system for a biped robot that is capable of navigating indoors 

through a horizontal plane, which can detect and evade static or mobile obstacles during 

its trajectory.  

The advantages of this type of robots are not only limited to their ability to move on 

irregular terrain, but also have the advantage of having omnidirectional movement 

regardless of the orientation of its body. In addition, they have multiple applications 

that allow executing different tasks, such as surveillance, search, cooperation, 

transportation, navigation, and even carry out work that includes risks in the health or 

in the lives of people. In addition, the use of this type of robots can reduce execution 

times of some tasks, reducing fatigue in people, and therefore greater productivity when 

doing some task. 

3 State of the Art  

3.1 Results of the Analysis of the Literature 

Among the works related to the navigation of mobile robots, most of the works are 

focused on robots with wheels [3-6, 9, 11-27], in second place the bipedal robots [8, 

28-38] and in the last place are another type of robots which navigate on water or air 

[2, 7, 10, 39, 40, 41], as it can see in the graph of the Figure 1. 

 

 

Fig. 1. Types of mobile robots studied in the literature. 
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As can be identified in Figure 2, most of the works reviewed so far take into account 

navigation elements or navigation elements in conjunction with elements of machine 

learning, or only the variables of running and stability separately, but not found any 

that integrates all these concepts at the same time to develop an autonomous navigation 

system for bipedal robots. 

 

 

Fig. 2. Distribution of the study of the variables in the literature. 

Table 1 identifies the works of the literature focused on the study of each of the 

variables: gait, stability, navigation and automatic learning. 

As it can be observed, there are more researches reported that study stability in 

conjunction with navigation, so there are works that study navigation with the 

automatic learning, but it was not possible to find one that takes into account all the 

variables of interest. 

Table 1. Variables in reviewed literature papers. 

Paper Gait Stability Navigation 
Automatic 

learning 

[42], [43], [50]     

[65], [78]     

[44], [51], [52], [53], [54], 

[55], [62], [64], [66], [69], 

[70], [71], [68], [75] 

    

[47], [49], [59], [60], [61], 

[77] 
    

[45], [56], [57], [58], [63], 

[67] 
    

[72], [73], [79], [80], [81], 

[82], [83], [84], [85], [86], 

[87], [88] [89], [90] 
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There is a great variety of robots that are used to obtain the experimental results in 

the reviewed works of the literature, the most used reported in the investigations are the 

robots: Nao, Lola and HRP-2, as shown in Table 2.  

Table 2. Robots used in literature papers. 

Robot Paper Percentage (%) 

HRP-2 [45], [63], [66], [80] 9.52 % 

Amber [42] 2.38 % 

Nao 
[42], [44], [52], [62], [64], 

[69], [70], [75], [81] 
21.44 % 

iCub [47] 2.38 % 

Lola 
[53], [56], [57], [58], [59], 

[60], [61], [65], [67] 
21.44 % 

Lego mindstorm [54] 2.38 % 

Huro Evolution [68] 2.38 % 

Tibi y Dabo [71] 2.38 % 

SCITOS G5 [73] 2.38 % 

Bioloid [74], [77], [78] 7.14 % 

E-puck [79] 2.38 % 

PR2 [80] 2.38 % 

Kephera [82], [83] 4.76 % 

Robot móvil [84], [86], [88] 7.14 % 

Robotino [85], [89] 4.76 % 

Robot Raving [90] 2.38 % 

Daryl [87] 2.38 % 

 

As it can be observed, the Lola and Nao robot are the most used in the investigations, 

with respect to the Lola robot, its great use is due to the fact that there are multiple 

works belonging to the same authors, and they have followed it up to improve it through 

the years. While the use of the Nao robot is due to the fact that it is a robot with last 

generation technology, it has a high degree of interactivity for any type of user; it is 

fully programmable, and currently more than 400 universities are working on this 

platform. It makes this robot the platform with the most advanced technology in 

entertainment robotics for research and development. 

Most of the works reviewed so far are focused on the detection and avoidance of 

obstacles in static or dynamic environments, that is, the obstacles can be fixed or can 

be moved during the navigation of the robot. In addition, the robots are regularly 

navigated on 1-level flat terrain [42, 44, 45, 47, 51, 54, 56-62, 64, 66, 68-73, 75, 77-90] 

or multi levels [52-67], even in irregular terrain [63]. The distribution of the type of 

land used in the experimentation of the reviewed papers is shown in Figure 3. 

In the reviewed works, the application given to each robot is not specifically 

specified, only in [62] it is mentioned that the robot is intended to send a message to a 

staff member in an office environment, or for example in [68] the robot is required to 

be able to meet the technical challenge to avoid obstacles of the RoboCup Humanoid 
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League. While in the other works there is the context of the need to navigate and avoid 

obstacles to reach a goal. Therefore, the context of the works is treated from a very 

general approach, as shown by the graph of Figure 4. 

 

 

Fig. 3. Type of terrain used in the experimentation of the works reviewed in the literature. 

 

 

Fig. 4. Application context of the papers reviewed in the literature. 

4 Limitations Found in the Literature 

The main limitations found in the review of the literature are indicated below: 

Physical restrictions of the robot. Due to the height of the robot, it is not always 

possible to capture good images of the reference points in the environment, because 

they could be placed at a height where the robot does not have access [62]. 

Restrictions on the movement of the robot. The planner only considers the quadrant 

directions (up, down, left, right) to prevent the robot from spinning while walking, 

which would increase the imprecision of the odometer data [62]. 

Computationally expensive. The computational resources required for pose 

estimation based on characteristics are quite expensive, and the method cannot be 

executed during the whole trip of the robot [62, 75]. 
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Use of a 3D map for the location. The location system may depend on the availability 

of a 3D map to locate, which must be acquired by the robot itself or provided by the 

user in advance [52, 57]. 

Fixed marks are used to locate the robot. The problem of localization is solved by 

using reference points placed by the user previously on the walls of the environment 

where the robot travels. It also remains a challenge to build more computationally 

efficient algorithms that can be used continuously to detect landmarks [62, 64]. 

Use of an external computer. The construction of the terrain map and the planning of 

the steps are carried out on a computer that is not mounted on the robot [63]. 

Wire data transmission. The sensor data and the step planning result are sent to / from 

the robot via Ethernet [63]. 

Use of the robot's predetermined functions. The functions that are already predefined 

in the programming of the robot are used, for example, a function for the recognition 

of objects or for the running of the robot [64]. 

The resolution of the images. The resolution of the images acquired by the camera is 

an important factor in defining the processing time of the camera, which can affect the 

efficiency of the algorithm if a real-time response is required [66, 68, 69, 81, 84]. 

Maximum speed of the robot. The time required for the robot to reach its goal will 

not only depend on the efficiency of the algorithm, but also on the maximum speed at 

which the robot can move [58, 67, 70, 74]. 

The size, shape, and texture of the obstacles. This is important, because the efficiency 

for the detection of obstacles depends very much on the size, texture or shape of the 

objects to be detected and also on the way in which the robot acquires the information 

of the environment, either through sensors or from a camera [52, 66]. 

Restricted field of view. The vision system, like most built-in vision systems, may fail 

to recognize reference points due to too large viewing angles (which significantly 

reduces the quality of the image) and variation in lighting conditions. In the case of 

sensors, depending on the type and its characteristics, it has a maximum and minimum 

distance for the detection of objects [52, 53, 58, 62, 79]. 

Limitation on the size of the test space. Experimental tests are carried out in user-

controlled environments, with either models or the use of harnesses so that the robot 

can move in a limited space [57, 83]. 

Static environment. The detection and avoidance of obstacles during the navigation 

of the robot only contemplates static obstacles and some are added in real time [69, 82, 

83]. 

5 Proposed Methodology  

After performing this research in the literature; it is proposed to use a Bioloid Premium 

Robot with 18 degrees of freedom, since there is no access to a complete list of the 

samples that make up the population, a non-probabilistic sampling technique was used. 

In this case, convenience sampling was used, since a sample of the population was 

selected due to the fact that it was accessible, but not because it was selected by a 

statistical criterion. 
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The study variables, presented graphically in Figure 5 are the following:  

-Gait kinematics (independent), which corresponds to the analysis and modeling of 

the biped robot cycle. 

-Stability (independent), which is related to the balance point of the robot to stand 

up during the march. 

-Navigation (independent) will be defined so that the robot can move from one point 

to another in a horizontal plane. 

-Level of autonomy (dependent), which will depend on the integration of the three 

previous variables so that the robot is able to navigate autonomously indoors, using an 

automatic learning algorithm. 

 

 

Fig. 5. System variables. 

The proposed methodology aims to reduce the gap in the limitations related to wire 

data transmission, use of the robot's predefined functions and the detection of objects 

limited by their size, shape, and texture. In addition, this methodology will provide 

autonomy to the entire system, so that the control of each of the variables will be 

modified to obtain the best result at all times. The stages of the proposed methodology 

are: 

-Study and analyze the operation of the robot. There will be an in-depth study of the 

Bioloid robot mechanism, analyzing its kinematics, that is, the limitations of the 

movements of each of its joints. Therefore, it is necessary to analyze the operation of 

the robot servomotors. 

-Implement the human walking dynamics in the robot, using the dynamic model of 

the robot. As you can see in Figure 6. 

Following the base of the scheme of Figure 7, the same process is applied to evaluate 

the methods of automatic learning, stability and navigation, continuing with the 

following steps of the methodology: 

-Select and apply a stability method for the robot. The concept of zero moment point 

will be take into account; it is useful in determining if a bipedal robot is in a stable 

configuration or not. It has been used extensively in bipedal robots. 

-Select and apply a navigation method for the robot. Different navigation methods 

will be evaluated, such as fuzzy control or reinforcement learning to develop automatic 

path planning, selecting the most satisfactory method. 

-Implement all variables in the robot: gait, stability, navigation and automatic 

learning indoors. 

-Validate the degree of autonomy in the navigation of the robot indoors. Evaluate 

the performance of the robot's automatic navigation, measuring the degree of autonomy 

of the robot, which is, making a comparison between the expected result and the real 

49

Towards the Development of a Navigation System for a Bipedal Robot: Preliminary Analysis...

Research in Computing Science 148(9), 2019ISSN 1870-4069



 

result, evaluating if the robot arrives satisfactorily at its goal in the expected time, acting 

as autonomous form. The criteria to determine the degree of autonomy can vary and 

will be attached to standardized metrics in the literature. If the result is not satisfactory, 

the entire process will have to be repeated. 

 

 

Fig. 6. Selection process of suitable gait model for the bipedal robot. 

 

 
 

 

Fig. 7. Evaluation of the proposed solution based on criteria and parameters reported in the 

literature. 

6 Conclusions 

During the review of the literature, a work including all the study variables at the same 

time, i.e. bipedal gait, stability, navigation and automatic learning was not found. It is 

very important to design a methodology that integrates all the variables in a biped robot 

to be able to navigate autonomously indoors without using pre-established routines in 

order to generate a panorama of multiple applications for future researchers. 

Regarding the study variables, most of the works are focused on the study of 

navigation and in conjunction with machine learning, but in this last approach only 

robots with wheels are used. It was also found that most of the robots are tested on flat 

terrain either one or more levels, probably because they do not include the study of the 

variable of stability in the case of bipedal robots, in the case of robots with wheels this 

does not apply since its function is to move on flat terrains. It is also simpler to avoid 

the use of stability in the autonomous navigation of bipedal robots when they have to 

walk on flat terrain.  

Criterion 1 

Criterion 2 
… 

Criterion n 

 
Repeat until the criteria are acceptable 
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As mentioned above, the most used robots in the literature is the Nao and Lola robot. 

Another important point is that the specific application of each of the works reviewed 

in the literature is almost never mentioned, so it will be very important to find the 

specific context for which the proposed autonomous navigation system will be used 

and which will serve to justify your investigation.  

Finally, it is important to point out that although there has been a lot of work in the 

area of navigation and bipedal robots. There are still many limitations that cause a high 

computational cost in the application of the algorithms, problems in acquiring 

environmental information in a correct manner, restrictions in the visual field of 

sensors, cameras or even restrictions on the physical characteristics of the robot itself. 
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Abstract. Obstacle detection and trajectory estimation in vehicular
environments is an open problem in autonomous vehicles development.
The automotive industry has made significant progress in research and
development of tools; however, there are still challenges to overcome and
opportunity areas to be exploited in order to achieve full autonomy in
vehicles. This paper presents an analysis of different methods proposed
for obstacle detection and trajectory estimation, leading into a proposal
of solution for solving the problem of trajectory estimation based
on computer vision techniques. This proposal covers the context of
traffic environments in Latin America, where basic signage (such as
the dividing lines of the road) is absent or not easily visible, among
other typical characteristics of countries (like Mexico and others) where
the infrastructure for maintaining safe road conditions (speedbumps,
potholes) is limited.

Keywords: Obstacle Detection, Trajectory Estimation, Autonomous
Vehicles, Computer Vision.

1 Introduction

Over the years, the automotive industry has made efforts to provide vehicles
with autonomous displacement (autonomous taxis, autonomous private cars).
Recently, cars have been equipped with Driver Assistance Systems (ADAS), but
their applications are limited for specific conditions and controlled environments;
therefore, research in this area is incomplete. A vision-based DAS consists
of modules for obstacle detection and recognition, obstacle tracking and
displacement prediction [13].

It is important to clarify that the meaning of an obstacle for the purposes of
this research is: an above-ground object that presents a collision risk when the
vehicle is traveling along a road. Note that the basic functions for autonomous
movement are obstacle detection and tracking in traffic environments.

The information provided by the automotive industry is limited [2] due to
the commercial implications. However, it should be noted that research work
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has been carried out not only in private business, but also in universities and
academic research centers.

Some limitations of research into autonomous displacement are: low
performance in terms of detection rate [3], a limited number of objects perceived
as obstacles (pedestrians and vehicles only) [6], limited information acquired
from the environment (sensors) [13], the high cost of sensors, in some cases
(laser radar), and high processing runtimes [1], among other issues.

Video cameras commonly provide information about the environment, these
devices are low cost, do not emit signals into the environment (electromagnetic
or sonic radiation), and these do not suffer from frequency interference. Video
cameras are used in this research due to the aforementioned advantages over
other sensors (sonic or laser radar systems), additionally, using a stereoscopic
computational system provides spatial information from the environment (depth
and position of objects).

This paper is organized as follows: Section 2 describes some methods
performed in academic research centers, Section 3 shows the results obtained
in related research works. Section 4 discusses an initial stage of the proposed
solution. Section 5 presents some initial experiments with respect to the proposal,
Section 6 briefly analyzes the main problem of tracking objects in realistics
scenarios. Section 7 offers a brief conclusion about the state of the research and
the work to be developed.

2 Detection and Estimation of Obstacle Trajectory

In general, methods that address the problem of obstacle trajectory detection
and estimation are diverse and depend on the type of sensor used and information
obtained from the environment. The most common sensors are ultrasonic, radars,
laser radars and video cameras (stereoscopic or monocular).

Due to the amount of information obtained from a digital image (color,
texture, resolution, spatial position, etc.), computational vision techniques are
similar to environmental human perception [13].

For these reasons, it was decided to work with the information captured on
video in order overcome the detection rates of recent works compared against
the use of other types of sensors (laser radars).

There are several strategies for detecting and monitoring obstacles via
computational vision; some of these methods are mentioned briefly in following
paragraphs.

Algorithms based on convolutional neural networks [8] for recognition of cars
and pedestrians classifies these into three collision categories (high risk, low risk,
medium risk) by means of a deep learning system that considers multiple sources
of local pattern information and depth in the scene.

Techniques based on stereo vision produce a dense disparity map, which is
used as the input for adaptive disparity algorithms U-V [11] when mapping
the regions of interest (ROI) and the consequent in-scene spacial obstacle
localization.
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Evolutionary algorithms (EA) aim to detect multiple obstacles in a video
through the use of a genetic regression algorithm (GA) and prevent false
detection through the perception of movement [15]. This basis method is based
on the operation of the fitness function with the heuristic parameters, which
means choosing the optimal fitness parameters using EA and the least squares
method.

Table 1 presents some reference works in this area: the methods implemented
to solve the problem are reported, as well as the test sets, the hardware, the
software used, and the results obtained, such as detection rate (DR), mean
average precision (mAP), frames per second (fps), or multi-objective tracking
accuracy (MOTA).

Table 1. Quantitative results and tools used in some related works about obstacle
detection.

Reference Method
Technique

(detection / tracking)
Quantitative results Test set

Software
hardware

[17] Stereo
map

-Disparity maps
-Stereo comparison
-Local binary patterns (LBP)
-Gradient histogram

-DR = 82.5 %
-mAP = 79.5
-fps = 14

-KITTI Benchmark [5]
-HCI EISAT

-CPU xeon
2.67 GHz
-Tesla K40 GPU

[20]
- Conditional random field
-Trajectory model

-MOTA = 58.9 %
-Recall = 69.2 %
-Accuracy = 88 %

-Training: 490 frames
1,578 pedestrians labeled
resolution 640 x 480 pixels

-nVidia
GeForce 8800

[23]
CNN

-LBP
-K-medias
-Classifiers
-Local trust patterns

(Optimal lighting conditions)
-DR = 77 %
-Fault alarm rate (FA)
FA = 1.25 %
(variable lighting conditions)
-DR = 50.8 %, FA = 1 %
-mPA = 63.4 % , fps = 45

-KITTI Benchmark
-Daimler dataset: 15,560
pedestrian samples
-21,790 images with
5692 pedestrians labeled

-CPU Intel-xeon
-Tesla K40 GPU

[6]
-Fast RCNN
-Polynomial prediction

-Regions of trust with 95 %
-Risk of estimated collision
higher than 50 %
- Estimated Travel to 8.6 m
at a speed 50 km / hr
-50 fps

-150 pedestrian paths
-They are divided into
three different classes:
Begin: consists of 50
scenes of approx. 1 sec
Stopped: consists of 50
scenes, 1 sec
Walking: consists of 50
movements

2 Monochromatic
cameras resolution
1920x1080
pixels

[10] Deep
learning

-Progressive convolutional
layers
-Decoding stage

-DR =81.5 to 90.6 %
depending on the class
-mAP = 78.6 %
-Runtime 110 ms average

-PASCAL VOC 2007
-40 k iterations
-COCO benchmark

-GPU TitanX
-Caffe

[18]
-Deconvolutional
detectors

-MOTA = 11.8 %
-fps = 87.9

-DETRAC 60 sequences
of training.
-40 test sequences.

-AlexNet
-Caffe
-Titan Black GPU
-iiRAV

[15]
Evolutionary
algorithms

-Genetic algorithm
-Function fitness
-Hypothesis of
generation (HOG)

-Value fitness = 0.1216
to 0.4315
-Processing
time = 48 ms
-DR = 96.08 %

-3025 images captured
in a controlled set and
another real environment
vel. from 20 to 70 km/hr

-FPGA xilinx

Table 1 also shows important research parameters for each technique; it can
be seen that the detection rate is close to 100% in some cases, however, the
total number of obstacles detected must be taken into consideration, as well
as the class or type (pedestrian, vehicle, animals, etc.), which in many cases
only detect limited classes. To track the obstacles, even the MOTA parameter
is below 100 % as the error with respect to the next position or movement in
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the video increases due to the complexity and quantity of data to be processed,
the algorithm processing speed, the object’s movement speed, and the number
of objects present on the scene among others.

In order to test the approaches proposed in the literature, some well-known
datasets are used, such as the KITTI Vision Benchmark suite from the
Karlsrushe Institute of Technology, datasets are captured in urban areas on
highways, and up to 15 cars and 30 pedestrians are visible per image [5].

The PASCAL Visual Object Classes Challenge also has data blocks available
to researchers [4], while the MOT challenge benchmark provides ready to use
information [12]. COCO is a large-scale object detection, segmentation, and
labelling dataset [9], the UA-DETRAC Benchmark Suite is a multi-object
tracking benchmark whith a dataset consisting of 10 hours of surveillance
cameras video at 24 different locations in Beijing, China [7].

Depending on the method to be used, there are some limitations; a summary
is provided in the following section.

3 Analysis of Related Works

The method proposed in the literature has some positive aspects, but also some
limiting factors. Information about the deficiencies found in related works is
covered below, including detection, tracking, and estimation issues.

With respect to the mapping ROI models: the problem of trajectory
prediction has areas of opportunity such as detection failures, objects with
similar appearances, occlusions, and variations in illumination and points of view
[11, 20]. Only two kinds of obstacles (vehicles and pedestrians) are taken into
consideration [3, 11, 17, 20, 19]. High processing runtime rate and low obstacle
detection rate [3, 14]. Monocular mapping (ROI), in some cases acquires data
through static surveillance cameras [11].

For the Probability models case: trajectory estimation methods with a high
uncertainty have problems with complexity (with many samples) or low accuracy
(with an insufficient number of samples) [1, 19, 22]. Kalman filter algorithms
and particle filters used for the purpose of tracking obstacles suffer from drift
problems caused by changes in appearance [19].

Deep learning models have the following characteristics: they only consider
characteristics such as color or depth, which implies a limitation to obtaining a
higher level of abstraction of the representative characteristics of the obstacles
[23, 18, 21]. Tracking methods based on online-classifiers learning suffer the
problem of error accumulation during the self-learning process [21, 16]. Some
algorithms based on the convolutional neural networks approach only capture
translational invariances and not the rotational invariance or out-of plane
rotation, which makes them susceptible to error when classifying and identifying
obstacles [6, 23, 16].

Evolutionary algorithm models tend to fail in object classification, as
they confuse similar forms, which implies an erroneous obstacle detection, for
example, detecting a car in the scene when it is not in fact in the image [15].
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The general stages that an algorithm must follow in order to solve the
problems of obstacle detection, classification, and tracking as well as of trajectory
prediction, obtained from related works, are presented in Table 2 below.

Table 2. Problem stages addressed by different authors.

Paper reference

[3] [5] [7] [10] [11] [12] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23]
# Stage

I Selection ROI X X X X X X X X X X

II
Spatial position
estimation

X X X X X X X X X X

III Object detection X X X X X X X X X X

IV
Feature
extraction

Training X X X X

Neighborhood
Mapping

X X X X X X

V Classification
Specific class X X X

Obstacle
No obstacle

X X X X X X X X X

VI Rank (danger level) X X X X X X X

VII Tracking
Multiple
obstacle

X X

Unique
obstacle

X X X X X

VIII Trajectory estimation X X X

From these stages and the associated review of the works, we can obtain an
approximation of the strengths of the work done until now and the work to be
solved. In the table 2 we can see the distribution of related works and points
(stages) that have less development progress. Based on this information, it can
be affirmed that the pending tasks are tracking and trajectory estimation.

Obstacle classification has been developed and has reported rates greater
than 90%; however, it still requires a class for obstacles other than pedestrians
and vehicles, this is due to the fact that peculiar obstacles can be found on the
roads. Figure 1 shows obstacles that are common to find on Latin American
roadways, but difficult to identify with current obstacle recognition/detection
models.

(a) (b) (c) (d)

Fig. 1. Obstacles present in road, a) road sign in sewer, b) light pole in the middle of
the street, c) fallen tree blocking the street, d) and tires in sewer.

In order to observe the performance of obstacle detection in Latin American
environments, a test was performed with a deep learning algorithm (designed by
Rendom and Divvala [16]).
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Figure 2 shows that the algorithm cannot detect the tire or the road barrier
as obstacles blocking the road. To date, the different models and computational
techniques have failed to detect these types of obstacles in the images.

(a) Original image (b) Processed image

(c) Original image (d) Processed image

Fig. 2. Original and processed images for obstacle detection.

This is due to the fact that in some cases the algorithm focuses on
detecting the objects (automobile) in the scene through previously known and
defined characteristics. However, objects dis-similar to the known detection
characteristics are not detected or identified.

In the following paragraphs the contributions that can be made to the
research problem are discussed; this is a challenge due to the amount of
information to be processed and the complexity of the tasks to be performed:

Multiple-obstacle tracking. The inference method approach for trajectory
and the on-scene prediction of multiple obstacles based on a Gaussian probability
distribution. This is possible due to roads being visualized as a structured
environment, where the driver’s infinite number of possible movements can be
approximated by a limited number of maneuvers.

Block trajectory estimation. Trajectory detection and estimation in
unstructured vehicular environments, that is, cities with problems such as
potholes, a lack of signs, speedbumps without height allowed, abrupt lane
changes by drivers, jaywalking pedestrians, cyclists or motorcyclists cutting
lanes, or animals crossing the road, among others.

Feature extraction. Occlusion when tracking real scenarios in traffic
environments. Training of the learning model should include some sets with
partially hidden objects that consider the disparity map to complete the missing
information.

Classification. Characterize cars, pedestrians, cyclists, animals or (foreign)
objects that obstruct the road into-pattern classes. On Latin American roadways
it is common to find animals crossing or traveling next to vehicles, cars cutting
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lanes, cyclists ridding very close to cars, or even tires or trash cans to signal a
damaged manhole.

4 Obstacle Detection and Trajectory Estimation Proposal

The initial proposed system is structured into stages; the flowchart of the stages
is provided below (Figure 3) and a description of each is provided in the following
paragraphs.

Fig. 3. Flow diagram method for obstacle detection and trajectory estimation.

The initial step is environment perception by means of a pair of cameras
(stereoscopic vision) together with the preprocessing.

Among the typical preprocessing stages used to improve image quality are
the application of noise filters, contrast enhancement, histogram equalization,
and image scaling.

The fundamental step of the detection stage is to perform disparity mapping
to simplify the information to be processed from the RGB channel intensity levels
in the image. Disparity mapping [17] is used to obtain basic characteristics for
the representation of objects in a scene in complex vehicular environments, it
also has the advantage of providing spatial depth information in the scene.

The ROI obtained in the disparity map is filtered by means of edge
detection (Shi-Thomasi algorithm), horizontal or vertical pattern detection
(Haar algorithm) and even LBP [13] to obtain better defined regions and
disparity maps.

The subsequent stages include processing based on learning models, by means
of which it is possible to classify obstacles perceived in the scene, and identify
obstacle classes (it is proposed to first identify cars, pedestrians, animals, and
consider additional kinds of obstacles in a future work).

The learning system includes a training block, by means of a learning
database. In training, abstract features must be learned in the manner least
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sensitive to rotational invariance, out-of-plane rotation, and reduced sensitivity
to noise, that is, a deep learning system [8].

The training block aims to provide a sample set of instances identified to learn
and classify the characteristics in specific categories such as: cars, pedestrians or
dogs. Prior to this, an exploration process is carried out in order to determine if
the analyzed object is an obstacle.

The proposal model implies representation of the elements with n-levels of
abstraction to determine the n-representative characteristics of these elements.
These parameters are used to define the number of instances (database). For
example, in the case of cars body color, shape, or texture or some other
characteristics might be considered. In the case of pedestrians, there is skin
color, posture, body shape (2 upper extremities, 2 lower extremities), etc. as
well as other yet to be identified obstacles.

The obstacles must be followed from the n-frame to the n+1 frame and on
the consecutive frames of the video. The optical flow algorithm [3] is proposed
in order to solve the tracking block, using the U-V disparity information. It
is worth mentioning that Kalman filter and particle filter algorithms have been
successfully used to track vehicles, although they present performance drawbacks
(as noted in section 3).

Finally, current position estimation (in the image) and trajectory estimation
are connected; these can be denoted as the algorithms whose task is to track
multiple objects. The novel proposal to solving the trajectory estimation problem
is through tracking by detection in order to calculate the estimation of the next
position of the obstacles in vehicular traffic. This was first addressed as a problem
of estimation probability; the object trajectories can be considered as a group of
points moving simultaneously (in space and time). Based on the previous position
and route information followed by the tracking stage, a trajectory hypothesis
was established. The trajectory hypothesis was parameterized with a Bayesian
network and a proposed mathematical model based on statistical probability
distribution (a trajectory estimation model is in development).

5 Experimental Results

Experiments are performed to obtain initial results with respect to the proposal
and determine its feasibility.

The stages carried out in the experiments include the object detection
stage (disparity maps experiment) and the object tracking stage (optical flow
experiment).

The disparity method is a first approximation of the objects in the scene;
however, it is necessary to first detail the obstacle detection results. Figure 4a
shows the original image, while Figure 4b shows the disparity map and the
values calculated with the stereo correspondence. Blue tones indicate objects at
the back of the scene and yellow tones those closer to the camera. The matrix of
values obtained are from 0 to 3.5 units. Value 3.5 represents the volume ratio of
the objects with respect to the background (zero). Figure 4c shows a view of the
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disparity map that serves to observe the regions in 3d; this volume is constructed
using the data obtained, which allows segmenting the background and objects.
It is possible to observe scene-depth levels of the objects present with respect
to the background. In addition, some undesirably high values can be observed,
which must be eliminated (maximum peaks).

(a) (b)

(c)

Fig. 4. a) Original image, b) dense disparity map, and c) side view disparity map.

Maximum peaks values are presented in figure 5, based on the number of
peaks to the number of pixels, error estimation can be calculated and the
disparity maps obtained. With the number of maximum peaks found against the
total number of values obtained, a percentage of error in obtaining the disparity
maps can be found:

Error rate(%) =
# maximun peaks

# values obtained
× 100. (1)

Table 3 shows some data regarding this error, these errors (maximum peaks)
can be eliminated by means a cutting filter (from atypical data). Otherwise, the
selectable regions of interest must be composed of a block of pixels sufficiently
large to discard this type of outlier.

At this stage, the actual distance of the objects in relation to the data
obtained from the disparity map still needs to be parameterized.
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(a) (b)

Fig. 5. a) Disparity map (peaks in red rectangle) and b) maximum unwanted peaks in
the calculations.

Table 3. Analysis of the data obtained disparity maps.

# Disparity map 1 2 3 4 5 6 7 8 9 10 11

# Values obtained 971 1013 1589 1650 1037 860 600 1546 1358 1900 901

# Maximum peaks 61 76 210 150 89 45 89 75 156 341 100

Error rate (%) 6.28 7.50 13.22 9.09 8.58 5.23 14.83 4.85 11.49 17.97 11.10

Average error (%) 10.01

Standard deviation error (%) 4.15

The next experiment consists of tracking the groups of pixels that move
together (representing objects) and plotting points from the previous positions
for a standard representation of the dense motion (figure 6a). Figure 6b-c shows a
traffic scene captured in the real environment of a typical street in Puebla City,
Mexico, where public transport, cyclists and vehicles can be observed. Every
pixel is labelled by a motion vector, indicating the change in image data from
time t to time t+1, in such a way that shows the trajectory taken by the detected
pixels of interest.

(a) (b) (c)

Fig. 6. a) Theoretical trajectory [1], b), and c) tracing approximate trajectory points
using an optical flow algorithm in a real vehicular environment.

It is necessary to define obstacles regions to be followed, since the
pixel displacement information (analyzed in this experiment) provides only a
preliminary approximation of local regions in the image where the obstacles must
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be detected. This involves reference corner detection (Shi–Tomasi algorithm) and
tracking of same (Lucas–Kanade optical flow algorithm) [12].

The characteristics to take into consideration in the process are the following.
Shi–Tomasi corner detection parameters:

– Maximum number of corners.
– Block size: size of the neighborhood considered for corner detection.
– Minimal distance: distance between detected corners.

Lucas–Kanade optical flow parameters:

– Max level: 0-based maximum pyramid level number.
– Window size: size of the search window at each pyramid level.
– Count: maximum number of iterations or elements to compute.

The tracking rate is below 50% given that regions of interest for object detection
are not yet limited.

Table 4. Object tracking parameters.

Shi-Thomasi corner detector
# Max corners Block size

Minimum
distance (# pixels)

50 to 100 7 to 18 7 to 50

Lucas-Kanade optical flow
# Max level Window size Count

3 15x15 12

The work to be done is to implement a form descriptor that adapts to
any type of irregular object present on the road that represents an obstacle
to displacement, so that whatever the obstacle while having volume will be
detected. The features to extract (object descriptors) must be rotation invariant
i.e., to the non-linear deformation transformation (perspective). In addition,
they must be discriminant in order to distinguish objects of different classes
and robustness levels so that they are insensitive to variations in noise and
illumination.

Figure 7 shows the common descriptors used for the basic representation of
objects.

(a) (b) (c) (d)

Fig. 7. Representation of shape descriptors for the detection of objects a) cloud points,
b) polygonal approximations, c) bounding box, and d) skeleton.
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The typical databases used in the related works are being considered for
verification and validation of initial results [5, 4, 12, 9, 7]; however, related works
consider controlled environments, so the contribution focuses on uncontrolled
environments, such as those found in Latin America.

Finally, these experiments serve as a basis for determining the requirements
in terms of the amount of data to be processed, the scenes to be taken into
consideration, the infrastructure of the video capture equipment, the traffic
schedules, routes, and safety conditions when gathering the data. Similarly, it
should be noted that the lighting conditions or the number of vehicles or objects
on the route of travel are not controlled.

6 Discussion

In this section, the main problems that arise when tracking objects in realistic
scenarios are briefly analyzed. These include the location of objects as they
undergo occlusion and the constant tracking of unique object trajectories as
they are viewed through multiple cameras.

Occlusion. The partial occlusion of an object by a structure in the image is
difficult to detect, since it is not always possible to differentiate between the
object changing shape and the becoming occluded. A common approach to
handling complete occlusion during tracking is to model the object’s motion
by either linear or nonlinear models and, in the case of occlusion, to continue
predicting the object’s location until it reappears [11, 20]. The chance of occlusion
can be reduced by means of an appropriate selection of camera positions. For
instance, if the cameras are mounted on vehicles, that is, when a birds-eye view
of the scene is available, occlusions between objects on the ground occur less
frequently.

Stereo camera tracking. The need for multiple cameras for tracking arises
for two reasons. The first is the use of depth information for tracking and
occlusion resolution [3]. The second an increase to the area under view, since
it is not possible for a single camera to observe large areas because of a finite
sensor field of view [11]. Performance depends greatly on how closely the objects
follow the established paths and the expected time intervals across cameras [17].
For scenarios in which spatio-temporal constraints cannot be used, for example,
objects moving arbitrarily in the non-overlapping region, only the tracking by
recognition approach can be employed, which uses the appearance and the shape
of the object to recognize it when it reappears in the camera’s view.

Significant progress has been made in object tracking over the last few years,
and several robust algorithms have been developed which can track objects
in real time in simple scenarios. However, it is clear that the assumptions
used to make the tracking problem manageable, for example, smoothness of
motion, minimal occlusion, illumination constancy, high contrast with respect
to background, etc., are violated in many realistic scenarios and therefore
limit a trackers usefulness in vehicle navigation applications. Thus, tracking
and associated feature selection, object representation, dynamic shape, and
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motion estimation problems are very active research areas and new solutions
are continuously being proposed.

7 Conclusions

This paper briefly describes the work related to obstacle detection in real
environments, presents a general description, analyzes the existing techniques
and how they have proposed to solve the problem.

The proposed model for estimating trajectories through probability methods
is focused on determining the future displacement of the detected obstacles
within a confidence range. The proposed solution establishes a theoretical
overview of the solution; the work to be done is extensive and the solution
model is in development. Future work involves implementing the model stages
and obtaining performance parameters to compare with the existing research.

From this work, it can be concluded that the problem of obstacle detection
is an area of significant interest and that there is still room for improvement and
opportunities for innovation. There is much research to be done and it is worth
continuing with the development of techniques and tools to solve this problem.
A large amount of data must usually be processed, so the computing aspects
(memory, processing speed) must be robust to meet the needs of operating close
to real time.
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Abstract. In recent decades, self-driving has been a topic of wide inter-
est for Artificial Intelligence and the Automotive Industry. The irregular-
ities detection on road surfaces is a task with great challenges. In develop-
ing countries, it is very common to find un-marked speed bumps on road
surfaces which reduce the security and stability of self-driving cars. The
existing techniques have not completely solved the speed bump detection
without a well-marked signaling. The main contribution of this work is
the design of a methodology that use a pre-trained convolutional neural
network and supervised automatic classification, by using the analysis of
elevations on surfaces through stereo vision, for detect well-marked and
no well-marked speed bumps to improve existing techniques.

Keywords: Self-Driving Cars, Speed Bump Detection, Artificial Vision,
Stereo Vision, Machine Learning.

1 Introduction

In recent years, the trend of the automotive industry has been focused on the
development of self-driving cars, and several companies have been incorporating
technologies aimed at achieving self-driving. One example of this is the cars that
park without the need of a human conductor.

Self-driving car competitions have been taking place, such as the DARPA
Grand Challenge and the DARPA Urban Challenge, organized by the Defense
Advanced Research Projects Agency. In these competitions, cars start from a
designated origin with the aim of reaching a specific destination, then crossing
diverse extreme environments without a human driver [3]. Derived from these,
several research topics in this area have emerged.

In countries like the United States, Japan, Germany, and others, self-driving
cars have begun to circulate in trial versions. Self-driving cars have worked prop-
erly in environments with acceptable conditions where, through their sensors,
they clearly detect road signals and different elements of road traffic. Neverthe-
less, the circulation of these cars in developing countries has not been possible
due to lack of an adequate infrastructure and road signals.

In developing countries, such as Mexico and India, different sorts of irregular-
ities are common on road surfaces. One of such irregularities being the presence
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of high relief speed bumps, which are placed on roads with the purpose of forcing
cars to reduce their speed in specific areas, which leads to potential accidents as
well as loss of stability. Despite the existence of traffic rules, it is very common
to find un-marked speed bumps. The techniques of digital image processing have
been focused mainly on the speed bump detection when their traffic signals are
well-marked. However, it is difficult to apply these techniques when there is no
clear road marking, and therefore some works are being developed to generate
algorithms that can address this issue.

This paper presents a methodology for speed bump detection on road surfaces
without the need of well-marked signals. The proposal includes a combination
of artificial vision techniques and the use of digital cameras. Specifically, digi-
tal image processing, stereo vision, machine learning and a convolutional neural
network are used to infer whether or not speed bumps are present in the images.
Inputs are stereo images of vehicular transit scenarios acquired through digi-
tal cameras and the output is the classification of images where it is identified
whether or not there are speed bumps.

2 Related Work

There are some aspects that have been studied from vehicular transit scenarios
such as: identification of streets, lanes, traffic signs and pedestrian crossings,
and irregularities on road surfaces such as: garnishes, urban objects, potholes
and marked and un-marked speed bumps. This work focuses on the speed bump
detection for which some techniques have been applied: digital image processing,
monitoring with accelerometers, LIDAR sensors, stereo vision, deep learning and
hybrid techniques.

Some methods of digital image processing have been used for the speed bump
detection [5, 6, 8, 32, 30]. Analysis of color patterns and segmentation of interest
areas (ROI) for the detection of speed bumps have been used. The main advan-
tage of segmentation algorithms is that they use inexpensive cameras, however,
the accuracy in the obstacles detection on surfaces is low, because it is subject
to the visualization of obstacle patterns and if the speed bump does not have
a well-marked pattern it is not easily detectable. In addition, it is not uncom-
mon not find that there is not a standard regarding the signals correspondent
to speed bumps, which complicates the application of the same vision technique
to all types of patterns.

Correspondingly, digital image processing has been used in the detection
of different vertical traffic signals [11]. Specifically, segmentation algorithms and
automatic learning methods are applied for the recognition of preventive sings for
speed bumps [19, 16]. In these works, different aspects that affect the detection
are considered as: the environment weather conditions, vision angle, sizes and
shapes of the traffic signs. The downside of using these detectors is that the
signals do not indicate a precise location of the speed bumps, which causes
confusion in the self-driving.
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There are prototypes of mobile devices to monitor road surfaces [29, 17, 18,
13]. These devices capture vibrations by finding irregularities on road surfaces
through accelerometers and microcontrollers. They use ultrasonic sensors to de-
tect speed bumps and capture coordinates of these obstacles through GPS (global
positioning system). A pattern recognition system has been applied to the ac-
celerometer readings as well as an automatic classifier using support vector ma-
chines to recognize anomalies on the surfaces [26]. The advantage of these devices
is that they have a very simple design and are inexpensive. However, there are
several disadvantages: precision errors are frequent, due to the lack of exactitude
of the GPS coordinates, the delay when the system is tested in real time as well
as the low accuracy of the sensors.

Another technique studied to detect obstacles on road surfaces is the analysis
of data by LIDAR sensors[14, 28]. Surfaces have been analyzed to detect the
pavement contour and the location of the road where the cars cruise [14]. For this,
a parallel algorithm is designed that applies the data filtering of the floor and the
objects as well as the segmentation of data using morphological operators. An
algorithm for segmenting classical urban objects using digital elevation maps
has also been designed [28]. Main disadvantages of these sensors is the high
computational cost since large amounts of point clouds that are processed, in
addition to that its cost is very high with respect to other sensors.

Some stereo vision techniques for analysing road surfaces have been studied
[23, 24, 2, 1]. By means of these techniques, a three-dimensional structure of the
scene can be obtained from the estimation of 2D images from different points
of view. An algorithm has been designed to detect roads, traffic islands and
obstacles by transforming the perceived data into a digital elevation maps, thus
making it possible to perceive elevations on the road surface [23]. The main
disadvantage is that it is only possible to detect surfaces with a maximum depth
of 3 meters and with high heights in the elevations.

Other works can be found, which combine some of the techniques mentioned
above with the aim of improving the individual performance of each one. The
research carried out by Fernández presents an algorithm that combines the use
of medium-cost LIDAR sensors and digital image processing to detect speed
bumps as a type of obstacles represented by zebra crosses, typical of Spain and
some other Spanish speaking countries [10]. Results from this work reveal that
the detection rate of speed bumps is very high. However, when there are many
cars with LIDAR sensors, their signals could overlap and become confused.

Figure 1 shows a plot of the numerical results reported in the literature on
speed bump detection. As can be seen, most works detect speed bumps with
different techniques when their road signals are clearly visible. They present
good results but they do not consider the same conditions as this work. There are
other works that apply the technique of surface monitoring with accelerometers
and other sensors which is a non-predictive technique and it does not correspond
to the conditions considered in this work.

There are very few methods that detect speed bumps when their signals are
not well-marked. One of the works related to this research is carried out by
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Fig. 1. Speed bump detection rate of different techniques.

Devapriya [8]. Results obtained by Devapriya have a detection rate of 30% that
is below the average as seen in Figure 1. Another work related to the conditions
considered in this research is that carried out by Varma [31] in which a method
is proposed to detect and inform drivers in real time about the presence of speed
bumps with or without signaling. For this purpose, Deep Learning techniques
are applied using a pre-trained convolutional neuronal network. The speed bump
detection rate is approximately 94%, which is above the average as shown in
Figure 1. Still, despite showing good results, no details of the speed bumps can
be obtained.

In this work, speed bumps with and without marks are detected and a con-
volutional neural network is also applied for detection. However, the difference
with the work of Varma [31] is that when the convolutional neural network fails,
stereo vision is applied to detect speed bumps by analyzing the 3D surface ele-
vation because it is not restricted only to its signaling pattern. In addition, the
methodology proposed in this work, unlike Varma [31] and Devapriya [8], would
make it possible to identify the kind of speed bumps as well as some other details
regarding their shape and size.

3 Proposed Methodology

In order to solve the problem of detecting speed bumps on road surfaces, the
methodology shown on Figure 2 is proposed. This allows to classify images with
or without speed bumps. A convolutional neuronal network is used to detect
speed bumps and when these are not easily detected, stereo vision is applied to
identify speed bumps by elevation on 3D surfaces.
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Fig. 2. Proposed methodology for automatic speed bump detection.

3.1 Capture of Stereo Images

In this phase a set of stereo images of streets with and without speed bumps is
built. The speed bumps types of interest are trapezoidal shaped and pedestrian
crossing because they are the most common in developing countries. In addi-
tion, the images have marked and un-marked speed bumps road signaling. It is
consider environments with controlled conditions like good lighting, preferably
without obstacles such as pedestrians and other cars. For capturing the images, a
stereo vision system consistent of two cameras with the same characteristics and
aligned in parallel with an intersection area between both is used. Streets images
of the City of Puebla, Mexico, are captured with and without speed bumps.

3.2 Image Preprocessing

This phase consists on the application of digital image processing techniques
to improve the quality of the images, thus preparing them for the automatic
classification process. The most significant processing techniques required are:
lightening the image to increase their clarity and avoiding dark images; decreas-
ing the contrast to reduce the total color range of the image; applying a Gaussian
filter to eliminate noise and details of the texture of the street in order to obtain
uniform colors or gray intensities [4].

3.3 Road Segmentation

The region of interest (ROI) are the streets that will be processed and filtered
in order to focus in the area to be assessed. The remaining area is irrelevant and
by means of binary masks it is painted in a single color to be ignored in the
following stages. A segmentation of color and textures is performed. For color
segmentation, the first-order statistical descriptors are calculated considering
each pixel: mean, standard deviation, median and entropy. For texture segmen-
tation, second-order statistical descriptors are calculated by using a matrix of
co-occurrences considering regions of the image: homogeneity, entropy, dissimi-
larity, energy and correlation [7]. The image is binarized to generate a mask with
the ROI. The ranges of each statistical descriptor are adjusted to generate the
mask with the ROI when the descriptor values are within the defined range.
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3.4 Generation of Depth Maps

Speed bumps with a well-marked pattern are identified and located. In the event
that the image contains not well-marked bumps, the stereo vision is applied to
generate depth maps and estimate the 3D surface where the surface elevations
can be analyzed in order to find speed bumps. The steps for applying stereo
vision to the captured images of the stereo image construction phase are: cam-
era calibration, and rectification of images. The calibration of each camera is
performed to find the intrinsic parameters: focal distance, radial and tangential
distortion, used to eliminate the distortions of the camera and a stereo calibra-
tion is performed to find the extrinsic parameters of both cameras: rotation and
translation matrices, used to find the relationship between the coordinates of
the cameras with the real world coordinates [12]. Zhans method is one of the
most used to calibrate cameras and is based on the detection of corners of chess
pattern templates [9]. The aim of the rectification is to make the stereo images
exactly parallel to each other horizontally. For this, correspondences between
the points of both images are found through rotation and translation transfor-
mations until an exact alignment between images is achieved. Subsequently, a
disparity map is generated which is a grayscale image where the differences be-
tween the pixels of the stereo pair are calculated. A depth map is also generated
and the distances to the observed points are estimated.

3.5 Image Classification Convolutional Neural Network (CNN)

This allows to classify images with or without speed bumps. A pre-trained model
with flat images of a CNN is used to detect speed bumps [25]. If a speed bump
is detected with high precision, this is segmented using the depth map and the
distance to it is calculated. Otherwise, when speed bumps are not easily detected
(when the precision exceeds a threshold) an estimate of 3D surfaces is made to
extract characteristics of 3D meshes.

3.6 Estimation of 3D Surface

If the CNN cannot distinguish speed bumps, an estimate of the 3D surface is
made in order to detect them due to 3D surface elevation. This phase consists
on reconstructing a 3D scene by obtaining spatial coordinates and the repre-
sentation of point clouds relevant to the scene [27]. To generate the disparity
maps, the segmented image is used and the stereo vision is applied over the road
segmentation. An estimate of 3D surfaces is made by the reconstruction of the
three-dimensional scene.

3.7 Feature Extraction

An image feature vector that indicates the existence of speed bumps is gener-
ated. Features are extracted from both flat images and stereo images. From flat
images characteristics of color and textures of speed bumps using low-level and
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shape matching [22]. From stereo images, characteristics are extracted on the
3D meshes estimated as the slope of the elevation, width, height, depth, among
others calculated by interpolation functions.

3.8 Classification Models of Speed Bumps

For the automatic classification of images, a classifier is trained with a set of flat
and stereo image pairs that are labelled in two classes SB and NSB (with and
without speed bumps present, respectively). The automatic feature extraction
is performed and supervised learning algorithms are applied for the detection of
speed bumps such as: decision trees, neural networks, support vector machines,
and others, and a predictive model is generated as output [15]. Once trained,
the classifier is tested with another set of image pair by applying the generated
predictive model to infer the class to which it belongs.

3.9 Evaluation Models

The performance of the classifier is measured to determine the combination of
features and the classification algorithm that presents the best results. This phase
consists on applying evaluation metrics such as: precision, recall, f-measure, and
others [15]. To do this, several experiments are carried out with the classifier
using different images with and without speed bumps not detected by the CNN.
The results of each method are validated to determine which ones show better
results. After choosing the model with the best results, when the speed bump
is detected by stereo vision it is segmented using the depth map and the its
distance is calculated.

When the speed bump is detected, it is segmented and the size, shape, and
distance to the speed bump are calculated, since these measures are very impor-
tant for the decision making of self-driving cars.

This methodology allows to identify a speed bump by two different ways.
CNNs represent a good solution for speed bump detection. Visually they work
properly when what they find in the images is similar to the instances with
which the model was trained. However, the CNN have problems of identification
of speed bumps when in their training dataset there are not enough samples
similar to the cases that can occur in environments such as the streets of Puebla,
Mexico. Thus, stereo vision can promote detection by analyzing the elevations
of surfaces when the detection with CNN fails. This proposal can strengthen
existing speed bump classifiers.

4 Preliminary Results

The expected results of this research work are: the construction of a set of
stereo images of roads with and without speed bumps, the implementation of an
algorithm for speed bump detection on road surfaces following the methodology
proposed, as well as the elaboration of comparative plots of the algorithm results
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to other algorithms. One of the most relevant preliminary results presented in
this work is the implementation of the road segmentation.

A set of stereo images with and without speed bumps from the City of Puebla,
Mexico, was captured using a stereo vision system built with two equal cameras.
It is considered controlled conditions of the environment good climate, lighting,
without shadows, and without obstacles on the streets such as pedestrians, cars,
among others. These images are preprocessed to improve their quality. A bilateral
filter is applied to eliminate noise and to soften the image in order to make the
colors more uniform, preserving the edges [4].

A street segmentation algorithm was implemented applying segmentation by
color and textures. To achieve this, a dynamic sampling area was defined to
calculate a segmentation range. Samples of first-order statistical descriptors are
obtained on the HSV and HLS color spaces: mean, median, min, max and the
entropy of each channel of the spaces. Simultaneously, second order descriptors
are obtained on the RGB space: dissimilarity, homogeneity, energy, correlation,
ASM, and entropy, in order to delimit the texture characteristics of speed bumps.
From the statistical samples obtained in the images, dynamic intervals are de-
fined to construct a mask that ignores regions outside the range, combining
information from each channel. This mask is processed by applying opening-
closed filters to reduce the noise of the mask and avoid isolated regions. Results
are presented in Figure 3. As can be seen, the region of no interest was removed
from the scene and the street was reflected as a region of interest.

Disparity map of stereo images was generated and an example of this is shown
in Figure 4a) where the lighter tones indicate that the point is closer and the
darker ones are farther away. This map allows to perceive the depth of the scenes,
to calculate the distances to different points in it and to reconstruct 3D scenes.
An inicial reconstruction of the three-dimensional scenes was made using point
clouds as shown Figure 4b). This Figure shows some key points more represen-
tative of the real scene and the depth of them is observed. From the segmented
images (Figure 3), a 3D reconstruction of the segmented street surface can be
done. In addition, from the key points obtained and appliying mathematical in-
terpolation functions (such as B-splines [21]), it is possible to estimate 3D mesh
surfaces. These 3D meshes are inputs to the supervised classifier to detect speed
reducers by the analysis of surface elevations when the CNN failure in detection.

Some phases of the methodology have already been implemented. The ap-
plied street segmentation techniques have presented visually acceptable results
for different street images. In the future, it is expected to calculate the vanish-
ing point of the street to obtain a more precise segmentation of the street, as
well as, to implement all phases of methodology: image classification with CNN,
estimation of 3D surfaces with B-splines functions, feature extraction of 3D sur-
face meshes, as well as the generation and evaluation of supervised classification
models. In addition, it is expected to apply the statistical method of ROC (re-
ceiver operating characteristic curve) curves to make a sensitivity and specificity
analysis of classification models.
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(a) (b)

(c) (d)

(e) (f)

Fig. 3. Results obtained from street segmentation by color and texture analysis.

(a) (b)

Fig. 4. a) Disparity map, b)Reconstruction of 3D scene using stereo vision.
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5 Conclusions

The detection of speed bumps on roadways is key for a safe and comfortable
self-driving, therefore it has been widely studied in the literature, mainly by
means of digital image processing techniques. However, speed bump detection
without well-marked signals has been little addressed, despite being a very fre-
quent situation in developing countries, and the existing techniques show high
errors under this restriction. The main contribution of this work is a method-
ological proposal for speed bump automatic detection using a pre-trained CNN
and supervised automatic classification using a 3D surface estimation obtained
by stereo vision without the requirement of well-marked signals, situation that
has not been completely solved with existing techniques.
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Abstract. Short-time Fourier transform is a time-frequency method
commonly used to analyze signals, particularly in EEGs. It has shown
acceptable results for the identification of different actions, such as sleep
disorders, epilepsy, and others, and in applications as brain-computer
interfaces. However, the selection of short time Fourier transform pa-
rameters is not a trivial task, as the variability of these directly affects
the resolution spectrogram, from which features are extracted to deter-
mine the constructed models in the classification stage. In this paper,
experiments for determining STFT parameters such as window type and
length, and overlapping are explored. As a case study, an EEG epilepsy
database is used to identify healthy people versus patients suffering
epileptic seizures, finding that the parameters modify the spectrogram vi-
sualization in terms of time/frequency and classification. Based on these
experiments, it was concluded that the proposed strategy supports the
correct selection of parameters that positively impact the accuracy of
the results obtained.

Keywords: EEG Signals, Short-time Fourier Transform, Spectrograms,
Seizure Classification.

1 Introduction

Electroencephalography (EEG) is a brain monitoring method based on measure-
ments of electrical activity generated by the brain. An EEG shows evidence of
how the brain performs the bodily functions over time, such as the pumping
of the heart, gland secretion, breathing, and internal temperature regulation,
among others [10]. Nowadays, EEGs are used by scientists and physicians for
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analyzing brain functions and diagnosing neurological disorders, such as brain tu-
mors, head injuries, sleep disorders, dementia, epilepsy, Alzheimer’s, seizure dis-
order, deficit attention disorder, anxiety disorder, fetal alcohol syndrome, autism,
as well as monitoring the effects of anesthesia during surgery [3, 5, 6, 8, 16]. The
EEG is an appropriate tool to aid in the diagnosis of diseases, epilepsy in par-
ticular. This inexpensive tool is useful for showing the underlying manifestation
of epilepsy. EEG signals in people with epilepsy show two kinds of abnormal ac-
tivity: ictal (during an epileptic seizure) and interictal (between seizures) [8, 16].
EEG analysis for diagnosing epilepsy started in 1970, and since then it has been
an area of interest for researchers due to its non-stationary features; at present,
most problems in seizure detection are related to finding events (ictal and inter-
ictal) during epileptic seizures [8].

Different methodologies have been proposed to identify epileptic seizures
in EEG signals based on frequency, time, wavelet transforms, and Gabor fil-
ters [7, 8, 14]. However, the nature of the EEG signals (non-stationary) involves
specific aspects when employing techniques based on frequency or time [8], as
the features obtained from these methods do not provide enough information
from EEG signals alone [1]. Techniques based on Time-frequency analysis are
considered more complete than some others because they decompose the sig-
nal in frequencies over signal time, to analyze non-stationary signals such as
EEGs. Time-frequency representations can be applied to EEG signals, as the
resulting transform can be treated as an image in order to extract features,
which has shown acceptable results in terms of accuracy for different applica-
tions [13]. Short-Time Fourier Transform (STFT) is a time-frequency represen-
tation commonly used in signal analysis, as well as in digital image processing,
voice processing, biology, medicine [9], and in other applications, such as Elec-
troencephalographic (EEG) signals analysis (STFT allows a representation in
time-frequency of the EEGs, which shows a different visualization for analysis).

From EEG spectrograms different features can be extracted to identify sev-
eral tasks (imagined writing, motor images, epilepsy, alcoholism, etc.) [12]. In
most of these, the STFT parameters are pre-defined by the programming lan-
guage toolkits when beginning the analysis. Parameter selection is important, as
it helps to minimize two problems: poor spectrogram resolution and a dearth of
relevant features, which determine the results in the classification; in addition,
the process of assigning specific parameter values for any application is a difficult
task. Thus, different STFT parameters are analyzed in this work in order to iden-
tify relevant features that support the classification of epilepsy stages (seizure
and normal) and their spectrograms. Initially, EEG signals are obtained from
a dataset and STFT is applied with different parameters; after that, an image
generated from the spectrogram is converted to grayscale to extract features; to-
tal energy and spectral peaks are obtained for training three different classifiers
and evaluating STFT parameters; the results are shown in terms of the accuracy
in binary classification and the visualization of some spectrograms. The STFT
parameters of the experimentation were selected from main and side lobes of the
windows; first, the width of the main lobe was analysed and the windows with
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the thinnest were chosen, after the side lobes were observed and from its height
with respect to the main lobe were selected the windows with side lobes lowest.
The overlapping is proposed from window properties, where are selected in the
case of lobes are added or attenuated when windows are overlapped. This paper
is organized as follows: section 2 introduces the methodology and the related
theory; section 3 provides a description of EEG dataset and the experimental
analysis; Finally, section 4 presents our conclusions and future work.

2 Methodology

2.1 Short-time Fourier Transform

In practical applications, STFT is implemented as a sliding window adjusted to
a signal. Given an input signal xT of arbitrary duration, segments are extracted
at regular intervals using a time-limited window wn; The segments (frames) of
the signal can be expressed as [4]:

xl[n] = wn ∗ x[n+ lL], 0 ≤ n ≤ N − 1, (1)

where N is the length of the window, l is the frame index, and L is the hop
size, that is, the sample spacing between consecutive applications of the sliding
extraction window; the index n is a local time index relative to the beginning
of the window displacement. The expression x[n+ lL] represents a position over
signal, n is representing the phase to shift the window, ∗ represents a operation
likewise modulation between two terms. Finally, the discrete Fourier Transform
(DFT) [4] is applied to each frame of the signal, as follows:

X[k, l] =

N−1∑

n=0

xl[n]e
−i2πnk/K =

N−1∑

n=0

wn ∗ x[n+ lL]e−i2πnk/K , (2)

where K is the size of the DFT and k is a frequency index or bin index.
The STFT X[k, l] then characterizes the local time-frequency behavior of the
signal around time lL and bin k; for a sampling rate of Fs, these discrete
indices correspond to the continuous time lL/Fs and frequency kFs/K [4]. To
simplify the notation, a radial frequency of:

ωk = 2πk/K, (3)

is frequently included; then, the expression STFT becomes:

X[k, l] =

N−1∑

n=0

wn ∗ x[n+ lL]e−iωkn. (4)

Applying the window over time, the STFT returns a spectral representation
of a time segment of the input signal; interpreting X[k, l] as a function of the
frequency k for each value of the time index l, the STFT corresponds to some
series of spectra located in time. Alternatively, the STFT can be seen as a time
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function for each frequency; interpreting X[k, l] as a time serie that is a function
of l for each bin k(points to calculate the DFT), the STFT corresponds to a
filter bank that decomposes the input signal over frequency channels or sub-
bands [4]. These two interpretations of the STFT are represented with respect
to the time-frequency plane. These changes to time and frequency have become
common in the modern literature on signal processing as a way of representing
the time and frequency resolutions of signals.

One drawback of STFT is the resolution required to obtain spectrograms,
caused mainly by the length of the window. A narrow window offers a better
resolution in time, but not in frequency, while a wide window provides good
resolution in frequency, but does not perform as well in time resolution. This
means that it is difficult to achieve a good location in both time and frequency
domains simultaneously, because the STFT depends on only one window.

The STFT process is a method that begins by windowing a signal into
shorter segments, where phase windows can be overlapped; Fast Fourier trans-
form (FFT) is applied to each segment separately [15] and each result is joined
to form the spectrogram, which can be manipulated, and then the inverse FFT
is applied to return each segment to the time domain.

Therefore, to apply the STFT to signals, different parameters should be con-
sidered; for example: window type and length, main lobe length (corresponding
to window type), FFT points and overlapping. These parameters that can affect
the resolution spectrogram are briefly described in the following subsections.

2.2 Windowing

Windowing is a phase that involves applying a function to a signal or segment
over time, which is then used in the Fourier transform or the STFT. The Fourier
transform is commonly implemented for the analysis of non-periodic and station-
ary signals; for non-stationary signals, one option is STFT, which analyzes the
signal by segments, making use of the windows, since this sub-signal is supposed
to be a stationary signal. A good analysis depends essentially on the type of
window and the parameters that can be modified, which will be discussed later.

First, the window type is selected; Figure 1 (a) shows different windows
(Bartlett, Blackman, Hamming, Gaussian, Kaiser, rectangular, Hanning) with
a length of 64 points and their spectra (b); these windows are the most com-
mon in the signal analysis literature. Initially, when a window is applied to the
signal, it is modulated as the window way along time segment; the rectangular
window is the ideal in time, since signals are not modified when it is applied and
with this, it would not adjust to the window type due to the shape as a box,
which only cut the signal and Fourier transform is applied. This window has a
thin main lobe; although, its secondary lobes are very high. The main idea is to
have something balanced, and the Gaussian window is optimal due to its very
similar wave form spectrum; however, it cannot be obtained computationally, so
approximations are implemented that show a main lobe that is average in terms
of width, although the secondary lobes are not the smallest. The Blackman win-
dow shows the smallest secondary lobes, followed by Hanning, which has a small
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main lobe in its window; this window is also a variant of the raised cosine, which
is very similar in both spectrum and window. Taking into account the windows
in Figure 1, it can be seen that the main lobes are in ascending order by window
length: Blackman, Gaussian, Hamming, Hanning, Kaiser and Rectangular; the
secondary lobes are listed in relation to height (from highest to lowest energy):
Rectangular, Kaiser, Hamming, Gaussian, Hanning, and Blackman.

Fig. 1. Windows (a): (....)-Blackman, ( . .)-Gaussian, (-.-.)-Hamming, (–.–)-Hanning,
( )-Kaiser, and ( )-Rectangular, 64-point length and their spectra(b).

On the other hand, temporal and frequency resolution can be obtained from
the STFT parameters; Figure 1 shows the relationship between these parameters,
where it can be seen that the spectrum is narrow for a wide rectangular window,
so its use is not advisable, while Hamming and Blackman maintain a less strict
relationship, since proportionally, it is not noticeable as in a rectangular window;
this is due to both windows being variants of a raised cosine and to the lobes
for both being smaller.

Considering a visual analysis from Figure 1 with main lobes and secondary
side lobes as main features, any window can be selected as an acceptable option,
because a thinner lobe shows frequencies close to that signal. In addition, the
secondary lobes show a lower energy dispersion, as most are concentrated in
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the main lobe; however, these are not the only parameters to be considered
in window analysis [11], although, a method based on spectral peaks might
suffice; therefore, one parameter that defines spectral peaks is the main lobe of
the windows, which represents peaks, and another is the secondary lobe height,
because energy is disperse among these. Thus, considering these two parameters,
the selected windows were: rectangular, which has a representation similar to the
Fourier Transform, as it does not have modification in time and its spectrum
has the thinnest main lobe; Gaussian, with a window similar to the spectrum;
Blackman, because it has the lowest secondary lobes; and Hanning, because it
has one thin main lobe and low secondary lobes.

2.3 Feature Extraction

In this work, features are obtained from EEG signal spectrograms. Spectral
peaks are found first, since these are related to relevant energy over some fre-
quency/time; after that, different features are extracted from the peaks. Finally,
volume features are calculated from all intensities of the spectrogram.

Spectral peaks. These peaks are calculated using the local maxima method,
which find local minima within a region and above a threshold from energy levels,
these are represented on the spectrogram. From a region or mask the peaks is
found with the method mentioned. Up to this point, other parameters have not
been analyzed, since these peaks depend on the window and the signal type,
which will be analyzed later.

Volume. Feature extraction is based on an approach that considers the spectro-
gram in a three-dimensional representation as a volume. All intensity points and
time and frequency coordinates were used to obtain the spectrogram volume.
Likewise, all intensities were added together to obtain the approximate energy.
The spectral peaks were used to calculate the surface area and the intensities
from the highest peaks were added; the area formed by peaks and volume from
all spectrogram points were calculated through a convex hull. Figure 2 shows
these five features, which are concatenated to obtain the feature vector.

3 Results

3.1 Experimental Approach

This section presents an evaluation of STFT parameters such as overlapping and
window type and length. These experiments are concerned with the identification
of people experiencing epileptic seizures or healthy people. First, signals were ob-
tained from an EEG dataset (epileptic seizure); STFT with different windows
and overlapping (0% and 75%) was applied to each signal to obtain spectrograms,
which were converted to grayscale images; after that, peaks were found from
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Fig. 2. Features extracted form EEG signal: peak number, peak area, peak sum, in-
tensity point sum and intensity point volume.

regions, these are shaped by 2xminimaldistance + 1, where minimaldistance
between peaks is the separation between peaks; to find the maximum number
of peaks the value of 1 was used as a separation distance; a threshold was se-
lected from the minimum intensity of the spectrogram in grayscale. The features
describe below were extracted from the peaks.

For the experiments, four windows were taken into account, with Gaussian
being the closest to the ideal, the rectangular being the ideal in time, Black-
man having the smallest lobes, and Hanning maintaining the best relationship
between the minimum width of the main lobe and the height of the secondary
lobes. The number of FFT points are the same for the window length, which
is not relevant for resolution; a 75% overlapping was proposed, based on the
properties of the windows and their spectral responses.

This methodology was tested using an open access epilepsy EEG dataset from
Bonn University [2] with five subsets (Z,O,N,F, and S), each subset containing
100 EEG signals with 4097 samples, recorded at a sampling rate of 173.61 Hz
using a 128-channel amplifier system with an average common reference. Sets Z
and O were collected from five healthy volunteers. Sets N, F, and S were recorded
from five epileptic patients for each set. Records from set S were collected during
seizure activity, while sets N and F were gathered during seizure-free intervals.

From the epileptic dataset, two subsets (subset A and E) were used to classify
the signals, which correspond to healthy people and patients suffering an attack,
respectively. Firstly, the signals from healthy people (Figure 3) were analyzed
using different STFT parameters.

STFT was applied to EEG signals from subset A, as mentioned above, and
four windows with length (64) and without overlapping were used. The spec-
trograms generated are shown in Figure 4, which describes scattered energy,
because there are different events and frequencies over time; also, the spectro-
gram maintains its relationship with the corresponding spectrum. The energy is
more scattered along the vertical axis (frequency), while it is more noticeable in
(b), due to the width of the main lobe of Gaussian spectrum and the energy in
(a) not being as noticeable, since it has the narrowest main lobe (Rectangular).
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Fig. 3. EEG signal from an open eyes person in a relaxed state.

Fig. 4. Spectrogram from EEG signals of a healthy person in a relaxed state with
eyes open. Window length= 64, 0% overlapping: (a) Rectangular, (b) Gaussian , (c)
Blackman and (d) Hanning.

Comparing the spectra from Figures 4 and 5, only an elongation of the energy
on the horizontal axis (time) can be noted, although the windows are actually
focusing more on the frequencies shown along the vertical axis. Something similar
occurs when a single window is placed over the entire time from a signal: it
shows only one frequency; otherwise, when a narrow window is applied to short
segments from a signal, it shows changes over time, i.e., frequencies for each
window.

Fig. 5. Spectrogram from EEG signals from a healthy person in a relaxed state with
eyes open. Windows length= 128, 0% overlapping: (a) Rectangular, (b) Gaussian , (c)
Blackman and (d) Hanning.

Another interesting parameter is overlapping, which implies a more general
approach to the signal. When a high percentage of overlapping is applied, window
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n overlaps most of window n + 1, which could generate windows without side
lobes (as they cancel each other out); only windows with overlapping main lobes
cause the entire signal to resemble the application of a single window to the
entire signal. Of the eight spectra, Figures 6 and 7 are most similar to those
shown in Figures 4 and 5, but the overlap thins the energy shown over time.

Fig. 6. Spectrogram from EEG signals from a healthy person in a relaxed state with
eyes open. Window length= 64, 75% overlapping: (a) Rectangular, (b) Gaussian , (c)
Blackman, and (d) Hanning.

When the overlap is greater, the energy seems to be reduced along the x-axis
(time), and in terms of time-frequency resolution, a large window focused for the
frequency would have a better resolution with a higher percentage of overlap.

Fig. 7. Spectrogram from EEG signals from a healthy person in a relaxed state with
eyes open. Window length= 128, 75% overlapping: (a) Rectangular, (b) Gaussian , (c)
Blackman, and (d) Hanning.

Signals from subset E were also analyzed, which correspond to patients suf-
fering an epileptic seizure. The signal in Figure 8 represents an EEG of a person
suffering an attack; as in previous experiments, the same windows were used.

The higher-frequency spectrograms in Figures 9-12 show higher energy for
some sections in comparison to the spectrograms of a healthy person. This rep-
resentation is similar to both kinds of EEG signals, due to the parameters used
in these experiments. From the spectrograms of healthy people, energy activity
appears along time in terms of energy, possibly due to some event occurring in
different time intervals; this could be noted using a 64 Gaussian window. In the
opposite case, for epileptic patients, the energy is concentrated along time, show-
ing the energy as frequency by applying rectangular, Blackman, and Hanning
windows. The Gaussian window describes activity in time, and can be appre-
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Fig. 8. EEG signal from a person suffering an epileptic seizure.

ciated when using long windows (128), for example, the window used (128) in
Figure 12 with a 75% overlap.

Fig. 9. Spectrograms of EEG signals from a person suffering an epileptic seizure. Win-
dow length=64 and 0% overlapping(a) Rectangular, (b) Gaussian , (c) Blackman and
(d) Hanning.

Fig. 10. Spectrograms of EEG signals from a person suffering an epileptic seizure.
Window length=128 and 0% overlapping(a) Rectangular, (b) Gaussian , (c) Blackman
and (d) Hanning.

From the previous spectrograms, it can be seen that the data is better dis-
played in narrow or long windows. In these cases, narrow windows are ideal for
the EEG signals from healthy people and longer windows for the signals from
patients experiencing epileptic seizures.
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Fig. 11. Spectrograms of EEG signals from a person suffering an epileptic seizure.
Window length=64 and 75% overlapping(a) Rectangular, (b) Gaussian , (c) Blackman
and (d) Hanning.

Fig. 12. Spectrograms of EEG signals from a person suffering an epileptic seizure.
Window length=128 and 75% overlapping(a) Rectangular, (b) Gaussian , (c) Blackman
and (d) Hanning.

3.2 Classification

EEG signals were used to generate the spectrograms. Note that the energy is
distributed over time for EEG signals from healthy people, while for a person
suffering an epileptic attack, the energy expands along the frequency. Based on
this observation, windows could be generated for each phenomenon, as men-
tioned above. As part of the results, the proposed volume-based methodology
was used to extract features which were then evaluated by means of classification
algorithms, where the algorithm parameters were selected experimentally; the
results are shown in Table 1, where the first column shows the windows used
and the second describes the parameters, the first parameter is the size of the
window separated by a comma from the overlapping.

Different algorithms were used in the evaluation, such as multilayer per-
ceptron (MLP), linear and polynomial support vector machines (SVM), and 3-
nearest neighbors (KNN); this are shown in columns three through six; for this,
a 5-fold cross-validation was implemented, and the results are shown in terms of
accuracy percentage, i.e., the average from both correctly classified classes. For
MLP it had two layers with 100 units each one and 200 epochs, this classifier
does not reach the highest results, although its performance reach the most with
greater than or equal to 95%. Linear SVM seems to have the best results for all
the windows, obtaining 99% with a narrow Gaussian window and overlapping.
KNN had a performance similar to linear SVM, with an accuracy of 97.7 % with
the same 99% parameter. Finally, the performance of the polynomial SVM was
not as high in relation to all windows; however, it achieved a higher accuracy
than KNN, with 98.3 % for one case with a Gaussian window.

93

Parameter Experimentation for Epileptic Seizure Detection in EEG Signals using Short-Time...

Research in Computing Science 148(9), 2019ISSN 1870-4069



Table 1 shows the highest accuracy for the Gaussian window; the character-
istics of this window make it the most balanced in terms of time-frequency reso-
lution due to the similarity of its spectrum to the window; the results were lower
for Blackman and Hanning windows, due to their characteristics, although they
are variants of the raised cosine and have a spectrum similar to their windows;
as in a Gaussian window, this result could be caused by the overlap. Finally,
the rectangular window has the lowest results; this does not mean that it is the
worst, but rather that it was not useful for this application. This experiment
was an initial phase of a complete analysis, which will be carried out in more
depth with other parameters in order explore their impact on the classification
process, adjust them to find the best classifications, and show how they influence
the feature extraction phase in a formal training process.

Table 1. Accuracy results from healthy people versus people suffering epileptic
seizures, using four different length windows and two overlapping percentages, with
four classifiers.

Window
Parameters
(size length,
ovelapping)

MLP
(%)

SVM
Linear
(%)

SVM
Polynomial

(%)

3-NN
(%)

Rectangular 64, 0 84.5 89.7 83.7 86.7

Rectangular 128, 0 88 89.3 88.3 88.3

Rectangular 64, 48 86 87.7 84.3 88.7

Rectangular 128, 96 86.5 79.6 56.6 78.3

Gaussian 64, 0 96.5 96.3 95.7 96.7

Gaussian 128, 0 94.5 94 91.3 91

Gaussian 64, 48 97 99 98.3 97.7

Gaussian 128, 96 96.6 96.6 88.3 96.3

Blackman 92.5, 0 88.3 88.3 90.7 92.3

Blackman 128, 0 90.5 91.6 86.6 88.3

Blackman 64, 48 93.5 96.7 86.6 95.7

Blackman 128, 96 95.5 88.7 75.3 90

Hanning 64, 0 93 90.3 90.7 93

Hanning 128, 0 87 91.6 89 88.7

Hanning 64, 48 95 96.6 91 95.3

Hanning 128, 96 95.5 89.3 77.3 89.3

The reported results were obtained from a general experimentation using
some STFT parameters, however, other parameters can be analysed as the en-
ergy percentage of the main lobe in relation with side lobes, and the overlap-
ping percentage; whether the parameters proposed are applied to solve another
problem the performance will depend of the feature extraction, due to the ex-
perimentation show the best results beginning with upper and lower bounds and
also the overlapping percentages that best fit the windows.
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4 Conclusions

In several works about EEG analysis, different parameters values are fixed in the
STFT but they are neither tested nor justified. From a brief theoretical analysis
and some experiments, it can be seen that these parameters are important, as
they affect the spectrogram. In particular, the width of the window and the over-
lap of the signal must be taken into account. A good choice of window could be
Blackman, Hanning, Haming, or Gaussian, due to their properties and spectral
behaviors. Gaussian window showed the best performance, and the next were
Blackman and Hanning; rectangular window was the lowest in the classification,
our experiments are based on peaks, thus, probably secondary lobes is affecting
the main lobe, which peak is obtained.

Due to the energy shown in the spectrograms, a window should probably be
proposed for each type of class, since the windows require different lengths if
energy is shown over time or frequency. In this paper, we noted that different
parameter affect spectrogram and performance, hence, these have to be selected
with a previous analysis, an experimental analysis could be not enough.

As future work, other data sets will be analyzed, since only two signals from
two classes from the epilepsy data database were analyzed in these experiments.
The experimentation in this paper for different parameters of the STFT was
very general and in future experimentation we consider to analyze the windows
with respect to spectrum, energy percentage, lobes, and other factors. The en-
ergy percentage of the main lobe with respect to the side lobes could be a good
parameter. In addition window lengths will be proposed based on the signal fre-
quencies.
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14. Şengür, A., Guo, Y., Akbulut, Y.: Time–frequency texture descriptors of eeg signals
for efficient detection of epileptic seizure. Brain Informatics 3(2), 101–108 (2016)

15. Sethares, W.A.: Rhythm and Transforms. Springer London, London (2007)
16. Siuly, S., Li, Y., Zhang, Y.: Electroencephalogram (EEG) and Its Background, pp.

3–21. Springer International Publishing, Cham (2016)

96

Ricardo Ramos-Aguilar, J. Arturo Olvera-López, Ivan Olmos-Pineda, Susana Sánchez-Urrieta, et al.

Research in Computing Science 148(9), 2019 ISSN 1870-4069



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Electronic edition 

Available online: http://www.rcs.cic.ipn.mx 

 




	Front matter
	Editorial
	Table of Contents
	Knowledge Graphs for Analyzing Thermal Comfort: A Proposal
	Analysis of Speech Separation Methods based on Deep Learning
	An Algorithm to Classify DNA Sequences of Hepatitis C Virus Based on Localized Conserved Regions and Heuristic Search
	Towards the Development of a Navigation System for a Bipedal Robot: Preliminary Analysis of the Literature
	Obstacle Detection and Trajectory Estimation in Vehicular Displacements based on Computational Vision
	Speed Bump Detection on Roads using Artificial Vision
	Parameter Experimentation for Epileptic Seizure Detection in EEG Signals using Short-Time Fourier Transform
	Back matter

