
Intelligent Learning Environments 
 

 

 

 

 

 

 



Research in Computing Science 
 

Series Editorial Board

 
 
Editors-in-Chief: 
 

Grigori Sidorov (Mexico) 
Gerhard Ritter (USA) 

Jean Serra (France) 

Ulises Cortés (Spain) 

 

 

 

 

 

 

 

 

 

Associate Editors: 
 

Jesús Angulo (France) 

Jihad El-Sana (Israel) 
Alexander Gelbukh (Mexico) 

Ioannis Kakadiaris (USA) 

Petros Maragos (Greece) 
Julian Padget (UK) 

Mateo Valero (Spain) 

 
 

Editorial Coordination: 
               Alejandra Ramos Porras 

Carlos Vizcaino Sahagún 
 

 

 

 

 

 

 

 

 

 

Research in Computing Science es una publicación trimestral, de circulación internacional, editada por el 
Centro de Investigación en Computación del IPN, para dar a conocer los avances de investigación científica 

y desarrollo tecnológico de la comunidad científica internacional. Volumen 148, No. 5, mayo de 2019. 

Certificado de Reserva de Derechos al Uso Exclusivo del Título No.: 04-2005-121611550100-102, 
expedido por el Instituto Nacional de Derecho de Autor. Certificado de Licitud de Título No. 12897, 

Certificado de licitud de Contenido No. 10470, expedidos por la Comisión Calificadora de Publicaciones y 

Revistas Ilustradas. El contenido de los artículos es responsabilidad exclusiva de sus respectivos autores. 
Queda prohibida la reproducción total o parcial, por cualquier medio, sin el permiso expreso del editor, 

excepto para uso personal o de estudio haciendo cita explícita en la primera página de cada documento. 

Distribuida por el Centro de Investigación en Computación, Av. Juan de Dios Bátiz S/N, Esq. Av. Miguel 
Othón de Mendizábal, Col. Nueva Industrial Vallejo, C.P. 07738, México, D.F. Tel. 57 29 60 00, ext. 

56571. 

 
Editor responsable: Grigori Sidorov,  RFC  SIGR651028L69 

 
Research in Computing Science is published by the Center for Computing Research of IPN. Volume 148, 

No. 5, May 2019. The authors are responsible for the contents of their articles. All rights reserved. No part 

of this publication may be reproduced, stored in a retrieval system, or transmitted, in any form or by any 
means, electronic, mechanical, photocopying, recording or otherwise, without prior permission of Centre 

for Computing Research.  

 

 

 

 

 

 

 

Volume 148(5) 
 



 

 

 

 

 

 

 

 

 

 

 

Intelligent Learning Environments 
 

 

 

María Lucia Barrón Estrada 

Ramón Zatarain Cabada 

Yasmín Hernández 

Carlos A. Reyes García (eds.) 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  
 

Instituto Politécnico Nacional, Centro de Investigación en Computación 

México 2019 



ISSN: 1870-4069 
 
Copyright © Instituto Politécnico Nacional 2019 

 

 

 
Instituto Politécnico Nacional (IPN) 

Centro de Investigación en Computación (CIC) 

Av. Juan de Dios Bátiz s/n esq. M. Othón de Mendizábal 

Unidad Profesional “Adolfo López Mateos”, Zacatenco 

07738, México D.F., México 

 
http://www.rcs.cic.ipn.mx 

http://www.ipn.mx 

http://www.cic.ipn.mx 

 
The editors and the publisher of this journal have made their best effort in 

preparing this special issue, but make no warranty of any kind, expressed or 

implied, with regard to the information contained in this volume. 

 

All rights reserved. No part of this publication may be reproduced, stored on a 

retrieval system or transmitted, in any form or by any means, including 

electronic, mechanical, photocopying, recording, or otherwise, without prior 

permission of the Instituto Politécnico Nacional, except for personal or 

classroom use provided that copies bear the full citation notice provided on 

the first page of each paper. 

 

Indexed in LATINDEX, DBLP and Periodica  

 

Electronic edition. 

 

 

 

 

 
 

 

http://www.ipn.mx/
http://www.ipn.mx/
http://www.cic.ipn.mx/


Editorial 

Artificial Intelligence (AI) is present in many aspects of our lives and Education is not 

an exception. The educational field is changing by continuously developing new 

theories and methodologies in the learning process, as well as adopting technology to 

provide personalized learning environments for each student. 

Artificial intelligence is part of many computer systems used to teach several 

topics and the learning environments are moving on providing personalized support to 

help each student in the learning process, considering previous knowledge, learning 

styles, emotions and affective states, among other characteristics of students. 

Researchers have shown that applying artificial intelligence techniques to 

educational programs, makes possible to provide software systems that students can 

use to gain knowledge and learn at their own pace in different virtual or digital 

environments.  

In this volume, we present fifteen research works that apply AI techniques to 

education in several fields of intelligent learning systems.  

At least three members of the Technical Committee reviewed each work to select 

the chapters presented in this volume. The reviewers took into account the originality, 

scientific contribution to the field, soundness and technical quality of the papers.  

We appreciate the funding provided by RedICA (Conacyt Thematic Network in 

Applied Computational Intelligence) and we thank  its members that were part of the 

Technical Committee as well as members of Mexican Society of Artificial 

Intelligence (SMIA Sociedad Mexicana de Inteligencia Artificial). Last, but not least, 

we thank Centro de Investigación en Computación-Instituto Politécnico Nacional 

(CIC-IPN) for their support in preparation of this volume. 

 

 

María Lucía Barrón Estrada 

Ramón Zatarain Cabada 

María Yasmín Hernández Pérez 

Carlos Alberto Reyes García 

May 2019 
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A Content Model based on LOM Specification 

Integrating Learning Disabilities: Toward an Adaptive 

Framework 
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Abstract. Learning disabilities can be defined as neurologically based 

processing problems that interfere with basic learning skills such as 

understanding, reading or counting, but also with higher-level skills such as 

space and time coordination. Adaptive learning systems are usually not 

designed to take into account learning disabilities, even if the need for 

enhancing support of learners with disabilities is more and more important 

within nowadays society. We first identify the set of learning disabilities to 

consider in an accessible adaptive learning system; then a content model is 

proposed integrating the matching abilities and extending a standard to ensure 

interoperability with existing solutions. Finally, a case study is presented to 

apply the proposed model in order to identify a learning object designed to 

support math skills at elementary school. 

Keywords: technology enhanced learning, LOM specification, learning 

disabilities. 

1 Introduction 

Technology Enhanced Learning (TEL) aims at supporting learning, and includes both 

educational and assistive technologies to improve access to educational tools and 

learning materials, to encourage involvement in learning activities, and to overcome 

barriers limiting the learning process [7]. Some of these barriers are the Learning 

Disabilities (LD) that can be defined as neurologically-based processing problems 

that interfere with basic learning skills such as understanding, reading or counting, 

but also with higher-level skills such as space and time coordination. 

Types of learning disabilities are considered as dyslexia, dysgraphia, dyscalculia, 

dyspraxia and non-verbal learning disabilities [5]. Learning disabilities can also 

impact one’s social relationships with family, friends or colleagues. They are all of 

different forms, but they are all learning disorders. 

Unfortunately, learning systems are usually not designed to take into account 

learning disabilities. The approach adopted to address this problem often consists in 

designing systems specifically intended to learners with LD. 

9

ISSN 1870-4069

Research in Computing Science 148(5), 2019pp. 9–16; rec. 2018-09-07; acc. 2018-10-19



One important risk of this approach is to increase social exclusion of LD learners, 

as they do not use the systems used by learners without LD. Yet other environments 

could be designed, such as adaptive systems, to adapt existing learning tools to LD 

learners and thus to enhance their feeling of belonging to the “regular” learning 

community. 

Adaptive systems are usually composed of four main models [2]: (1) the learner 

model comprises both domain-dependent and independent characteristics of the 

learner, (2) the content model describes the learning resources to ensure their 

mapping with the previous model, (3) the tutoring model includes the adaptive 

techniques while de- fining what can be adapted, and (4) the user interface model 

specify the interaction and feedback according to user needs. 

 

Fig. 1. Architectural model for a recommender system, inspired by [2]. 

Most adaptive system designed to support learning difficulties don’t give 

information about an effective use in a teaching session [4]. Then teachers spend a lot 

of time in the selection of educational application according to the learning needs of 

their students. Learning disabilities are necessary to take into account in particular at 

elementary school since they reflecting a low academic performance in the child with 

the possibility of academic desertion [3]. 

Accessibility aspects can be considered throughout different models of 

architectural of figure 1, this work focuses only in the content model in terms of 

learning objects considering learning disabilities, then the content model requires to 

offer an explicit accessibility specification; This helps a better match with the learner 

model so that adaptive techniques and algorithms can be further developed [7].  

Current work is structured in six sections, section two describes the theoretical 

background concerning the accessibility and learning object concepts. A related work 

is presented in section three. The proposal of current work is presented in the fourth 

section; it is based on standardized initiatives and extensions dedicated to the abilities 

previously identified. 

Next section presents a case study in order to give an overview of existing adaptive 

approaches regarding learners with disabilities. Finally, in section six, we sum up the 

proposal and expose the future experimentation designed to evaluate our proposals. 
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2 Theoretical Background 

This sections presents a short description of standard LOM (Learning Object 

Metadata) is made, starting from the definitions of learning object and its metadata. 

The term learning disability is also described in order to present some research well 

known in TEL literature. 

2.1 Learning Object 

In the LOM standard [6] a learning object is defined as: "any entity, digital or non-

digital, that can be used to learn, teaching or training". On the other hand, one of the 

most common and simple metadata descriptions is that they are considered as "data of 

the data", this information is mainly used to facilitate the identification, organization 

and interoperability of learning objects. In fact, the metadata is a kind of interface 

specifying main characteristics of a learning object [10]. 

Based on this definition, the metadata of learning objects can be considered as a 

document that contains structured information by categories and subcategories about 

an entity that can be used for learning and teaching purposes [6]. 

The general structure of this standard is composed of nine sections: General, Life 

Cycle, Metadata, Technical, Educational, Rights, Relation, Annotation and 

Classification, whose purpose is to allow mainly interoperability between various 

operating systems, as well as share and reuse the information in different systems or 

components, through the creation of LOM instances through XML (eXtensible 

Markup Language). Barker [1] indicates that the design and use of LOM helps us 

obtain a description that facilitates discovering, locating and acquiring learning 

resources for teachers, students and automated software processes. It also allows to 

produce and share the description of resources to adapt to the special needs of a 

community, thus controlling the vocabulary by classification and reducing the 

number of elements that are described or added from another resource description 

scheme. 

2.2  Learning Disabilities 

The term of accessibility is related to the characteristics of the environments, services 

and products, which include adaptations necessary to be available to all. The WWW 

Consortium [13] responds to this need by establishing a web accessibility initiative 

that provides extensive guidelines and recommendations on the characteristics that 

certain content must meet to make them accessible and available on various devices. 

In addition to this initiative, in the document COGA (Cognitive Accessibility User 

Research) [13], it provides information of users with learning disabilities versus 

cognitive disabilities, the objective of the description of this information is to provide 

the characteristics and difficulties in each of these problems in order to consider the 

accessibility characteristics that must be considered to offer services and technology 

for this user. 

This table is an important guide to take into account in the instructional design of 

accessible content in terms of learning object, for example a user with any learning 

disability; it is necessary to consider strategies into the content to reinforce the 
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memory disorder or visual recognition. In fact, this tables are the starting point to 

justify the accessibility concept preconized by current work. 

 

Table 1. Learning disabilities versus cognitive function according to COGA [13]. 

Learning 

Disabilities/ 

Cognitive 

Function  

Dys-

lexia 

Aph-  

asia 

Non 

Verbal 

Down 

Synd-  

rom 

Au-

tism 

Dys-

calculi

a 

Aging-

Related 

CognitiveD

ecline 

ADD 

Memory * * * * * * * * 

Executive 

Functions 
* *  * * * * * 

Reasoning TNA * * * * * *    TNA 

Attention * * * * *  * * 

Language  * *  *    

Speech 

Perception 
* * * *   *  

Understanding 

figural 

language 

NA * *    *  

Literacy * * * * *  *  

Visual 

Perception  
* * * * * * * * 

Other 

Perception 
* * * * * * * * 

Knowledge * * * * * * *  

Behavioral * * * * * NA *  

Consciousness TNA * *   NA *  

*TNA= typically not affected, NA= not affected, ADD = Attention Deficit Disorder. 

3 Related Work 

We have conducted a literature review focusing on content models that could be used 

by adaptive learning systems, to study in which extent they take into account learning 

disabilities [7]. 

Nowadays, many knowledge pools have been built to enable sharing and reuse of 

learning materials. Most of them implement the LOM [3] standard to describe the 

content they offer, which provides a controlled structure and vocabulary to expose 

details about the properties of a learning object. Since this standard has not been 

designed to support learning disabilities, several proposals emerged to integrate some 

of the facets of LD: Karampiperis and Sampson [11] proposed an application profile 

focusing on accessibility. Other approaches have been built, such as TASS [3] and 

PBAE [8], to facilitate the identification of accessible resources by considering the 

properties defined by the IMS standard, but previous works have not taken into 

account in an explicit manner the specification of learning disabilities into the 

learning object; current work represent a basis for designing a content model 

supporting learners with LD. 
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4 Content Model 

In order to allow systems to self-adapt according to the above learner model while 

preserving reuse of content stored into existing repositories, we propose a content 

model based on the LOM standard [6] and comprising a new category dedicated to 

accessibility, this expresses the level of ability required by a learner to use efficiently 

the learning resource. We propose in the figure 2 an extension for LOM specification 

for metadata of learning objects is inserting a new category called Accessibility with 

the COGA criteria described in the table 1. Then, the possible values for the field 

titled “learning disability” such as: Dyslexia, Aphasia, Non Verbal, Down Syndrome, 

Autism, Dyscalculia, Aging related Cognitive Decline, ADD (Attention Deficit 

Disorder). For the field “Cognitive function” one of values are considered: Memory, 

Executive Functions, Reasoning, Attention, Language, Speech Perception, 

Understanding figural language, Literacy, Visual Perception, Other Perception and 

Knowledge. 

 

Fig. 2. Extension of IEEE LOM as a content model considering the accessibility aspect. 

Also, to allow an adaptive learning systems to deliver alternative resources to 

learners according to their preferences, we extended the Relation category of the 

LOM standard. Indeed, this primary objective of this category is to depict the 

different kinds of relations learning resources might have between them. Therefore, to 

express the fact that a given learning material represents an alternative to a visual or 

auditory resource in a similar way of Sampson [11], we defined the new 

isvisualalternativeto/hasvisualalternative and isauditoryalternativeto 

/hasauditoryalternative kind of Relations category. Table 2 presents this information. 
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Table 2. Specification for a visual or auditory content to consider in the Relations category. 

# 
Na-
me Explanation Size Order Value space 

Data 
Type 

Exampl
e 

7 
Rel
at-
ion 

This 
category 

defines the 
relationship 
between this 

learning 
object and 

other 
learning 

objects, if 
any. 

LangStri
ng 

(Smallest 
permitte

d 
maximu
m 100 
items) 

Uno-
rde-
red 

   

7.1 
Ki-
nd 

Nature of 
the 

relationship 
between this 

learning 
object and 
the target 
learning 
object. 

1 
Uns-
peci-
fied 

isviualaltern
ativ 

to/hasvisual
alternative; 
isadtoryalter
ntivto/hasau
ditoryalterna

tive 

Voc-
abu-
lary 

(state) 

”isvisu
alaltern
ativeto/
hasvisu
alalter- 
native” 

5 Case Study 

Current proposal has applied in the following case study: a special education teacher 

needs to teach a student of eight years old under third grade of primary school. 

Dyscalculia has been the result of diagnosis conducted by the teacher, since this 

student has some difficulties for the identification and manipulation of numbers, in 

particular the child has a limited ability to grasp the concept of value of money. One 

of proposed solution by the teacher is one activity where the student gets skills to 

select, compare and buy items in a corner store.  

 

Fig. 3. User interface of learning object “La Tiendita”. 

The teacher has used an educational recommender system using the proposed 

content model to look for a learner object to support this activity, an application 

called “La Tiendita” is the answer given by the system (see figure 3). This is because 

people with dyscalculia often buying far too much or not-nearly enough because it is 

difficult for them to work out exactly how much they need. In order to design 
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personalized functionalities such as recommendations for different user types in this 

case study, the recommender system should first establish a user model to represent 

users’ profile, as well as current content model to organize and classify the resources 

accessed by users. It is possible to enrich their semantics in a similar approach of 

work [12], such models can be expressed in terms of ontology concepts.  

 

Fig. 4. Content model for the learning object “La Tiendita”. 

The proposed content model of figure 4 describes the characteristics of learning 

object “La Tiendita”, note the accessibility category is described in terms of a 

learning disability and the cognitive function where dyscalculia is the value of 

learning disability and for the field cognitive function is the reasoning and memory.  

The student has used the learning object called “La Tiendita” to select and play to 

buy scholar material such as notebooks, pencil, eraser, scissor, backpack, etc… In 

addition, the application helps to get and confirm an accurately payment in cash, in 

case of error a message is sent to user in order to give a better solution and get a 

successful result (see figure 3).  

With all this information, the teacher can use the recommender system and begin 

with the search of learning object that allow, for example, to approach visual 

perception or another cognitive function. In this sense, it is possible to illustrate the 

need to use this extension of LOM, since the keywords that the teacher uses are 

related to learning problems and cognitive functions, and it is possible to find only the 

resources related to that category or subcategories. 

6 Conclusions and Future Work 

This paper has proposed a content model in order to design adaptive learning systems 

able to take into account learners with disabilities. The proposed content model 

extends existing standardized initiatives to ensure interoperability with existing 
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solutions, and stands on the concept of learnability to consider abilities that affect the 

learning process [7]. There are several initiatives in progress as future work to 

develop the tutoring model. The adaptive rules exploit the usability features of both 

the learner and the content models to apply strategies for the identification of 

appropriate resources that can be recommended and delivered to learners according to 

their LD profile. For this, several user evaluations can be conducted in order to 

evaluate the capacity of our adaptive system to deliver pertinent resources to children 

in order to increase their reading skills; tutors of the children will be responsible for 

filling the initial profiles of learners as well as ensuring the evaluation of our 

adaptation process, whereas a repository [9,10] comprising a set of learning objects 

will be used as the source of learning content. 
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Abstract. Knowledge generation is an important asset of great eco-
nomic powers, and knowledge societies are a fundamental part in the
development of countries. Mexico is a country that is in the process
of development and improvement of its education system, according
to the Educational Reform promoted since 2012 by the Federal Gov-
ernment. We identified an area of opportunity at the undergraduate
level to help improve the writing of students, specifically in draft theses
and research proposals. This work focuses its efforts on analyzing with
natural language processing techniques the ”Methodology” section, an
important element for the development of a thesis, that helps the reader
to understand if the techniques and data used are appropriate in an
investigation. This paper proposes a Model to identify a series of steps
in such a section. In addition, preliminary results of a basic exploration
of a collected corpus are presented, pre-processing the text to generate
a representation according to Language Models. The corpus contains
documents of graduate and undergraduate levels in the computer science
and information technologies domain. The preliminary results showed
that the information extracted from the corpus serves to adequately
differentiate the methodologies of both levels.

Keywords: automated text evaluation, natural language processing,
corpus creation, language models, methodology analysis.

1 Introduction

Knowledge generation is an important asset of great economic powers, while
knowledge societies are a fundamental part in the development of countries.
Mexico is a country that is in the process of development and improvement
of its education system, as confirmed by the Educational Reform approved in
December 2012 by the Federal Government. This reform establishes that the
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State will provide the educational materials and methods, the school organiza-
tion, and the educational infrastructure for the continuous improvement and the
maximum educational achievement of the students.

One of the relevant principles in this reform is that all public and private
sectors must collaborate so that education improves and achieves a high qual-
ity4. Under the dynamics of this principle of improvement and in accordance
with the educational reform, an area of opportunity has been identified at the
undergraduate level, which includes the support in the writing of documents of
students who are finishing their educational program, specifically in documents
such as theses and research proposals.

In this paper, we present a component, part of a wider project, which seeks
to provide a series of tools to the student. Using these tools, the students
can analyze and evaluate their texts, and obtain feedback to improve their
writings [5]. In this study, we seek to analyze the element of ”Methodology”. The
methodology has steps and procedures used to develop the research which should
provide a step-by-step explanation of the aspects necessary to understand and
possibly repeat the research [8]. The methodology should include: the techniques
and procedures employed, type of research, population studied, the sample,
collection instruments and description of the selection of data, description of
the validation instrument, and a description of the statistical analysis process.

In this study, first we analyze one of the elements, specifically the sequence
of steps. This feature is implicitly related to the first point since, when showing
a procedure, it is presumed that there are a series of steps. However, in this
work, the proposed method does not analyze the content. In the following list,
we show the elements to be identified to indicate a series of steps. In addition,
we identify the actions expressed by the verbs used in the methodology, as well
as if there is a logical sequence in the use of verbs. In particular, we focus on:

– Series of steps: ordered activities to be carried out in the methodology by
applying some technique. They are not necessarily expressed by numbering.

– Verbs: words that represent the actions to be performed in the series of
steps.

– Logical sequence: The student is expected to use verbs with a hierarchical
order. Example of expected logical sequence: it would appear first the verb
”to explore” (in Spanish ”explorar”) and then the verb ”to implement” (in
Spanish ”implementar”).

The paper is structured as follows. In section 2, we present related work in
automatic writing assessment and machine learning. The collection collected and
used in the first experiments, and the proposed model to analyze a series of steps
in student theses is detailed in section 3. The results of the experimentation are
shown in section 4. In section 5, we conclude with some final remarks.

4 http://www.presidencia.gob.mx/reformaeducativa/#sobre-la-reforma
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2 Related Work

The Automated Writing Evaluation (AWE), also called Automated Essay Scor-
ing (AES), refers to the process of evaluating and scoring written text using a
computer system. This kind of system builds a scoring model by extracting lin-
guistic features (lexical, syntactic or semantic) on a specific corpus that has been
annotated by humans. For this task, researchers have used Artificial Intelligence
techniques such as natural language processing and machine learning methods.
The system can be used to directly assign the score or the quality level of a
student’s text [4]. The use of AWE systems offers students a way to improve
their writing during the document review process.

AWE systems help to reduce the review time dedicated by academic in-
structors, i.e., they are complementary tools to the reviewer’s work. Currently,
advances in AWE systems include the use of Natural Language Processing
technologies to perform the evaluation of student texts and provide feedback to
students. Under this context, the Writing Pal (WPal) system offers instructions
and practice based on game theory. The WPal system evaluates the quality of
the essay using a combination of linguistic computation and statistical models.
The authors of this system selected different linguistic properties that were used
as predictors [2]. In a similar way, our work evaluates the quality of the text but
focusing on the methodology section.

The Machine Learning approach has been used to assess student essays, with
the aim of finding the main topic and conclusion in essays [1]. The authors used
two annotators to identify the main topic and the conclusions section. Among
the features used to train the algorithm are words and phrases. For example, the
phrase ”in conclusion” is associated with the conclusions section. Another feature
considered is the position of the text. In contrast, in our corpus, we assume that
the methodology is clearly delimited by a subtitle. Our proposed method includes
sending recommendations to students to improve the methodological approach
of their project. In previous work, we have presented a system called TURET
(Tutor for the Writing of Thesis -in Spanish ”Tutor para la Redacción de Tesis”),
which analyzes the lexical richness of seven sections of a thesis, applying natural
language processing techniques [7].

In the phrase extraction approach, scientific articles similar to a thesis have
been studied. In the work of [9], a sentence extraction method was developed to
identify the most relevant phrases, which define the document and differentiate
it from other types of documents. In a similar way, our work identifies elements
that represent the methodology and capture it through a language model.

3 Method

A collection was created using the ColTyPi site, which stores theses and research
projects from the area of information technology. In Table 5, we present the
corpus extracted from ColTyPi [6].

The graduate level is composed of Doctoral and Master theses. The Under-
graduate level is composed of Bachelor and Advanced College-level Technician
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Table 1. Collection of methodology texts.

Sets Graduate Level Undergraduate Level

Train 90 56
Test 18 14
Total 108 70

(TSU) theses. The theses and research proposals of the collection have been
reviewed at some point by a review committee. ColTyPi includes texts in Spanish
in the area of Information Technologies. However, the proposed method does not
limit to thesis of this area, but it does have a qualitative cut. In Table 2, we
show an example of an item in the collection labeled by an annotator (person
with experience in reviewing thesis).

Table 2. Annotated (translated) example of Methodology Collection [Graduate Level].

Element Methodology Logical Sequence

1 To develop the proposed work, a set of steps was followed Yes
to ensure each of the objectives presented.
The following are the needs surpassed for the development
of the research:
1. To compile the Bibliographic and detailed analysis of
existing disambiguation approaches.
2. To characterize the language families and their
relationship with the Spanish language.

Table 2 shows three features that a methodology must include. The “series of
steps” in italics, the “verbs” used (in bold), and “YES” in the logical sequence
column. Observe that the methodology contains the three elements, however,
sometimes the methodology does not show a series of steps and even without a
numbering. The collection used in this study has been tagged by two annotators
with experience in reviewing theses, reaching F-scores of 0.9 and 0.89 in Set of
Steps and Verbs respectively, and Kappa of 0.46 (Moderate) in Logical Sequence.

Figure 1 shows the main components that are proposed to identify a se-
ries of steps in the Methodology section. The central part of the Analyzer is
the language model, which captures the main characteristics of the different
methodology sections in the collection. Below, we detail the components used in
the proposed method.

Transitional Devices (TD): During the corpus analysis, the use of specific
terms have been observed in the methodologies. These devices work as a con-
nection bridge between sentences. The online writing lab at Purdue University 5

identifies the following categories: add, compare, test, show an exception, show

5 https://owl.english.purdue.edu/owl/resource/574/02/
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Fig. 1. Analyzer Model “Series of steps in Methodology”.

time, repeat, emphasize, show sequence, give an example, summarize. We focus
on the ”Sequence” category, presented in Table 3.

Table 3. Transitional Devices in Methodology.

Category Transitional Devices

Sequence First, second, third, next, then, following, at this point, now, before, later
at this moment, subsequently, finally, consequently, previously

simultaneously, therefore.

For example, the cosine similarity between the two weighted term vectors of
sentences in (1) is 18.26%. In a series of steps, it is expected to find this type of
result, thus giving a series of transitions of similarity between the steps.

(1) 1. To compile the Bibliographic and detailed analysis of existing disam-
biguation approaches.
2. To characterize the language families and their relationship with the
Spanish language.

Logical Sequence of Verbs: This feature captures the order of the verbs
used in the series of steps. We used the Bloom Taxonomy , consisting of three
hierarchical models (cognitive, affective and psychomotor). We employed the
cognitive model. In the work of [3], they proposed an adapted taxonomy for the
computer tools implementation.

Part of Speech (PoS) Tagging (Term+Grammatical Category): The
grammatical position of each term within sentences captures some patterns in
the use of the terms, specifically in Methodology. For example, the use of a verb
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(possibly appearing at the beginning of sentence) that indicates the action to be
performed in the series of steps.

Language Model “Series of Steps in Methodology”: The Statisti-
cal Language Model extracts models that estimate the probability of word se-
quences. In our approach, each training element of the language model contains
the features: transition devices, cosine similarity, logical sequence of verbs and
the grammatical categories (PoS tags). The objective of the model is to capture
information that identifies a series of steps. To build the model, we employed the
SRILM 6 tool. With the trained model, we expect to evaluate new methodology
formulations of students. It is worth mentioning that each feature listed provides
a value, which is part of the vector of features that the model takes for training.

4 Results

In the first stage of development of the proposed model to identify a series of
steps, the corpus validation was carried out. This validation was with the objec-
tive of identifying if the corpus of graduate and undergraduate levels differed.
Otherwise, the corpus would not be useful to construct the language model with
the features described in Section 3. In this first experiment, we used the corpus
detailed above and the SRILM tool for the model construction.

The first step was the construction of three language models, taking into
consideration only one of the characteristics of PoS Tagging. The first model
was built using the graduate level training group consisting of 90 elements, the
second language model was built with 56 elements of the undergraduate level,
and the third group was built with 70 conclusions. The third group was created
to test the behavior of models 1 and 2 with different texts, out of the corpus of
methodologies.

Each methodology element was lemmatized, to obtain the root of the word
using the FreeLing tool. The purpose of lemmatizing is to obtain more coverage
when training the language model and minimize the burden of processing. We
employed sequences of 2, 4 and 8 terms (n-grams) for the training with a
smoothing value of 0.01 (to avoid the effect of null probabilities). The bigrams
model (two terms) achieves the best performance, having the lowest values
of perplexity. A low value of perplexity indicates that the language model is
capturing the analyzed sequences.

The model comparison was developed by evaluating the test sets in the
models, with the hypothesis that each model would better identify the test set
corresponding to its level. Figure 2 shows the results achieved when evaluating
the test groups in each model.

In Figure 2, we observe that the graduate model and the undergraduate
model have a similar performance (25 and 28 of perplexity, respectively). Be-
tween these two models, the graduate model has a lower average perplexity in
tests performed with graduate texts, while the undergraduate bigram model has

6 www.speech.sri.com
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Fig. 2. Comparison chart between bigram models.

a lower perplexity in tests with undergraduate texts. This result is expected
since each model obtained low perplexity with the sets of the same level, that
is, the models are recognizing their respective level. The third model shows
the highest average perplexity (30 and 31 of perplexity) with both graduate
and undergraduate texts, which indicates that the models can be differentiated
between the texts of each level of different texts.

In Figure 3, which shows perplexity for each undergraduate text in the test
set, we can notice that the “bigrams 3 model” (in green), obtains high values
which indicates that is not capturing the sequences as well as the “bigrams
model of undergraduate”, which achieves lower values of perplexity. Therefore,
bigrams model of undergraduate responds better to its corresponding set, that
is, of undergraduate level.

5 Conclusion

In this paper, we presented a method to evaluate the methodology section of
students writings. The results of these first experiments give us a guideline for
the development of further methods. We observed that although the distances
between the perplexity results of the models were small, they were however
consistent in the test set. Therefore, the differences found between graduate and
undergraduate groups with the n-gram language model gives evidence that in a
future stage of experimentation, the proposed model will be feasible.

During the qualitative analysis of the methodology statements of both levels,
we observed that some of them did not present a list of numbered steps, rather,
a writing in separate paragraphs. Our model expects to identify this type of
methodology statements since transitional devices are expected to be found.

Finally, in future work, we expect to develop the proposed method using
the annotated corpus to perform agreement tests between the annotators and
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Fig. 3. Comparison between models with the 14 undergraduate texts in the test set.

the analyzer. We also plan to integrate the proposed method into a TURET2.0
system to analyze and evaluate student drafts online.
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informáticas pp. 522–527 (2012)

4. Gierl, M.J., Latifi, S., Lai, H., Boulais, A.P., De Champlain, A.: Automated essay
scoring and the future of educational assessment in medical education. Medical
education 48(10), 950–962 (2014)
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Abstract. Currently, educational models face the challenge of using information 

and communication technologies (ICT) to provide their students with the 

necessary tools and required knowledge in the 21st Century. The study of 

distributed systems is increasingly its important due to the popularity of web 

applications. For this reason, we address in this paper a topic known as the 

Byzantine Generals problem, which is a topic that has boomed in recent years, 

with the emergence of Bitcoin and Blockchain. This paper presents a web tool to 

support the teaching-learning process, which is given between the teacher and 

the students. The objective of this tool is to familiarize students with notions of 

consensus algorithms. Using our didactic tool users can visualize the operation 

of the Byzantine Generals algorithm and improve their knowledge about this 

consensus case. 

Keywords: distributed systems, Web 2.0, byzantine generals, fault tolerance. 

1 Introduction 

Computer systems are already immersed in virtually all human activities. In particular, 

real-time systems are present in increasingly complex tasks and where an error can lead 

to catastrophic situations. Therefore, the fault tolerance capabilities of this type of 

systems are important for its success throughout its life cycle. Different characteristics 

of real-time systems must be converted to make them tolerant to failures, which is why 

there is a large field of research and development. 

At present, the use of large distributed systems is becoming more common. For 

example, online services on the internet, cloud computing, internet of things and 

artificial intelligence are booming. Many of these systems are distributed systems that 

need to be scalable, because they constantly add and remove nodes (servers and clients). 

Distributed systems require being tolerant to failures to guarantee the service both to 

the current nodes and to those new nodes that want to join the system [1]. In this context, 

the concept of "distributed consensus" is very important to guarantee reliability in 

the system. 

This paper presents a didactic tool to support the study of distributed consensus in 

the distributed systems. Our didactic tool simulates the case of Byzantine generals for 

different numbers of nodes with different numbers of traitor generals in order to know 

if the system can reach a consensus (agreement) [8]. 
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The rest of this paper has the following organization. Section 2 gives an overview 

about related work, while an introduction to Byzantine general algorithm is given in 

Section 3.  Design and implementation is given in Section 4. Operation and evaluation 

of our didactic tool is presented in Section 5. Paper concludes in Section 6. 

2 Related Work 

The main topics addressed in this work are two. First issue is about importance of 

information technologies for teaching-learning process and second issue is about the 

Byzantine Generals Problem. Several interactive tools can be found in the literature. 

Interactive Tools for Learning Sensor Network Basics [3] is a tool used to show the 

nodes in a network as intelligent autonomous sensors, which can measure certain 

characteristics of their environment, such as temperature, pressure, humidity, 

acceleration, etc. Wireless sensor networks [4] have a wide range of applications: 

climate monitoring, flood prevention, seismic monitoring, early detection of forest 

fires, etc. This tool is useful for master’s students interested in wireless sensor networks 

as a research topic for their thesis, but who do not know enough to make a rational 

choice. This led the authors to start implementing an easy-to-use multimedia e-learning 

course, explaining the essential aspects of sensor networks and their routing protocols. 

It has been observed that students, who have the opportunity to freely experiment 

with the systems learn faster and with more depth than those who do not have such 

opportunities. For that reason, a very simple interactive simulator that shows the 

principles of routing is included in the e-learning course. 

One of the systems in which the fault tolerance of the Byzantine generals is being 

used is the Boeing 777 aircraft (through its ARINC 659 SAFEbus network) [5]. The 

flight control system of the Boeing 777 and the Boeing 787 flight control systems, use 

tolerance to Byzantine faults. Because these are real-time systems, Byzantine fault 

tolerance solutions must have very low latency. For example, SAFEbus can achieve 

tolerance to Byzantine faults with an order of one microsecond of added latency. The 

Boeing 777 is the first com-mercial aircraft manufactured by Boeing that employs the 

fault tolerance of Byzantine generals as the primary flight control system. 

3 Byzantine Generals Algorithm 

The problem [6] is that some of the generals are traitors and have as their objective that 

the armies be defeated. Therefore, our objective is to define an algorithm that allows 

loyal generals reach a consensus on the action plan. The final decision will be by 

majority vote on the initial choices. If they tie, the decision is withdrawn. The problem 

assumes that the generals are computers and the messengers are communication 

channels. Generals may fail, but not messengers. The requirements to obtain consensus 

are: 

 Termination: all non-defective processes must decide [2].  

 Agreement: the final decision of each non-defective process must be identical. 
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 Validity: if every non-defective process starts with the same value (V), its final 

decision must be (V). 

The problem of the Byzantine generals is frequently referred in the failure tolerance, 

and it is also known as a Byzantine problem. Lamport et al. [2,7] demonstrated that in 

a system with k defective processes, consensus can be achieved only if 2k + 1 processes 

are functioning correctly, for a total of 3k + 1 processes. 

3.1 Case with Three Generals 

Figure 1 shows the basic example of Byzantine Generals problem. This scenario 

consists of three generals, which are represented in a hierarchical way. There is a 

commander (there can only be one) who sends the orders to the general lieutenants that 

in this first case we have two lieutenants. We note that the generals with the rank of 

lieutenant cannot send messages to the commander or return those received, because 

the final agreement is carried only with the generals of the same rank as lieutenants and 

only if they are loyal generals. In this scenario, three nodes are shown as loyal generals. 

We see that the general who has the commander hierarchy is who sends the message to 

the other lieutenants in this case Lieutenant1 and Lieutenant2. The messages that the 

commander sends are “Attack” given that the commander is a loyal general. 

 

Fig. 1. Basic model of the Byzantine generals. 

Consequently, Lieutenant generals send messages to each other because, as 

previously explained, the Lieutenant generals cannot communicate with a superior 

general. Lieutenant1 sends Lieutenant2 the message received by the Commander and 

consequently Lieutenant2 sends Lieutenant1 the message he received. In this scenario 

it is assumed that all generals are loyal. 

As shown in Figure 1 we have the base case which consists in that all generals are 

loyal. The general who will be responsible for deciding if consensus is reached will be 

one of the loyal lieutenants, never a traitor general will have that responsibility to make 

the decision final in this case can be both Lieutenant1 and Lieutenant2 since both are 

loyal. After receiving the message from the commander and the lieutenants have 

finished sending their messages, an evaluation is made of how many are in favor of 

attacking and how many in favor of retreat and depending on the results of those 

messages will be how an agreement is reached. In this case, we have that the 

Lieutenant1 will receive the message from the commander who has sent a message to 
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“Attack” and the other from the Lieutenant2 who in turn also sends the “Attack” 

message, resulting in the Lieutenant1 reaching an agreement to attack.  

Now, we analyze what happen when we have a traitor general in the group. Figure 

2 shows this scenario. Communication between generals is same and the hierarchy of 

them is also maintained, the only variant in the scheme is the traitor node. The 

Commander sends the message “Attack” to the two Lieutenants, but here we see that 

one of them is a traitor in this case the Lieutenant2.  Both lieutenants have already 

received the message. Then, both nodes exchange its messages together. Lieutenant1 

as a loyal general sends the message “Attack” received from the Commander. However, 

Lieutenant2 is a traitor, then this general changes the message received from the 

Commander and sends a false message (“Retreat”) to Lieutenant1. In this scenario, each 

Lieutenant receive two messages, one from Commander and the other from another 

Lieutenant. We can see that Lieutenant 1 receives from Commander the order to 

“Attack”, while from the traitor Lieutenant receives the order “Retreat”, resulting in a 

tie. In this case is not possible to reach an agreement between the nodes. Then, we will 

analyze a case with four nodes. 

Fig. 2. Case three generals with a traitor (consensus is not possible). 

3.2 Case with Four Generals 

In this scenario, we have four nodes, the hierarchy always remains. Now, there are three 

Lieutenant generals and a Commander. Commander sends the message (attack) 

correctly to each of the lieutenants, and after this each lieutenant communicates this 

message to each other. Thus, Lieutenant1 sends to Lieutenant2 and Lieutenant3 the 

message “attack” received from the commander. Lieutenant2 and Lieutenant3 performs 

similar operation. In this case, there is no problem in reaching a consensus. Now, we 

analyze what happen when we have a traitor general in the group. The analysis is carried 

out in parts in order to understand well if consensus is reached or not. In the first part, 

the Commander sends the “Attack” message correctly to the three Lieutenants, as we 

can see in Figure 3. However, Lieutenant3 is traitor. Thus, Lieutenant1 and Lieutenant2 

forward the message to the other two lieutenants as it was received from the 

commander, but Lieutenant3 changes the “Attack” message received form the 

Commander and sends a “Retreat” message to Lieutenant1 and Lieutenant2.  Each 

Lieutenant must take a decision based on the number of messages received. For 

example, Lieutenant1 receives three messages, one from the Commander and two from 

the Lieutenants, but one of them is incorrect. Lieutenant1 has two “attack” messages 

and a “Retreat” message (from traitor general), so as the majority of messages are 

“Attack”, then the consensus is carried out to attack. A similar way is for Lieutenant2. 

We can see that Commander, Lieutenant1 and Lientenant2 can reach a consensus.  
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Fig. 3. Communication of the four generals and evaluation (consensus is possible). 

4 Design and Implementation 

This section gives a briefly description about design and implementation of our web 

tool. Figure 4 shows a sequence diagram which describes our system for different types 

of users: a student, a teacher and a general user. Users can see the options shown in the 

menu and they can choose one of those. In start section a brief description of the origin 

of this problem is shown. In problem section an explanation about algorithm operation 

is presented. Finally, in algorithm part we find the Byzantine general model. There each 

user can perform tests, and analyze the results.  

Fig. 4. Sequence diagram. 

To implement our design, we are used several programming tools such as JavaScript 

(Vis.js library), HTML and CSS. Our implementation considers the following tasks 

 Draw function. This function creates the array that will contain the nodes, and 

these are assigned values to each of the variables, which will be as these are 

identified in the program. 
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 Commander and Lieutenant Node. After having created the node to which we 

are going to connect our other generals, we create our Lieutenants. We use a 

“FOR” cycle to perform the evaluation according to the number of Lieutenants 

requested by the user. Once nodes have been created, the connection is made 

with each one of them. We need to avoid overlapping or some inconvenience in 

the program. 

 Restrictions. In order to program works according with the base formula, it was 

necessary to make the restriction indicated from design, which is the maximum 

number of traitors that can be in each of the scenarios. 

 Check function helps to the user to know the maximum of traitor generals that 

can be introduced to reach an agreement to attack. This message informs to a 

user the maximum number of traitor generals to have a consensus of “Attack”, 

but if the user decides to enter another amount the program does not restrict 

doing this. 

5 Operation and Evaluation 

To evaluate our web tool, we organized its operation in three parts: 

1. Start. In this section a detailed description of the algorithm is made as well as the 

analysis of the equation. The base cases that were analyzed in the project are 

proposed too.  Figure 5 shows this scenario.  

 

Fig. 5. A part of home section of our web page. 

2. Issue. Figure 6 shows the part where the user analyzes the algorithm of the 

problem, similar to the analysis made in Section 3.  

3. Algorithm is the graphic and interactive part that the user can see. Figure 7 gives 

an example about the program that indicates the maximum amount of traitor 

generals that the user can enter. It should be noted that this does not limit the user 

to enter more, if not, which is a suggestion for the user to obtain a consensus to 

attack. 
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Fig. 6. Description of the problem to be retreated.  

 

Fig. 7. Selection of traitorous nodes and suggestion. 

The user has the option to choose the number of generals to be shown on the 

platform. A user can also choose how many traitor nodes must appear and at the end of 

the evaluation a table with the final result is shown. We can see in Figure 8 that result 

is "CONSENSUS ATTACK". When many nodes are evaluated a graphical 

representation becomes complex, and our tool uses a table with status of all participant 

nodes to deal with this problem.  

Fig. 8. An example for four generals using our didactic tool. 
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6 Conclusions 

This paper presents a didactic tool to help understand the distributed consensus, in 

particular, the Byzantine Generals problem. In addition, we tested the use ICT as 

facilitator in the teaching process for the new generations of students who are now more 

familiar with new devices to access information in Internet. We hope that our didactic 

tool also helps to disperse the knowledge of a simpler and cheaper way to those places 

where is difficult to acquire a large number of books. Our didactic tool has had a good 

acceptance in our academic community because it solves the Byzantine Generals 

problem of a graphical an interactive way. We think that with the growth of the Internet 

this type of didactic tools will be very important in the teaching/learning process. As 

future work, we plan to add a database to our didactic tool in order to storage 

information about user experience (UX). In such a way that using artificial intelligence 

techniques we could increase emphasis on knowledge representation as an activity 

within a perceptual space and organized by social interactions. 
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Abstract. Artificial intelligence is a fundamental part of our life today. An 

example is the simulators integrated by intelligent virtual characters that serve 

as instructors in interactive environments where no matter the place and time, 

people can take a class and even train in a video game. These virtual agents 

require a corpus of phrases to have a dialogue similar to that of a human being. 

This article describes an investigation of the types of speech acts immersed in 

an interactive dialogue. They describe the most relevant characteristics for an 

educational environment, such as the type of phrase, the function it performs, 

its meaning, etc., thus discarding those that do not belong to this environment. 

The main objective is to develop a specific corpus of phrases for an intelligent 

virtual agent belonging to a serious game for learning purposes used as an 

interactive learning environment. 

Keywords: speech acts, intelligent learning environments, intelligent virtual 

agent, corpus, BDI architecture. 

1 Introduction 

Currently we can find very advanced technology based on artificial intelligence, 

which tries to emulate human behavior through machines, achieving satisfactory 

objectives in various fields, such as industrial, health, military, education, among 

others. In these fields, the so-called intelligent learning environments are developed, 

which are simulated environments with a problem to be solved, which are able to 

interact or communicate with various systems through the Internet. Technologies 

through the web give way to interact with other users and in the same way with 

instructors or agents, who assist and monitor learning. 

Smart agents are a fundamental part of this technology, often serve to guide users 

within the system. Its application is increasing, since as time goes by, new 

improvements are made in its development and operation, getting closer and closer to 

its purpose, which is to achieve an entity as intelligent as possible. For this, it is 

necessary to improve the answers that the agent issues in his dialogue with the user, 

which leads us to analyze each phrase belonging to a corpus of available phrases to 

establish an interactive communication. This is where the theory of speech acts 
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intervenes, since they can be used to classify sentences and select the most 

appropriate to generate a coherent and natural response. 

2 State of the Art 

Below are some works related to the development of a corpus, the main theme of this 

article, which helped to prepare it, contributing ideas or comparing its development. 

Úbeda [1] presents a collection of recordings to analyze and generate a corpus 

suitable to the objective that is, from an oral corpus, to describe the manifestation of 

the use of language in a situation, through its constant and frequent cognitive 

premises. Although the objective is different from that of this work, the idea that 

record a real dialogue in the study environment is retaken to analyze each phrase 

used. 

In Casacuberta et al. [2] three different corpus are designed and constructed, the 

first with phonetically balanced sentences, the second with sentences corresponding to 

a task of consulting a geographic database and the third of speech produced in adverse 

conditions. For the research carried out in this work, the corresponding corpus 

classification would be the second, since it is intended to generate a specific corpus 

for an educational environment, which will help the selection of phrases. 

The proposed methodology is based in the analysis of speech acts, similarly as it is 

developed in Torralvo [3] which focuses on finding the conversational, syntactic and 

pragmatic characteristics that are repeated in several dialogue recordings. With this, it 

is established a set of models that can serve as a guide in the construction of an 

automatic system capable of interacting with a human speaker.  

3 Background 

This section defines the following concepts: 1) Intelligent Learning Environment; 2) 

Virtual Agents; and 3) Theory of Speech Acts. Knowing these concepts will guide the 

reader through the understanding of the fundamental parts that indicates what type of 

agent is used, and why, in a dialogue inside a learning environment that be similar to 

that of a human being. 

3.1 Virtual Agents in Intelligent Learning Environments 

According to Hwang [4], Intelligent Learning Environments (ILE) are learning 

environments supported by technology. They make adaptations and provide adequate 

support with intelligent detection and recommendation technology in the right places 

at the right time. According to the individual needs of each student, the environments 

are determined through the analysis of their learning behaviors, their trajectory of 

performance and the online and real-world contexts, and composed by the resources 

that are provided or accessed, downloaded, read or elaborated. 

According to Ros [5], ILE systems aim to help students learn even when doing 

other activities. They are the teacher friends, which look for opportunities to advise 

the student in their daily life taking into account their needs and preferences. 
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Within the ILE you can find instructors that serve as a guide to the student, which 

can be represented by virtual agents with a specific architecture and function 

(e.g. [6,7]). 

An intelligent agent can be physical, like a robot, or virtual, like a computer 

program with which you can interact. The study in this article is related exclusively 

with intelligent virtual agents (IVA). This research specifically pursues the provision 

of an infrastructure to generate a coherent and natural interactive dialogue for 

intelligent virtual agents. 

There are several types of intelligent virtual agents, classified mainly depending on 

their architecture, which is the internal structure that determines the mechanisms that 

an agent uses to react to stimuli. 

According to Iglesias [8], the architectures of the agents can be classified into 

deliberative architectures and reactive architectures. The deliberative architectures 

follow the current of the symbolic artificial intelligent, which is based on the 

hypothesis of the physical-symbol systems enunciated by Newell y Simons [9], 

according to which a system of physical symbols capable of manipulating symbolic 

structures can exhibit intelligent behavior. In order to work at Newell's level of 

knowledge, our problem will be how to describe the objectives and means of 

satisfying them, and how to translate the level of knowledge to the symbolic level. 

In this case we have selected an agent with BDI architecture (with Beliefs, Desires 

and Intentions) aka deliberative agents, that besides being very intelligent agents 

(mainly in their interaction with the user), they also contain variables for the selection 

of the dialogue that will help with the characterization of the sentences. 

A BDI agent architecture must offer responses according to the program in 

function. To achieve this goal, the agent must be able to express itself through 

specific speech acts. 

3.2 Theory of Speech Acts for the Generation of Interactive Dialogue 

According to Lozano [10], the first theory of speech acts was proposed by J. L. Austin 

in 1962. This theory basically states that, in saying one thing, another was also done 

besides the simple act of saying it, such as asking or promising, among others. Later, 

in 1990, Searle deepened the subject by perfecting Austin's theory of speech acts, and 

made an extension of the analysis of it. 

Austin [11] identified three different acts when making a sentence. Such acts are 

discussed as follows:  

a. Locutionary act: the act of utterance a sentence with a certain meaning or 

reference.  

b. Illocutionary act: the communicative force that accompanies a sentence, 

such as asking, questioning and promising, among others.  

c. Perlocutionary act: the effect on the receiver, either on their feelings, 

thoughts or actions.  

Also, speech acts can be divided into two types according to Austin [11]: direct 

acts, and indirect acts. The direct acts are those statements in which the sequence and 

illocutive aspect coincide, that is, the intention is expressed directly. The indirect acts 
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are those phrases in which the sequence and illocutive aspect do not coincide, 

therefore the purpose of the sentence is different from what is expressed directly. 

Searle [12] proposes as classification of the illocutionary acts the assertions, 

directions, commissions, expressions, and declarations.  

In the acts of assertion, the intention of the speaker is to express to the receiver 

how things are, the correspondence address is of words to the world; the condition of 

sincerity, that is, the one that expresses the psychological state of the speaker in 

carrying out the speech act, is to believe that the proposition is true. 

In the acts of direction, the intention of the speaker is to make the receiver do 

something. The correspondence address is from the world to the words; the condition 

of sincerity is desire. 

In the commission acts, the speaker's intention is to commit to a future act. The 

correspondence address is from the world to the words and the condition of sincerity 

is the intention. 

In the acts of expression, the intention of the speaker is to express their feelings 

and attitudes. There is no correspondence address, since, when performing an act of 

this type, the speaker will try to make the correspondence address from the world to 

the words or vice versa. 

In the declaration acts, the speaker's intention is to cause a change in the world 

through the statements that she/he utters. The correspondence address can be from the 

world to the words or the other way around, there is no condition of sincerity. For a 

better understanding of the classification provided by Searle, Table 1 presents 

examples of each type of illocutionary act that has been taken from Alanis [13]. 

Table 1. Types of illocutionary acts. 

Ty pe   Exa mple  

Assertive statements, claims, hypothesis, descriptions, explanations, and reports 

Commissive promises, vows, oaths, offers, or threats  

Directive suggestions, challenges, requests, questions, orders, and mandates 

Declarative baptize, bids, blessings, name, inaugurate, and dismiss 

Expressive apologies, complaints, congratulations, thanks, deplores, and condolences 

 

Based on the analysis of definitions of types of speech acts, it was identified that it 

is necessary to have a database or corpus of phrases, where the possible answers are 

stored, which is a fundamental part of this project for the good functioning of the 

system. 

In the field of linguistics, according to Torruella [14], the word corpus is a 

somewhat ambiguous word, and it is currently used in a general sense to refer to any 

type of compilation of texts. Then the appropriate corpus will be made to classify 

according to the speech acts previously seen. The following section presents the 

proposed methodology that should be followed to accomplish such task. 

4 Methodology 

The methodology proposed for the creation of a corpus consists of four stages: 1) 

Obtaining the dialogue; 2) Obtaining the sentences; 3) Analysis and classification of 

sentences; and, 4) Generation of the specific corpus. 
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In stage 1, a dialogue was collected as an example of a real conversation in an 

educational environment, for its use in the analysis. At this point, Google's ListNote 

application [15] was used to record the phrases of the conversation, from a 

questionnaire given by a teacher to his student. 

In stage 2, with the written dialogue, we proceeded to pass it to a file where each of 

the sentences was broken down, eliminating errors when recording and completing 

some words, which many times, due to the low tone of voice, the application does not 

reach to distinguish. 

In stage 3, once the necessary sentences were collected, each one was analyzed and 

classified through speech acts previously investigated, and with this, selecting the 

most appropriate for an intelligent virtual agent to serve as an instructor in the 

educational environment. 

In stage 4, the selected phrases are finally collected for the creation of the corpus, 

which will serve as the speech acts of a conversational virtual agent in an ILE. 

5 Results 

In this section,we present results obtained for the application of a methodology for the 

creation of a specific corpus, proposed in this work. 

The first stage was the obtaining of dialogue, in this case, so that the dialogue was 

real, some mentioned phrases were recorded in an educational environment, where the 

instructor is a teacher and the user is a student of the basic math material. The 

dialogue consists of 29 sentences with 435 words. Below is a part of the dialogue 

obtained: 

"Hello, good afternoon. How can I serve you seriously extra? Good afternoon? I have the 

doubt in this problem, you are in love, and you do not pay attention to the class. Hehe, not the 

teacher as I believe I want to know what it is What operation is the one that I will solve first to 
be able to continue passions is a equation ma of fractions with multiplication of fractions with 

square roots okay To begin what is your first doubt for the next thing you need law of order 

you know what is the law of order roots multiplication with exponents and root then here I am 
going to draw what is the root of 9 and under the same the whole problem and now where do I 

have the root I put in what is the 3 What is the square root 9 " 

The second stage proposed in the methodology was obtaining the sentences, where 

the sentences of the dialogue are separated to give them order and clarity, so that we 

can work with each one of them. The dialogue is not very clear in some sections, or 

the words appear incomplete, since the application cannot clearly understand them 

when the dialogue is performed with low voice. 

Once the sentences were separated, it proceeds with the identification of the actor 

involved with each of them; the results from such task are shown in Table 2. There, 

the actors identified were the student and the Professor involve in the dialogue 

derived from the case of study. 

The main idea under the case of study is to represent through an IVA, the speech 

act of instructor in an educational environment. The IVA must act as a teacher in such 

a way that it incorporates a direct, serious and firm character in its speech such that it 

maintains the order within a class room. To achieve this purpose, the third stage of the 

methodology analyze each sentence shown in Table 2 in order to describe and classify 

it according to the revised speech acts theory. 
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Table 2. Dialog phrases. 

Acto r  Phra ses  

Professor Hello good afternoon, How can I serve you? 

Student Good afternoon, I have a doubt in a problem 

Professor Surely you are in love, and do not pay attention in class. 

Student Hehe, not master as he believes 

Professor What kind of operation do you want to solve? 

Student It is an equation of fractions with multiplication of fractions and square roots 

Professor Okay To begin what is your first doubt 

Student Where to start if the problem is 5 (1/4) + (2/3) -√9 

Professor For the following you need law of order, do you know what the law of order is? 

Student 
Yes, first the roots and exponent are solved, then multiplication and divisions and 

at the end, addition and subtraction. So here I'm going to take root first of 9? 

 

Table 3 summarizes the results obtained from this step. In column 2 are shown the 

sentences from the dialog that corresponds to its locutionary act. Column 3 shows the 

description obtained from analyzing the intentions in the locutionary act, which were 

obtained by interpreting the real intentions of the subject of study (i.e. the teacher). 

Column 4 shows the description obtained from analyzing the real effect of the 

locutionary act, which was obtained through the examination of the sequences of 

statements and the impact among the interlocutors. Columns 5 and 6 presents the 

classification according to the type of speech acts (TSA) and the type of illocutionary 

act (TIA); this classification is derived from the comparison among the concordance 

among the illocutionary, and perlocutionary acts. 

Let us point out that those that do not comply with the overall purpose of the 

dialogue and the context are highlighted in bold. 

Finally, in the stage four it is generated the specific corpus. After having classified 

the sentences, it was determined that the speech acts need the direct type, since the 

direct phrases are very clear and do not hide another meaning in the sentence, so the 

agent would be understood easily which is one of the purposes. Also, an agent must 

use the directive illocutionary act type, since, like any instructor, the user must be 

questioned, guided and given instructions. 

In the case of the study the other interlocutor besides the instructor is a student; this 

situation obligates an instructor to be firm and consistent in his/her dialogue in order 

that the student achieve his/her goals. 

The phrases that were eliminated are of the indirect type. They do not comply with 

the formal behavior of an instructor. In order that an IVA succeed it cannot be 

assumed on its design that there is trust from the students at the beginning, or that the 

agent has prior knowledge of their life, without that information an indirect speech act 

is impossible. 

Once the sentences that do not correspond have been eliminated, the final corpus 

will have the selected phrases shown in Table 4. It should be mentioned, as in the 

previous examples, that only a small part of the entire dialogue is being integrated. 

Let us observe it is desirable to organize the phrases on the corpus according to an 

expected characterization that are suitable for the specific application of an IVA in 

a ILE. This way it is possible to progress in the automation of the dialogue generation 

used in interactions with human beings. 
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Table 3. Analysis of sentences. 

# Locutionary Illocutionary Perlocutionary TSA TIA 

1 
Hello good afternoon, 

How can I serve you? 

Say hello and ask 

what you can do 

He is greeted and 

receives service 
Direct Directive 

2 
Good afternoon, I have a 
doubt in a problem 

Say hello and 

declare a doubt a 

problem 

Corresponding 

greeting and 

declares the doubt 

Direct Directive 

3 

Surely you are in love, 

and do not pay attention 

in class. 

It means that he 

is distracted and 

does not pay 

attention 

He's joking to 

break the ice 
Indirect 

Declarativ

e 

4 
Hehe, not master as he 

believes 

Laughs to be 

nice and denies 

being distracted 

The joke 

corresponds 
Indirect Expressive 

5 
What kind of operation do 

you want to solve? 

Ask about the 

type of operation 

Ask about the type 

of operation 
Direct Directive 

6 

It is an equation of 

fractions with 

multiplication of fractions 
and square roots 

Describe the type 

of equation 

Describe the type 

of equation 
Direct Directive 

7 
Okay To begin what is 

your first doubt 

Ask for the first 

doubt 

Ask for the first 

doubt 
Direct Directive 

8 

Where to start if the 

problem is 5 (1/4) + (2/3) 

-√9 

Do not know 

where to start and 
declare the 

problem 

Do not know 

where to start and 
declare the 

problem 

Direct Directive 

9 

For the following you 
need law of order, do you 

know what the law of 

order is? 

Explain what you 

need and ask if 
you know 

Explain what you 

need and want to 
know if you know 

Direct Directive 

10 

Yes, first the roots and 

exponent are solved, then 
multiplication and 

divisions and at the end, 

addition and subtraction. 
So here I'm going to take 

root first of 9? 

Explain the law 

of order and ask 

if it's okay as it 

starts 

Explain to check 

what you know 

and ask if it's okay 

Direct Directive 

Table 4. Corpus of selected phrases used by professors or students in ILE. 

Acto r  Corpus of phrases 

Professor Hello good afternoon, How can I serve you? 

Professor What kind of operation do you want to solve? 

Professor Okay To begin what is your first doubt 

Professor For the following you need law of order, do you know what the law of order is? 

Student Good afternoon, I have a doubt in a problem 

Student It is an equation of fractions with multiplication of fractions and square roots 

Student Where to start if the problem is 5 (1/4) + (2/3) -√9 

Student 
Yes, first the roots and exponent are solved, then multiplication and divisions and at 
the end, addition and subtraction. So here I'm going to take root first of 9? 

6 Conclusion and Future Works 

This research work proposes a speech acts approach to analyze the dialogue from a 

specific context to generate corpus of phrases. For the elaboration of the specific 
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corpus, a methodological application was made to analyze sentences of a real 

dialogue, through speech acts, which led to classifying the sentences and selecting 

only those that fulfilled the function of a teacher and a student. The case of study to 

test the proposed methodology was a learning environment. 

Specific phrases were selected for an intelligent learning environment, focused on 

education, through the analysis of speech acts, creating a guide for the conformation 

of a specific corpus. The results shown that it is possible to eliminate redundant or 

unnecessary phrases from a dialogue in a specific context. Also, it was possible to 

characterize the sentences involved in the dialogue according to speech act theory.  

From here a broader study can be made with more dialogues to analyze and shape 

the corpus suitable for the instructor agent. It also leaves a previous work for the 

characterization of the phrases using the BDI architecture, with this the agent will be 

able to select the best answer for the user. 
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Abstract. This article presents a process to build ontologies for the educational 

and military domains focused on the representation of knowledge in Mexican 

institutions. The Mexican context is represented by the structure of these 

institutions, their teaching modalities and considering the educational strategies 

to enable students to achieve good cognitive and formative levels. The ontologies 

are used by individuals of the Military Education System as training tools. The 

article includes the description of some tests for ontology evaluation. The 

preliminary results show that these tools are acceptable for potential users.  

 

Keywords: knowledge model, ontology, education, military. 

1 Introduction 

The Semantic Web is an extension of the current web, which has a structure that enables 

to express the content of pages or documents so that computers can understand and 

process them, this fact facilitates interaction between computers and users [1]. To make 

this possible, we need knowledge models (ontologies), descriptions of resources; as 

well as management languages and knowledge representation techniques.  

In particular, ontologies can have different purposes, among which stand out: the 

publication of information according to a knowledge model, the exchange of 

information between applications, the disambiguation of concepts, the inference of 

knowledge and the description of vocabularies [2,3]. 

In recent years, multiple ontologies have emerged in different fields of knowledge 

ranging from Physics to Social Sciences [4]; however, the adaptation of ontologies in 

particular domains is a common task due to the need of covering specific domains, that 

means that although reutilization is recommendable, often only general concepts are 

maintained.  

This article presents the construction of two ontologies: an educational and a military 

ontology focused on the representation of knowledge in Mexican institutions. The 

Mexican context is represented by the structure of these institutions, their teaching 
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modalities and considering the educational strategies to enable students to achieve good 

cognitive and formative levels. These ontologies are used by individuals of the Military 

Education System as training tools, they are also part of the MIIDAS prototype, which 

is a proposal for the integration of educational resources managed through semantic 

technologies [5]. 

The rest of the article is structured as follows: Section II presents some concepts 

about ontologies. Section III presents a review of the ontologies developed in the 

educational and military domain. Section IV explains the process of building both 

ontologies. Section V shows preliminary results of ontologies’ evaluation. Finally, 

conclusions and future work are presented in Section VI. 

2 Theoretical and Explanatory Framework 

The theoretical perspective of this work involves the topic of ontologies, which we 

describe below. 

Ontologies can be conceived as an explicit and formal specification of a shared 

conceptualization [14].  From this definition, it can be said that the specification refers 

to the selection of a particular domain, the explicit refers to the concepts used in the 

ontology and the restrictions for its use that must be clearly defined, the formal 

describes the use of comprehensible syntax for computers, the conceptualization points 

to the representation of knowledge and shared refers to the consensus by domain 

experts [15]. 

According to [16], the main elements of ontology are: class (concepts), properties 

(relationships), and individuals (instances). Classes are real-world objects, which can 

be grouped with elements that have similar characteristics; these classes are the base 

element of ontology and describe the concepts of a specific domain. The properties are 

relationships and serve to describe relevant features of the entities; these can be of three 

types: object, data or annotation. Individuals are elements which belong to a 

specific class. 

OWL (Ontology Web Language) is the standard language of the Semantic Web to 

express and codify ontologies [17], this language is based on descriptive logics. OWL 

language is composed of three sublanguages with different levels of expressivity, these 

are: 1) OWL-Lite for those cases that need a hierarchical classification and simple 

restrictions, 2) OWL-DL for those cases that require great expressiveness and a 

computability guaranteed and 3) OWL-Full for those cases that require maximum 

expressiveness and complete syntactic freedom; but without guarantee of complete 

computability. OWL also uses special software modules, called reasoners, that can 

make inferences and to check logic consistency into the knowledge base of ontologies. 

3 Related Work 

In this section, we present some ontologies that have been developed for the educational 

and military domains, the purpose is to review the concepts that can be adopted by our 

own ontologies for knowledge reuse.  
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An ontology that represents a knowledge model which establishes the relationships 

between the requirements of the labor markets and the content of the work plans is 

presented in [6], the ontology is studied during a given training program. In the article 

[7] describes domain and pedagogical ontologies which together help to enable the 

search, visualization and navigation of learning objects in Science of the Earth and 

Geography areas. Curriculum Ontology [8] is an ontology proposed by the UK public 

radio and television service, which aims to provide data models and vocabularies to 

describe national curricula in the same country. 

In the HERO ontology (Higher Education Reference Ontology) [9] several general 

aspects of the domain of a university are described, such as the organizational structure, 

personal (academic and administrative), roles (teaching and research) and even 

incomings. 

Regarding ontologies in the military domain, the following stand out: the C2 

ontology [10], this exposes a knowledge model that specifies military command and 

control concepts of the Department of Defense of the United States. 

The military ontology Muninn [11] defines classes and properties of military history. 

The article [12] describes the implementation of an ontology as a basis for the 

intelligent information system of the tactical command of the army of Korea. The 

THOR ontology [13] provides a vocabulary to describe and request the content 

generated by the combatant. 

As summary, the related works shows diverse ontologies from different 

perspectives, however, they do not consider the features of the Mexican context. That 

represents the organization of educational institutions in Mexico, their educational 

approaches, the teaching modalities and strategies used to achieve cognitive and 

formative levels of individuals of the Mexican Military Education System. 

4 Building Ontologies 

For the building of the ontologies Methodology 101 [18] was used, proposed by 

Stanford University, which consists of 7 phases, these phases are: 1) Determine the 

domain and scope of the ontology, 2) Reuse existing ontologies, 3) List important terms 

for the ontology, 4) Define classes and their hierarchy, 5) Define the properties of the 

classes: slots, 6) Define the facets of the slots and 7) Create instances or individuals. 

4.1 Building Phases for the Educational and Military Ontology 

Before building the ontologies it is necessary to define the domain and the scope of 

these, in order to determine it, it is essential to ask the competency questions. Table 1 

shows the different competency questions for each one of the ontologies. 

Once the competency questions have been formulated, the scope of the ontologies 

can be established. Table 2 shows its respective scope. 

After analyzing the scope of the ontologies it is necessary to list the important terms; 

as well as defining its hierarchy. For the educational ontology, we worked with experts 

in education and pedagogy that helped to obtain the significant terms. 
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Table 1. Competency questions for educational and military ontologies. (Source: own research). 

Ontology Competency questions 

Educational 

-What kind of educational approach do Universidad Autónoma 

Metropolitana, Unidad Iztapalapa (UAMI) and Escuela Militar de 

Ingenieros (EMI) use? 

- What are the didactic strategies established at the UAMI and the EMI? 

-What are teaching strategies are used to achieve cognitive and formative 

levels? 

-What are the test instruments used by the EMI? 

Military 

-What is the Plan of Assistance to the Civil Population in Cases of 

Disaster (DN-III-E)? 

-What are the values promoted by the Military Education System? 

-What is the responsibility of a captain? 

-What is a duty in the military field? 

 

Table 2. The scope of the educational and military ontologies. (Source: own research). 

Ontology Scope 

Educational 

The ontology should describe several aspects of Mexican educational 

institutions, such as their structure, their teaching modalities, the educational 

strategies to achieve a cognitive and formative level in the students; as well as 

the evaluation instruments used. 

Military 

The ontology should describe the terminology used in the different subjects for 

the training of military personnel in the various curricula of the Military 

Education System. 

 

Regarding the Military domain ontology, the taxonomy of concepts and their 

definitions were obtained by reviewing documents that belong to the Military 

Educational System. Figure 1 shows the hierarchy of classes of both ontologies. 

Hierarchy classes 

Educational ontology Military ontology 

 
 

Fig. 1. Hierarchy classes of the educational and military ontology. (Source: own research). 
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Table 3. Object properties of the educational ontology. (Source: own research). 

Property I F T S R Domain Range 

tieneProgEstudio Y N N N N Educational 

institution 

(EI) 

Degree 

program 

perteneceA Y N N N N Degree 

program 

EI 

tieneMateria N N N N N Degree 

program 

Subject 

tieneEstiloAprendizaje Y N N N N Learning 

Style Model 

Learning style 

perteneceAModelo Y N N N N Learning style Learning 

Style Model 

estableceEstrategiaApre N N N N N EI Learning 

strategy 

Symbology 

Y: Yes    N: Not 

I: Inverse     F: Functional     T: Transitive     S: Symmetric     R: Reflexive 

 

In summary, the educational ontology has 22 classes, 15 object properties, 18 data 

properties and 22 annotations. The military ontology has 284 classes and their 

corresponding annotations. Protégé editor was used to build the ontologies; they are 

implemented in OWL version 2 language.  

5 Ontologies Evaluation 

The quality of the built ontologies was estimated by considering three aspects: 

structural evaluation, functional evaluation and usability. These aspects were tested as 

follows. 

5.1 Structural Evaluation  

The structural evaluation consists of analyzing the logical structure of the ontology. 

Three different reasoners were used to verify the logical consistency as well as the 

redundancy of information, they were FaCT ++ [19], Pellet [20] and HermiT [21], all 

of them reported no inconsistencies or redundancies in the educational and military 

ontologies.  

5.2 Functional Evaluation  

Functional evaluation refers to the use of ontology; as well as the conceptualization of 

some domain. This evaluation includes aspects such as the agreement of domain 

experts, evaluation through competency questions and an estimation of user 

satisfaction. 
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Table 4. Competency questions for the educational and military ontology with its corresponding 

query in SPARQL and its result. (Source: own research). 

Ontology Natural language 

query 

Query in SPARQL Result 

Educational Which educational 

institution does the 

Bachelor of 
Computer Science 

belong to? 

PREFIX oed: 

<http://pcyti.izt.uam.mx/pmiidas/ontoeduca#> 

SELECT ?ies WHERE {  
?PEstudio oed:perteneceA ?ies 

FILTER regex (?PEstudio, "^Licenciatura en 

Computación")} 

UAMI 

How many 
teaching strategies 

does EMI establish 
for teaching 

practice? 

SELECT (count (?Estrategia) as 
?numEstrategia)  WHERE {  

?uni oed:estableceEstrategia ?Estrategia 
FILTER regex (?uni, " ^EMI ") } 

5 

Military What is the duty of 

a captain? 

PREFIX po: 

<http://pcyti.izt.uam.mx/pmiidas/ontomilitar#> 
PREFIX rdfs: 

<http://www.w3.org/2000/01/rdf-schema#> 

SELECT ?subject ?object  WHERE   { 
      ?subject  rdfs:comment ?object.  

FILTER(?subject=< 

http://pcyti.izt.uam.mx/pmiidas/ 
ontomilitar.owl#Deber_Capitán>)}            

He is 

responsible for 
the instruction, 

good internal 

management 
and military 

spirit of the 

force under his 
command. 

What are the 

institutional 
values? 

SELECT ?subject ?object  

WHERE { ?subject  rdfs:SubClassOf ?object.      
FILTER(FILTER(?subject=<http://pcyti.izt.ua

m.mx/pmiidas/ 

ontomilitar.owl#Valor_Institucional>))}      

Spirit of body, 

loyalty, honor, 
discipline, 

patriotism, 

courage, self-
denial and 

honesty. 

Domain Expert Evaluation. This evaluation is carried out by experts in the domain, 

which assess the compliance of the ontology in terms of concepts, hierarchy, standards 

and requirements [22]. The educational ontology was evaluated by experts in education, 

specifically in didactics and pedagogy, while the military ontology was evaluated by 

expert personnel in the military environment (captains and majors). In general, the 

suggestions of the experts were based on the classification and equivalence of concepts, 

inclusion of object and data properties; as well as reviewing annotations.  

Evaluation through Competency Questions. This test consists of translating the 

competency questions posed at the beginning of the construction of the ontologies to 

the SPARQL query language. Table 4 shows the queries made to the educational and 

military ontology in natural language, the respective queries in SPARQL as well as the 

result set. 

5.3 Usability Evaluation 

To evaluate the usability of the ontologies, a prototype called MIIDAS was made, 

which is a web application that makes use of these ontologies and allows users to 

interact with them by means of a graphical user interface. A usability rubric was used 

as an evaluation instrument to evaluate ontologies. 
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This rubric was applied to 25 professors and 39 students of the Military School of 

Engineers, all of them are part of the Military Educational System. As an illustration, 

Figure 2 shows the average of qualification assigned for navigation and utility (the 

qualification is a number between zero to ten).  

 
Fig. 2. Average result of navigation and utility for the build ontologies. (Source: own research). 

According to the results presented on the evaluation criteria of the ontologies, these 

were favorable in terms of navigation and usefulness for the student and teaching 

population, as they reported favorable results for each of these criteria. 

6 Conclusions 

This article describes the process of building two ontologies, one in the educational and 

the other in the military domains; both ontologies were built by implementing 

Methodology 101 and considered the context of the Mexican Military Educational 

System. 

Ontologies presented in this work have been preliminary evaluated in three different 

aspects: structural, functional and usability, obtaining favorable results in each one. 

These ontologies can serve as a reference to develop multiple applications and as a 

point of reference to standardize a vocabulary within Mexican institutions. 

As future work, we have to research plans, the first is to extend the educational 

ontology to support training of teacher’s evaluation established by the National Institute 

for the Evaluation of Education (INEE), and the second is to support the impact of the 

ontology when this is used to support individual’s development.  
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Abstract. In this paper we discuss about learning contexts and analyze different 

aspects or factors which intervene in specific learning processes, so that the 

learning goals can be achieved effectively. The personalized context and 

flexibility are characteristics own by personalized learning. However, this can be 

expensive and inaccessible in practice, but it is argued that technology could 

provide some support to this personalization of learning. Thus, a comprehensive 

model to learning is delineated here and some examples of dimension are 

detailed. 

Keywords: context of learning, learning process, multidimensional model, 

learning goals. 

1 Introduction 

The aim of this article is to analyze some of the characteristics or factors that are part 

of the learning context and that can determine the success or failure of the teaching-

learning process. 

The learning process includes three stages [1] where the student: 1) receives the 

information, 2) processes it, assimilates or understands it and, 3) finally, is able to make 

use of that information or knowledge through its application within the specific field of 

the acquired knowledge. 

The problem that occurs in many educational institutions is that not all students 

present the same level of achievement. This could be due to multiple factors, for 

example, their sociocultural conditions, lack of prior knowledge, deficiency in their 

capacity for analysis and synthesis, lack of interest, lack of attitude, etc. 

Here we offer a brief analysis in which we first propose to analyze the learning 

context and then integrate the support of technology to try to emulate the flexibility and 

richness of personalized instruction. Here we are assuming that personalized instruction 

is efficient in the sense that an instructor, who tries to teach a student, detects the 

deficiencies and strengths of his student and uses a variety of resources to get the 

student to reach the predefined learning goals; what is not practical in a group 

instruction. 
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The rest of the article is organized as follows: The multidimensional model of 

learning is shown below. Afterwards, a discussion section includes some reflections on 

the dimensions described. Finally, some conclusions are included, which is followed 

by a list of references. 

2 Towards a Multidimensional Learning Model 

2.1 Learning Context 

Learning contexts (LC) are conceived as the sum of factors that intervene in a specific 

learning process. From this point of view and unlike traditional instruction, based on 

groups of students and instructors in a classroom and even in distance mode, which is 

usually considered incomplete and less efficient, here the integral model is followed, 

where it is assumed that the more dimensions or factors are integrated into a specific 

learning process, that is the more complete is a specific learning context, the more 

efficient the instruction is to achieve a specific learning goal. However, the fact that 

different factors are present in a learning context does not imply that they exist in a 

disorderly manner. The most obvious factors may be present simultaneously, for 

example: text, audio, images, etc., but some others (also expressed as dimensions 

afterwards) may have the flexibility of being introduced at will or on demand, so that 

they are present when they are required or when they are more opportune so that they 

can support the reach of some learning goal.  

2.2 Related Work: Discussion 

Some authors [2] criticize the traditional methods of instruction of the cognitive domain 

based on textbooks and basic practical lessons, saying that they have several limitations 

to help students remember or recognize certain knowledge and develop their 

understanding, their intellectual abilities and his skills. 

Intuitively, having a group of students, all of them with different abilities, we can 

see that the traditional instructional method will be appropriate for the skills of a subset 

of students in the group, but not for the rest of it. At most there will be some students 

who, to achieve the same advantage as those of the aforementioned subgroup, will cost 

them an extra effort, others could simply give up. Here we review the following two 

strands to learning. 

 

a) Theoretical approaches 

 

Different approaches and theories have emerged to improve learning. For example, 

some of the most representative are: 

 

Behaviorism. It is a psychology strand proposed by John B. Watson (1878-1958) 

that defends the use of strictly experimental procedures to study observable behavior 

and denies any possibility of using subjective methods such as introspection. [3]. 

Constructivism. It is a position shared by different trends in psychological and 

educational research. Among them are the evolutionary theory of Piaget, which states 
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that learning is a restructuring of cognitive structures, the student assimilates what he 

is learning under the prism of previous knowledge he has in his cognitive structures; 

the socio-cultural approach of Vygotsky, which affirms that learning is conditioned by 

the society in which we are born and develop, which implies the possibility of learning 

with the help of more skilled people; Ausubel's significant learning, which coincides 

with Piaget, that the starting point of all learning is knowledge and previous experiences 

and the most important factor that includes learning is what the student already knows 

and the current Cognitive Psychology, which they maintain that what is developed are 

fundamentally aspects related to basic cognitive processes, such as attention, memory 

and activities of storage and retrieval of information, as well as the amplitude of short-

term memory, executive strategies and metamemory or meta-knowledge [4]. And 

others could be included here, but from the intuitions mentioned above, it can be seen 

that the learning process requires a more integral approach, which could even include 

all these theories, so that instruction can have an impact on a larger audience. 

One of the problems here is that usually, the instructional design is not directed to 

groups of students with the same skills, rather they are applied to a heterogeneous 

audience where each student has different abilities.  

 

b) Technology based approaches 

 

There is also the strand of technology. One of the most representatives are the 

Intelligent Tutoring Systems that based on interaction and progress of students tries to 

guide students in a “kind of” personalized instruction. Early version perhaps were not 

well-implemented [5], nonetheless the architecture is still a base to integrate other 

technologies. For instance, in [6] is presented an e-learning platform for automatic 

course personalization based on the Felder and Silverman pedagogical approach, based 

on the correspondence between teaching styles and learning styles. The platform is 

based on Diogene a LMS (Learning Management System) another technological tool. 

This source also introduces some formalism and ontologies in order to deal with course 

personalization. Again, on the course personalization, [7] proposes a learner profile 

design model to facilitate the development of personalized e-learning systems. They 

use the learner profile design models proposed by IEEE PAPI [8], and proposed an 

agent-based E-learning system architecture in order to achieve personalization. 

However, it is not automatic, for instance, it is the user who creates a user profile 

capturing all his personal information including preference, actions, goals etc. on the 

other hand agent is in charge of dynamically discover learning objects that fits a user’s 

learning requirements. On the same lines [9] presents a review of user’s models and 

user’s modeling approaches for adaptive web systems. Despite focusing adaptation for 

web systems, it also touches learning topic such as learning styles, affective states, work 

contexts, domain models and of course ITS, features shared with learning contexts. 

After an exhaustive review they conclude that “… adaptive educational systems rely 

mostly on user knowledge and learning goals capitalizing on the modeling and 

representation techniques established in the field of ITS.” There are also integral 

approaches, for example, Chen et al. [10] propose a theoretical framework based on 

integrative goals and some multimedia principles.  

Here the integrative learning goals for instructional design [11] are based on the idea 

that the design begins with the identification of learning goals (eg, preparing a cake, 

53

Comprehensive Model for Learning

Research in Computing Science 148(5), 2019ISSN 1870-4069



which may include sub processes such as preparing the mix that includes the exact 

amount of all the ingredients, preheat the oven, bake it, decorate it, etc.). Sometimes, 

the goals are conceived as objectives that must reflect a certain human performance and 

sometimes as the capacities that must be acquired to reach a certain performance, in 

such a way that the goals have to do with a combination of several individual objectives 

that have to be integrated in a learning goal in such a way that the goals have to do with 

a combination of several individual objectives that have to be integrated into a learning 

goal. 

2.3 Multidimensional Approach to Learning 

The methodology we propose is not complicated. The integral term is not only adopted 

through the integrative goals, but we believe it is necessary to enrich the learning 

context through the integration of different factors that can connect instructors and 

students to achieve the learning goals effectively. 

The main idea is that instructors have in mind or are aware that they can or perhaps 

should, resort and make use of different resources that support them so that the 

teaching-learning process is effective even when their audience is a 

heterogeneous group. 

Thus, the intuition behind the multidimensional approach, proposes the 

consideration of as many factors as possible within each specific learning context, with 

the aim of providing stimulus to the greatest possible number of elements within the 

instructor's audience. As an example of these factors, we can mention the teaching 

techniques, the student's state of mind, the learning channels, etc. On the other hand, it 

is not only about integrating as many factors as possible, but about having the flexibility 

to apply the necessary factors in the appropriate context and time. 

It is worth mentioning that apart from the pedagogical techniques and methodologies 

that the instructor can use, he could also resort, if possible, to the arsenal of tools that 

the technology provides him. For example: Learning Management Systems (LMS), e-

learning tools, virtual reality, intelligent tutors, etc. 

In order to respond to the needs expressed is that we adhere to the multidimensional 

model of Learning [12]. 

2.4 Model for the Multidimensional Approach to Learning 

Following the integral approaches and the use of technology, in relation to instruction, 

there are a variety of dimensions or factors that intervene in the learning process (Fig. 

1) and that should be considered, if we want to achieve the main goal that is the transfer 

of knowledge. These dimensions may vary according to different situations, some 

examples are mentioned here. 

 

• Student-Instructor Dimensions: According to the people involved, two dimensions 

can be identified that must intervene collaboratively to achieve the goal of knowledge 

transfer. In the case of students, this goal is to accommodate a new piece of information 

or a new organization of information, within their repository of knowledge in their 

brains. When this is done, the student could modify their behavior or points of view, 

increase their skills, etc. For instructors, this goal should be to teach and have evidence 
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that knowledge has actually been transferred to the students' brains. These sub-goals 

involve dimensions that are perhaps simply assumed, but decisive, in order to achieve 

a combined effort to achieve the learning goal, that is, learners must really want to learn 

and instructors must really want to teach. 

 

• Dimension of the Instructional Model: The instructional model is another dimension, 

different models have been proposed (e.g., behaviorism, constructivism, active 

learning, etc.), each with strengths and weaknesses. All of them provide some truth and 

some approach to improve learning (example, instructor-centered learning, student-

centered learning, learning focused on the interaction among instructors and students, 

etc.). There may be cases in which a model is used so effectively, that even students 

without interest are involved and guided towards a specific learning goal, however, 

depending on the domain, a model or combination of models must be selected in order 

to make efficient the instruction. 

 

• Dimension of the instructional domain: This is another dimension; it is not the same 

football training, which includes mainly a physical activity that physics lessons, which 

could be mainly theoretical. It is clear that each domain demands specific skills from 

the learners, but it also determines which instructional method may be best to achieve 

an instructional goal. 

 

• Dimension of the learning channels: One more dimension is given by the different 

types of students, according to the learning channels they prefer to use when they are 

learning, or that makes learning easier. Usually three types of apprentices are identified, 

according to their dominant learning channel, these are: auditory, those who learn best 

by listening; visual, those who learn best through visualization and kinesthetic for those 

who learn best by manipulating objects. Students also have different moods, different 

skills, etc., which, in combination with the learning channels, intervene in the efficiency 

of learning. We do not use just one learning channel, most people learn better by using 

more than one channel simultaneously. If the instructional design and content includes 

stimulus elements for these three learning channels, the efficiency will reach a larger 

audience. 

 

 

 

 

 

                     
 

  

 

Fig. 1. Multidimensional model. Different dimensions intervene in the goal of knowledge 

transfer. 

Learner - instructor dimensions 

Instructional model dimension 

Affective dimension 

: 

   Instructor     Learner   Learning Goal 

Learning channels dimensions 

            n-dimensions 
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• Affective dimension: Here we are assuming that the affective state of a student and 

his/her instructor could also determine whether the learning objective is satisfactorily 

achieved. As a simple example, a student might have argued with his girlfriend just 

before attending the lesson in the classroom. This could lead to an effective state, which 

results in a distraction and lack of concentration in the classroom. As another example, 

the exposure method used by the instructor could cause a state of apathy on the student 

or could motivate them to concentrate and effectively achieve the defined learning 

goals. Emotional states are inherent to students; therefore, the affective dimension 

should be an integral part of learning. 

 

Other dimensions may be present in the learning process. Thus, a LC could be used 

to group the different dimensions involved in any learning process. A LC can include 

Personal Learning Contexts (PLC), which are subsets of dimensions associated with 

specific people, whether apprentices or instructors. We can also identify the Group 

Learning Contexts (GLC), which can be restricted to the sum of the PLCs of the trainees 

and instructors who participate in a specific learning process. 

However, in the model proposed here, in the term Learning Context (LC), "context" 

is borrowed from the Natural Language Processing (PLN) community, where it is 

defined as a consistent set of propositions describing the set of beliefs of a person. Thus, 

unlike a learning environment that includes external elements that influence the 

learning process [13], a learning context is intended to be an internal personal view of 

an environment and thus a more accurate and complete view of the learning factors that 

influence such process, individually in each student, that is, where even external aspects 

really must be considered as each student perceives them and individualizes them 

within their learning process. 

Integral approaches to learning are based on theories such as integrative goals. Thus, 

following these approaches, identifying, integrating and considering LCs within the 

learning process would provide a more complete and efficient tool to achieve 

knowledge transference. 

3 Discussion 

Here are some reflections on the dimensions described above. These are described by 

means of examples since it is not a generic recipe, each particular LC imposes its own 

demands and conditions. The same applies to the dimensions described that are only 

examples since there will be many more factors that intervene in learning and that have 

not been included here but will appear in some LC. 

 

• Among the dimensions that are decisive in a LC of the proposed model, are those that 

refer to the roles of the Student and the Instructor. For example, if you have a teacher 

without a vocation, with lack of commitment or ethics, etc., or on the other hand you 

have a student, lacking commitment, without ethics, or who does not have enough 

energy to learn, then, this dimension will not be fulfilled. There can be multiple reasons 

why some of the participants do not comply with the condition imposed here, in which 

the teachers must want to teach and the students must want to learn and therefore, the 

teaching-learning process cannot be carried out effectively. 
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• Regarding the dimension of the Instructional Model. It is evident that the teacher must 

be aware of the diversity of models already proposed and apply them on demand, that 

is, just as the student must learn to learn, the teacher must learn to teach besides having 

mastery of his area of knowledge. 

• The dimension of the instructional domain is related to the previous dimension, so 

that knowing different instructional models the teacher should select those that are 

appropriate according to the content of their subject. 

• In the case of the dimension of the learning channels, if an instructor had the 

possibility of using the technology (e.g. RV), it would be ideal. However, it is more 

important that you are aware that your group is made up of students of different types 

and try to design, create and use instructional content that contains visual, auditory and 

kinesthetic resources, as far as possible, in order to stimulate these channels of their 

students. 

• In the case of the affective dimension it could be very difficult for a teacher to 

determine the affective state of each one of his students in order to act accordingly and 

continue to promote their learning. However, you could use standard measures that do 

not affect your students negatively and emotionally. For example, promoting 

participation and avoiding at all costs mocking or ridiculing someone for wrong 

answers or obvious questions. Other examples could be to promote respect in class, 

celebrate success and even errors to focus on as areas of opportunity. 

 

On the other hand, technology has proven to be useful as a learning tool, since it has 

contributed to providing tools such as learning objects and repositories, learning 

management systems (LMS), content management systems (CMS), Intelligent 

Tutoring Systems (ITS) and Virtual Reality (VR) for training, among others. In 

addition, there is a key point in the use of technology in comprehensive approaches 

allows us to integrate different dimensions involved in the learning process, therefore 

provides the tools to increase the efficiency of the process. 

The multidimensional model of Learning partially has been implemented is different 

Virtual Reality Training Systems. As an example, Virtual Reality allows recreating 

learning environments; where a user can also navigate and interact with the 

environment, providing different stimuli that turn it into a useful tool to integrate 

different aspects, such as those mentioned in the model for the creation of learning 

contexts, according to the proposed model (Fig. 1). For example, it is able to naturally 

support the dimension of learning channels. 

A study conducted in 2009 [11] shows that we have almost the same preference for 

the three learning channels: 

 

a) 37% of learning is tactile or kinesthetic, through the movement of things, 

touching and doing. 

b) 29% of the learning is visual, through photos and images. 

c) 34% of learning is auditory, through sounds and words. 

 

However, it is known that while we learn we use more than one sensory channel. 

Within the literature of study strategies, this is known as multimodal study strategy and 

according to Fleming [14], the majority, approximately 60% of any population, falls 
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into this category. Each learning style uses different parts of the brain, so the more 

channels are involved during learning, the more we remember what we learn [13]. 

Although in the literature of learning [14, 15], different styles are mentioned such as 

reading/writing, logic, verbal, etc., here we focus on the primary sensory channels [10], 

whose percentages of preference were listed above. We believe that the importance of 

these learning channels lies in that they involve some of our basic senses. Here 

technologies such as Virtual Reality might be able to stimulate, to some degree, these 

learning channels and might include images, text, animations and audio. 

It is worth mentioning here that the multidimensional model of Learning is rather a 

general model that in the near future might be formalized. Technology might provide 

the means to implement such model as is the case of both: a) the VR training systems 

already mentioned and that have proved to improve learning [16]; and b) research as 

the examples included in the section of related work.  

The model presented explicitly demands some flexibility to introduce the described 

dimensions when these are required, this in accordance with personalized and adaptive 

instruction, technology can be of great help, at least partially, and it is the intelligent 

tutoring systems (ITS). The ITS could store information related to the student's progress 

in such a way that their strengths and weaknesses are registered, in order to know where 

the student needs support and to try to decide which dimensions would be the most 

adequate to support the student to reach the learning goals. 

Thus far, there is not a comparative point for the products in a) and b), they are 

different and complementary and both fall under the multidimensional model approach 

to learning presented above.    

4 Conclusions 

Traditional methods of instruction can be considered incomplete, in the sense that they 

do not include different dimensions that intervene in specific learning processes. For 

example, in some Latin American countries there are educational institutions that 

evaluate the efficiency of the instructors, based on the percentage of graduated and 

failed students. This point of view is incomplete, since they do not consider some of 

the dimensions involved; For example, students may think that the learning process is 

only the responsibility of the instructors. This position seems to assign all the 

responsibility to the instructors, which is an incomplete criterion to evaluate the 

efficiency of learning and worse, could send the wrong message to some students and 

some educational authorities. Even the use of technology could provide incomplete 

methods. 

Distance learning can be an alternative for problems of lack of access to education; 

however, if in a distance course the instructional content is only delivered to students 

along with some instruction to follow, and then some evaluations are applied, the 

student-instructor interaction may be reduced. It could be appropriate for people with 

autodidact orientation, but it leaves out other types of students. 

On the other hand, the ideal learning context could be almost impossible, unless the 

instruction is personalized, in which case it could be less practical and surely expensive. 

We have to settle for including as many dimensions as possible in the learning process, 
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but perhaps more important is to be aware of the different dimensions involved in 

specific learning processes successfully integrated in order to make effective the 

teaching-learning process. 
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Abstract. The teaching-learning process faces big challenges to incor-
porate information and communication technologies (ICTs) in an effec-
tive way. Considering virtual learning environments (VLEs) which pro-
vide higher-education students with the possibility to solve assessments
focused on solving problems with multiple-choice questions (MCQ), and
which offer the student feedback in relation to the answers, this paper
presents a proposal to design the medular part of such kind of VLEs: an
assessment-feedback scheme. This proposal considers the fundamentals
and the results of various works on feedback and on learning-processes.
Additionally, the scheme should capture the student’s browsing for fur-
ther analysis.

Keywords: feedback, assessment, virtual learning environment.

1 Introduction

From the seminal work of Sadler [12] to date, several papers have been pub-
lished, which analyze the topic of feedback in assessment, for example papers
about: sustainable feedback, feedback models for learning [12, 13, 6]; formative
assessment and feedback, auto-regulated learning [2, 3, 9, 10, 16]; perceptions on
the feedback process, practice development of sustainable feedback [15, 4], among
others. Also, the use of ICTs on educative processes has allowed the emergence of
Learning Management Systems (LMS) or VLEs, and this has powered electronic
assessment (e-assessment) and feedback in e-assessment. Several initiatives have
emerged to find/create better ways to use ICTs in the teaching-learning process.
For example, concerning feedback, some works try to capture the perception of
students [1], or personalize the LMS according to the user [11], or analyze the
recorded behavior of students when using a LMS, through Weka [14].

The problem that this article addresses is the lack of knowledge, that the
authors have perceived, about the effectiveness of the feedback that students
receive when they learn a subject though the use of exercises.

In order to study this problem, this article proposes the use of a VLE
feedback scheme, as an effective form, not only to analyze the way in which
students request feedback when they solve problems, but also to serve as a
support tool to help students with their learning process. This scheme should
explore the relations among three incidental factors on feedback: 1) The depth
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of understanding that the student has when facing a problem, 2) If the problem
statement is clear to the student, and 3) The level of certainty that the student
has when solving a problem (an exercise).

The remaining sections of this article are organized as follows. Section 2 offers
a survey on the relevance of feedback in the learning process, which is remarked
by seven principles [9] of good feedback practices in self-assessment, and which
form the basis of the proposal of his article. Section 3 presents a brief summary
about some implementations of feedback using VLE, which can contrast with
the present work. Section 4 presents the aforementioned proposal. The closing
section presents the conclusions of this work.

2 Background

An effective feedback, periodically delivered, may help students to know how
well they are doing their work. Feedback may help them decide how to be more
effective or how to enhance the management of their workload, and at the ending,
be satisfied with their learning process.

When a student lacks prior knowledge, necessary to be able to learn a subject,
feedback may become a very useful tool. Currently, the increasing number of
higher education students that a professor has to attend prevents face-to-face
feedback with all students. In such conditions, ICTs can become an important
resource to fulfill the purpose of feedback.

A common situation in the progress of a course is to leave feedback for
later, or even to postpone it to the end of the course not giving students the
opportunity to learn from their mistakes, and without allowing them to take
advantage of feedback in the subsequent assessments of the course [16], [5].

It has been found that the remarks of low-value feedback focus on issues
related to language (grammar, punctuation, etc.), factual accuracy or bibli-
ographic finesse. This type of feedback is mostly cryptic; use marks on the
edge of the sheet, punctuation marks, or imperatives and affirmations (such as
“explain”) (Lea & Street 2000 cited in [6]). Besides, the students can only get an
incomplete or uncertain understanding ([6]). Research on student’s perceptions
and experiences on feedback comments reveals a similar status.

It is difficult for professors to offer feedback, particularly due to the unfavor-
able existing conditions to help students, for example, feedback requires a lot of,
unavailable, dedication time. Nevertheless, the effect of feedback can benefit, in
a significant way, by getting good and timely information to the students, and
verifying that they use that information when doing their work.

3 Related Work

This section presents published ideas that deal with feedback, from the point of
view of ICT.

In [11] the authors propose an online framework to help in the preparation
of a selected LMS so that it can automatically detect the learning style of its
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users (the condition which favors the better learning of users) to automatically
personalize its learning environment.

In [14] the authors present a scheme that looks for the behaviors that are more
significant towards identifying the learning styles of the LMS users, considering
affective and performance patterns, for example “how many exercises did the
user visit?”, or “were these exercises basic, intermediate or advanced?”.

In [1], the author investigates the perception, in terms of constructiveness, of
undergraduate and graduate accounting students about the difference between:
1- Receiving timely feedback (5 days) against extremely timely feedback (2.5
days or even instant), and 2- Receiving manually written formal assessment
feedback against automatically generated feedback.

In [7] the authors evaluate the role of e-assessments feedback through the
creation of two study-groups of undergraduate engineering students. Both groups
received teaching based on the same traditional way, enhanced with VLE com-
ponents. The difference lied in the form of e-assessments and feedback given.
Group 1 (CG) gave students just one opportunity of e-assessment, indicating
only if each answer was correct or not. Group 2 (EG) gave students unlimited
opportunities of e-assessments, giving clues as to why each incorrectly-answered
question was incorrect. Students of Group 2 had an overall better performance.

4 Feedback in Assessment

Nicol & Macfarland-Dick [9] established seven principles for good practices in
feedback. These principles are related to: clarify what good performance is (goals,
criteria and expected standards); facilitate the development of self-assessment
(reflection) in learning; deliver high-quality information to students about their
learning; encourage dialog between peer professors; encourage positive motiva-
tional beliefs; provide opportunities to close the gap between current and desired
performance; and provide information to professors to help shape teaching. The
authors of this work consider that four of the mentioned principles are present
in the proposed feedback scheme:

1. It helps to clarify what good performance is (goals, criteria, expected stan-
dards).
The scheme would include features to develop some strategies, such as the
following:

– The application of a questionnaire to the students (in the VLE) to
find out to what extent they understand the objectives, criteria and
evaluation standards.

– The offering of examples of performance (in the VLE). Examples are
effective because they make explicit what is required and define valid
standards for students to compare their work.

2. It facilitates the development of self-assessment (reflection) in learning.
The feedback scheme proposed should provide a sequence of simple questions
to generate confidence in the student when performing the self-assessment
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and when looking at the evaluation given by the system; these questions may
be repeated several times.

3. It delivers high-quality information to students about their learning.
Specifically, the scheme provides:
– Opportunistic feedback to allow students to correct their work while still

learning a subject in the course.
– Corrective advice, which also indicates strengths and weakness.
– Online assessments and consequential feedback at any time, anywhere,

and as many times as students wish.
The VLE should have assessments (and corresponding automatic feedback)
available at all times to reinforce this good practice.

4. It provides opportunities to close the gap between current and desired per-
formance.
Given a failure to answer correctly an MCQ, the scheme should offer the
student indications of the possible reasons for that failure.

The next sub-section gives details of a scheme which, in order to offer feedback
to students, captures their browsing.

4.1 Complexity of Distractors

An MCQ in the scheme would be composed of a question and four answers to
choose from, which are: the right answer and three distractors. The distractors
are classified in the following way:

1. Distractor 1 (D1). The most easy to discard; it requires the use of a single
definition to realize that it is wrong.

2. Distractor 2 (D2). It requieres the use of analysis to discard, that is, it
requires to combine data, obtained from the question, and concepts, to
observe a contradiction.

3. Distractor 3 (D3). This is an answer that has a small mistake, it resembles
to be the right one. It is, of course, the hardest one to elucidate to discard.

Each one of the distractors is associated with a browsing level in the feedback
sequence (a feedback-level), and a level of error. Thus, D1, D2 and D3 are associ-
ated to Knowledge, Application and Test level, respectively. At next subsection
feedback levels are explained.

4.2 Feedback Levels

This approach is conceived as a sequence of steps: from the explanation of why
the student’s response to an exercise was incorrect, to an example that explains
how knowledge is used to solve this type of exercise, going through the concepts
of the subtopic, related to the exercise. These would be the feedback-levels that
the learning platform should provide, that would allow the registration of various
variables in the comments offered. The navigation sequence should offer three
feedback-levels:
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a) Knowledge level is a reminder about the implicit concepts of the exercise,
where students can review each concept or continue with other related con-
cept, if required. At the ending, students should be able to decide if they
continue to solve more exercises or continue in the browsing sequence with
an example that illustrates the application of concepts.

b) Application level shows the application of concepts in a simple example-
problem, where there is always the possibility to visualize previous concepts,
as many times as desired. In addition, the student should be able to change
the example or to choose either to end, to continue with the exercises, or to
move to other feedback-level.

c) Test level proposes students to solve an exercise related to the same subtopic,
and with the same level of complexity as the one reviewed in the Application
feedback-level, offering the opportunity to receive similar feedback if his
answer was incorrect.

In the case of success, the student could return to do other exercises or move
to any desired feedback-level, for the consolidation of learning.

4.3 Example of a Screen Transit-Plan for the Assessment-Feedback
Scheme

The following list presents a transit-plan among the diverse screens of the assessment-
feedback scheme proposed. Figure 1 presents a diagram of the transit-plan.

A. A list of exercises appears on the screen.

B. The student chooses one exercise to solve.

C. The statement of the chosen exercise appears on the screen, together with a
list of answers to choose from, among which only one answer is correct.

D. The student picks one answer (the student should really work without choos-
ing randomly).

E. The scheme detects if the answer was correct or not. If it was incorrect,
according to the answer the system classifies the level of error, to offer the
student one of three feedback-levels.

F. This feedback-level presents an explanatory text oriented to the understand-
ing of concepts.

G. This feedback-level presents an example with application of concepts.

H. This feedback-level presents a similar exercise to the one solved, and its
solution-approach.

I. The scheme indicates that the solution of the problem was correct.

J. In case of having answered incorrectly, the student might choose to accept,
or not, the feedback-levels offered given by the system, but, in any case, he
can choose to transit to any one of the options A, F, G or H.

65

Design of an Effective Assessment-Feedback Scheme through a Virtual Learning Environment

Research in Computing Science 148(5), 2019ISSN 1870-4069



Fig. 1. Relations of the components of feedback in the VLE.

4.4 Example of Feedback at MCQ Solution

The topic of this example is ‘Graph Theory’, which is offered in the first year
of the ‘Information Technologies and Systems’ undergraduate program. Among
the following MCQ, items (a), (b) and (d) are distractors of type 3, 1, and 2,
respectively.

If G′ = (V ′,A′) is a subgraph of G = (V,A) and v ∈ V ′, then it is true that:

a) If v is an isolated vertex in G′, then it is an isolated vertex in G.
b) G′ is connected.
c) If there is a cycle v − v in G′ then there is a simple cycle v − v in G.
d) There is a non-trivial cycle v − v in G′.

Let us see how would the browsing scheme be. It is important to take into
account that there are many previous concepts. The content of each one the
three feedback-levels offered could be:

Knowledge Pay attention to the following definitions:

1. A connected graph must satisfy the definition: A graph G = (V,A) is
connected if for all pair of vertices, x, y ∈ V there exists a path x− y.

2. A subgraph G′ is constructed from a given graph, G, accordingly the
definition: The graph G′ = (V ′,A′) is a subgraph of G, iff V ′ ⊂ V, A′ ⊂
A, and for every one of its edges a ∈ A′ its extremes hold v1, v2 ∈ V ′.

Application In order to build a subgraph we must choose V ′ and A′. We can
choose any subset of vertices from V to define V ′.
For example, let G be given by the following graph:

”” A

””

B

””

C

””

D

””

E

””

G

a1
a2

a3

a4

a5

a6

a7
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For instance, we can define V ′ as {A,C,B,E}, or {E,D,A}, or also ∅. For the
next step, we add the edges as we want. If we defined V ′ as {A,C,D,B}, the
edges of this subgraph could be a subset taken from {a1, a2, a3, a4, a5} ⊂ A.
A choice might be {a1, a3, a5}, or {a4} or ∅. For V ′ we could build a subgraph
G′ with edges {a1, a3, a5}, or build another subgraph G′′ with edge {a4}.

”” A

””

B

””

C

””

D

””

G′

a1

a3

a5

”” A

””

B

””

C

””

D

””

G′′

a4

We remark that G′ is connected and G′′ does not.
Test For the graph G, we now consider another subset V ′′ ⊂ V, for example
{B,C,E}. Construct three subgraphs, two connected and one disconnected.

5 Conclusions and Future Work

This paper presented an informal operation specification of a proposed assessment-
feedback scheme, which would be part of the kind of VLEs which provide
higher-education students with the possibility to solve assessments focused on
solving problems with MCQs, and which offer feedback in relation to a possible
wrong answer. In the case of an incorrect answer from a student, the complexity
of having discarded options to choose that answer becomes the key to offering
the student one of several feedback-levels. One level can present the student with
important conceptual content for its study; another level can present the student
with useful relationships of concepts; and another level can show the student
examples with applications similar to the exercise answered erroneously. This
design has basis on the principles of good feedback-practices in self-assessment.
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The main subsequent work would be to implement the proposed scheme in a
VLE. Subsequently, it would be interesting to explore how students browse and
what their regularities are, based on their behavior and their school performance.
In addition, it would be important to broaden the scope of this proposal, for
example, to have the possibility to, automatically, generate specific exploration
spaces for a question from an ontology (a set of related concepts) of the same
subject of the question. There is also interest in moving from assessments of
MCQs, to assessments with open questions, which would require the application
of natural language processing, for the generation of the related automatic-
feedback with short answers.
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Abstract. Most systems that recognize emotions that are used in learning systems 

are oriented towards the detection of basic emotions such as happy, sad or angry. 

However, an intelligent tutor system must be able to detect, in a student, 

secondary emotions that have to do with learning as boring or frustrated. In the 

case of sentiment analysis in text, most of the research focuses on recognizing 

polarities (positive and negative). In this paper we present a sentiment analyzer 

for the recognition of polarities and emotions centered on learning using textual 

phrases written in Spanish in the field of computer science that can be used in an 

ITS (or any learning environment) to detect sentiments and/or emotions of the 

students. We also present the results obtained from the sentiment analyzer, which 

are very promising with 88.26% of accuracy. 

Keywords: sentiment analysis, machine learning, deep learning, intelligent 

learning environments, learning centered emotions. 

1 Introduction 

The application of the AI in educational environments (intelligent environments) aims 

to create intelligent teaching software that adapts to the pace of student learning. The 

objective is always the same, to create a scenario that allows the student to be immersed 

in an educational environment to help the student learn. 

A learning environment is a setting, traditionally a classroom, where students learn 

[21]. Although there are diverse virtual learning environments, such as intelligent 

learning environments (ILE) or intelligent tutoring systems (ITS), the main objective 

of a learning system is to facilitate different learning activities [5]. In this area of 

research related to intelligent learning systems, various fields are combined such as 

pedagogy, psychology, cognitive sciences, artificial intelligence, among others, where 

each of them contributes their vision to the development of the discipline [23]. In the 

case of modern ILE and ITS, they already incorporate the automatic recognition of 

emotions [2,6] through the human face, brain signals, and voice. In the case of text 

recognition or sentiment analysis (SA), most of the work focus on recognizing 

polarities [13,25] and a few of them recognize basic emotions [19,22]. 

This work presents a system that carries out a sentimental analysis based on 

polarities and learning-centered emotions. The emotions that are detected are boring, 

71

ISSN 1870-4069

Research in Computing Science 148(5), 2019pp. 71–80; rec. 2018-09-03; acc. 2018-10-08

mailto:rzatarain%7d@itculiacan.edu.mx


frustration, neutral, excitement, and engagement. The recognition of emotions can be 

used in any ITS or ILE to provide personalized feedback to the student after solving an 

exercise and to adapt the exercises of the learning system based on the emotions 

detected. 

The main contribution of this work is to use emotional recognition techniques, based 

on text, and their integration in intelligent learning environments such as an ITS or an 

ILE and combining traditional algorithms of emotion classification with current deep 

learning (DL) techniques. Another contribution is the design, construction, and testing 

of a corpus of texts labeled with emotions centered on learning and a corpus labeled 

with polarity, both datasets in the domain of computer science. 

This paper is organized as follows: Section 2 describes the related work. Section 3 

presents the methodology to build the sentiment analyzer. Section 4 shows the results 

and discussions. Finally, in Section 5 the conclusions and future work are described. 

2 Related Work 

This section presents a review of sentiment analysis with deep learning techniques and 

sentiment analysis in learning environments. 

2.1 Sentiment Analysis Using Deep Learning 

Deep learning has revolutionized the way of solving problems that were previously 

done with traditional Machine Learning (ML) techniques. For example, in [9] the 

authors describe a Dynamic Convolutional Neural Network (DCNN) architecture for 

sentiment modeling of sentences. The network supports sentences of variable length 

and is able to capture relationships between words. The authors conducted experiments 

with Twitter phrases with binary and multiclass prediction. 

In [11] the author uses a Convolutional Neural Network (CNN) with a convolution 

layer and pre-trained word vectors over 100 billion words from Google News for 

sentence-level classification tasks. His model, despite being simple, achieved excellent 

results for different corpus used. The researchers also concluded that pre-trained vectors 

are extractors of universal characteristics that can be used for various classification 

tasks. 

In [20] the authors propose a CNN-LSTM model consisting of two parts: a regional 

CNN and an Long Short Term Memory (LSTM), to predict the qualifications of texts 

with a valence scale. The regional CNN unlike a conventional CNN that considers a 

complete text as input uses individual sentences as regions so that it can be weighted 

according to the valence scale. Finally, this regional information is sequentially 

integrated into all regions using LSTM for prediction with valence scale. The 

experimental results show that the proposed method outperforms the lexical, 

regression-based and ANN-based methods proposed in previous studies. 

In [18] they propose simple, trained models with annotations where each sentence is 

annotated with two classes as negative, positive at the sentence level, and they also 

model the linguistic role of the lexical feelings with LSTM, the words of denial and the 

words of intensity. The results show that the models are capable of capturing the 
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linguistic role of sentimental words, words of denial and words of intensity in 

sentimental expression. 

In [15] they used a lexical-based approach to apply semantic rules and then used a 

DeepCNN with pre-trained vectors at the character level to capture morphological 

information of each word to determine how those words are formed and their 

relationship to others. They then used a Bi-LSTM bidirectional network that produces 

the representation of the characteristics of the whole sentence from pre-trained vectors 

at the word level. For the training of the model, 100 billion words of Google News 

called Word2Vec [14] and TwitterGlove [17] of Stanford University were used. In this 

work, they report an accuracy of 86.63 %. 

2.2 Sentiment Analysis in Learning Environments 

In [10] a research paper is presented that proposes to take into account the opinions of 

the users in order to elaborate an evaluation in this respect using hybrid learning 

methods based on SVM and Hidden Markov Model (HMM) in an e-learning 

environment. The authors indicate that sentiment analysis becomes more difficult and 

challenging when it is done for e-learning blogs. 

In [8] a model of sentiment analysis is presented to extract the opinions of the 

students to evaluate the quality of a course in two steps. In the classification of opinion, 

machine learning methods have been applied to classify an opinion as positive or 

negative for the publications of each student. Then, the extraction of opinion is used to 

extract characteristics, such as teachers, exams and resources, from the content 

generated by the user for a specific course. 

In SA-E [1] the authors analyze the feedback of students who take a class in real 

time via Twitter messages with two machine learning algorithms: Naïve Bayes and 

SVM to identify the positive or negative sentiments of the students in real time. The 

objective was to collect the comments and analyze these data to help improve teaching. 

SentBuk [16] is an application that runs on the social network Facebook that extracts 

information about the user's sentiment. It uses the opinions that students write and 

classifies them as positive, negative or neutral to detect significant emotional changes. 

This information is used to enrich the SentBuk system, so that they adopt the tasks that 

will be proposed to the student, based on their emotional state. These emotions are also 

used as useful feedback for the teacher of the course. The classification method 

implemented in SentBuk follows a hybrid approach: it combines lexical and traditional 

machine learning techniques. 

In [4] present an algorithm based on an ANN to predict the student's dropout in 

MOOC courses using the analysis of sentiment and show the importance of the 

sentiments of students in this task. 

In [12] student opinions are collected in the form of running text and sentiment 

analysis is performed to identify important aspects together with the orientations using 

supervised and semi-supervised ML techniques. 

In the work of [7], they use sentiment analysis with supervised machine learning 

algorithms of type SVM, Naïve Bayes, nearest neighbors (KNN) and ANN to find the 

polarity of the comments of students based on the predefined characteristics of teaching 

and learning. The study involves the application of a combination of machine learning 

and natural language processing (NLP) techniques in student feedback data. The results 
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were compared to find the best performance with respect to several evaluation criteria 

for the different algorithms. 

In [19] they explore NLP and machine learning techniques based on student 

comments to help university administrators and teachers address problem areas in 

teaching and learning. The system they developed analyzes student comments in online 

course surveys and real sources to identify the polarity of feeling, expressed emotions 

and student satisfaction. They also made a comparison with the results of the direct 

evaluation to determine the reliability of the system. 

3 Methodology for Building and Integration of the Sentiment 

Analyzer 

The proposed methodology for the development of our work is based on the inductive 

scientific method that is organized into four stages: analysis, design, implementation, 

and testing. The monitoring of each stage will allow reaching the solution of the 

development of the system that performs the analysis of feelings. 

 

Fig. 1. The general scheme of the system to perform sentiment analysis with application to ILE 

and ITS. 

3.1 Work Analysis and Design 

In the analysis stage, the state of the art review was carried out to know which 

approaches have been used to deal with the problems related to sentiment analysis. A 

review and analysis of frameworks that are used in sentiment analysis were also carried 

out. In relation to the design stage, Fig. 1 illustrates the general scheme of the system 

to perform sentiment analysis in an ILE or ITS for a computer science domain. From 

the previous diagram, the student solves an exercise in the area of computer science 

provided by the ILE or ITS by means of responding with texts to the questions. These 

responses are the input to the SA system (sentiment analyzer) to perform the detection 

of emotion. For the detection of emotions, an DL model with its own corpus is used. A 

pedagogical agent uses the detected emotion to perform two activities: first, to send a 

74

María Lucia Barron-Estrada, Ramón Zatarain-Cabada, Raúl Oramas-Bustillos

Research in Computing Science 148(5), 2019 ISSN 1870-4069



personalized feedback to the student based on the emotion detected; second, to present 

the contents of the student's domain model based on those emotions. 

To design the best system architecture to perform SA, we first need to find a model 

that is suitable for the detection of learning-centered emotions. To find the best model, 

different tests were performed with different architectures. Fig. 2 shows the design for 

a DL model, which is a CNN-type network in combination with another LSTM 

network. 

Fig. 2. CNN and LSTM Model. 

The model receives as input a vector of words in a format called one hot encoding 

that encodes a text to a numerical format for the DL model to perform its prediction 

work. Subsequently, a CNN network takes this input vector and divides the information 

into smaller parts using a convoluted layer to detect patterns or characteristics, and 

combining this information in the deepest layers of the network. The output of the CNN 

network represents a feature vector that serves as an input to an LSTM network that 

processes that information in search of new patterns to pass that information to a simple 

neural network that is in the output layer and that classifies the text of entry into an 

emotion.  

Once you have the best DL model, the next step is to establish the architecture of the 

model to perform sentiment analysis (Fig. 3). The emotion recognizer does the 

following: given an input text, the polarity of the text is first determined using the DL 

model presented in Fig. 2. Depending on the result of the positive or negative 

classification, the same model is used to determine whether the Text belongs to a 

category as engaged or excited or either frustrated or boring. 

Fig. 3. SA Architecture for emotion recognizing. 
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3.2 Implementation and Integration with the ILE Java Sensei 

Java Sensei [3, 24] is an ILE to teach programming in the Java programming language. 

The goal of the ILE is to analyze the cognitive and affective states of the student, to 

personalize their learning rhythm depending on those states. Once the best DL model 

was obtained to perform SA, the next step is the integration of the module to Java 

Sensei. The ILE Java Sensei uses a layered design to organize all its modules and 

components. This design allows the system to be scalable and easy to maintain. 

Information flows between layers, modules, and components through interfaces. Fig 4. 

Illustrates the architecture of Java Sensei. 

The tutor's layer contains four modules: The ITS module that coordinates the entire 

tutoring system; the domain module contains the knowledge of the expert; the 

recommendation module is responsible for adapting the content presented to the student 

based on the evaluation grades based in Likert-scale provided by the students for each 

educational resource that they use, and the student module stores all the cognitive and 

emotional information of the student. 

The affective layer contains the affective part of the system. It contains a module for 

the recognition of facial expressions as well as a module to recognize educational 

emotions based on the answers of the students' exercises, which is presented in this 

paper. The fuzzy logic module implements the mechanism of inference of the system 

based on the emotions detected by the facial expression recognizer and the sentiment 

analyzer. 

Other pedagogical aspects such as the quality of the answers are also taken into 

account to feed these fuzzy rules. A pedagogical agent uses this information. The web 

content layer contains the corpus of sentimental text that is used to train the SA module, 

a repository of exercises and educational resources as well as the rules of the fuzzy 

logic system. Finally, the data layer stores the information produced by the students. 

 

Fig. 4. Java Sensei Architecture with SA integration. 
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4 Discussion and Future Work 

In this section, we present the results obtained from the classification of two datasets: 

one containing texts labeled with polarities and one containing text labeled with 

learning-centered emotions. There are a series of metrics that are used to estimate the 

quality of the classification algorithm that is part of our learning model. The simplest 

method to calculate the effectiveness of a classifier is the accuracy measure that 

calculates the average of text documents correctly classified over the total of documents 

to be classified. To obtain this value we applied a cross-validation technique with a 

dataset of 15400 texts in Spanish with 90% for the training data and 10% for the data 

test. Traditional ML classifier algorithms we used for the evaluation were Bernoulli 

Naïve Bayes, Multinomial Naïve Bayes, Support Vector Machine, Linear Support 

Vector Machine, Stochastic Gradient Descent, and K-Nearest Neighbors (KNN). For 

deep learning (see Fig. 3), we created a model based on combining CNN and LSTM 

neural networks. Table 1 shows the accuracy values obtained according to the size of 

the corpus. The traditional ML classifier with the highest score was Bernoulli Naïve 

Bayes, with an accuracy of 76.77%. In general, Bernoulli Naïve Bayes is a robust 

classifier against irrelevant features and it is suitable for text classifying. On the other 

hand, the deep learning model reached a precision of 88.26%, surpassing the other 

classifiers.  

Table 1. Accuracy values obtained using different classifiers. 

Classifier Accuracy 

Bernoulli NB 76.77% 

Multinomial NB 75.31% 

SVC 75.79% 

Linear SVC 74.69% 

SGDC Classifier 76.69% 

KNN 68.46% 

CNN + LSTM* 88.26% 

* Deep learning model. 

In a first approach, the system has been tested with 43 students in our research lab. 

Students must solve several exercises to learn and practice the topics of Java language.  

Each lesson has 15 exercises. At the end of each exercise, the system asks for student 

answers. Table 2, shows some examples of recollected answers.  

Table 2. Collected opinions with polarity evaluation. 

Opinion (Spanish) Opinion (English) Evaluation 

No entendí este ejercicio I did not understand this exercise Negative 

Me gusto este ejercicio I liked this exercise Positive 

No tengo mucho conocimiento  

sobre este tema 
I do not have much knowledge 

about this topic 
Positive 

El ejercicio es confuso This exercise is confusing Negative 

Este ejercicio es sencillo de entender This exercise is easy to understand Positive 
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We recollected 178 student texts. The SA module evaluated 71 texts as positive and 

107 as negative.  We carried out another experiment with 53 computer-engineering 

students (45 men and 8 women) at the Instituto Tecnológico de Culiacán.  We applied 

a learning system that covers the topics of Programming Fundamentals. After studying 

each sub-theme in text and visual or multimedia (video) format, each student registered 

her/his opinion/answer with a text not greater than 255 characters with respect to the 

content of the studied subject. Besides that, they labeled his opinion with an emoticon 

that represented his emotional state: bored, frustrated, neutral, excited or engaged. The 

total of recorded opinions was 851. Table 3 shows some examples of the opinions 

recorded by the students who participated in the experiment. 

Table 3. Collected opinions with emotion evaluation. 

Opinion (Spanish) Opinion (English) Evaluation 

Me gusto bastante el vídeo. I really liked the video. Engaged 

No me gusto que las voces fueran de 

España,  además los gráficos de la 

animación están algo feos. 

I did not like that the voices 

were from Spain, besides the 

graphics of the animation are 

somewhat ugly. 

Frustrated 

El video es bueno aunque creo que le 

falto profundizar más. 
The video is good although I 

think it needs to go deeper. 
Neutral 

Vaya, es algo complejo. Wow, it's something complex. Bored 

Quizás con un ejemplo quedaría más 

claro. 
Perhaps with an example, it 

would be clearer. 
Excited 

 

Fig. 5. Distribution of answers (opinions) in learning-centered emotions. 

 

From 851 opinions, we found a tendency to neutral, excited, and engaged emotions, 

which indicates that new resources must be included that induce students to write 
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negative comments. Figure 5 shows the distribution of the opinions collected in the first 

experiment. We trained the previously used classifiers with this new corpus focused on 

learning, using cross-validation of 90% for training data, and 10% for test data. The 

algorithm with better precision was Linear SVC with 60%. The level of prediction is 

low because the size of the corpus is still small and it is not balanced as can be observed 

in Figure 5.  

5 Conclusions and Future Work 

Detecting emotions is a complex task even for human beings. Using only text or dialogs 

to detect emotions is a very hard challenge so that this research needs to be continued. 

This work presents the building of a sentiment analyzer for detecting emotions related 

to an educational context. The tests validate that this work had successful results in two 

type of database: one corpus with texts labeled with polarities and one corpus with texts 

labeled with learning-centered emotions. The results indicate that convolutional neural 

networks are a valuable choice in the recognition of polarities. We need more work 

with respect to classifying secondary emotions. The CNN architecture presented is a 

good beginning to recognize non-basic emotions and can be applied to recognize 

emotions from other different sources (e.g. facial expressions). In the future, we want 

to increase and balance the size of the two databases and we want to test them with 

more different machine learning methods to increase the number of classifiers. In 

addition, we will add different types of recognition from other sources such as voice, 

facial expressions, and brain signals. 
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Abstract. A cognitive tutor is an intelligent tutorial focused on supporting 

students on the resolution of problems. The large majority of the architectures for 

tutorial systems consider three common and indispensable modules: the student 

module; the tutor module; and, the domain module. These three modules are in 

charge of executing part of the more important activities within the tutor, and it 

is within these where it is necessary to implement models that simulate decision 

taking the way a human expert would. The student module should be constantly 

evaluating the progress made by students; the tutor module should provide 

adequate content, based on both the student’s characteristics and the learning 

goals; and, the domain module should be capable of simulating the knowledge of 

experts regarding teaching-learning methodologies. Somehow, these three 

modules should interact in order to achieve the goals of the cognitive tutor. In 

this paper a proposal of fuzzy logic-based models for each of these modules is 

presented; the design of a system in which the three modules interact is also 

shown. 

Keywords: fuzzy cognitive maps, cognitive tutor, problems resolution. 

1 Introduction 

Intelligent Tutoring System (ITS) is a system capable to guide students along a 

particular domain of knowledge through the solving of tasks tailored to the needs of the 

student [2]. In turn, a cognitive tutor is a type of ITS with a long-time proven efficacy. 

Its efficacy is based on its capacity to provide individualized support for the learning 

of complex cognitive abilities through the practice of problem solving [8]. According 

to Gonzalez [2], the key components of traditional ITS can be organized in different 

modules as a student model, domain model, tutor model and interface or 

communication module, which interact with the user. In this paper, the interest is 

focused on the three first modules, which contain the representation of expert 

knowledge in areas related to evaluation processes, teaching and learning 

methodologies and the detection of cognitive skills of students. These activities have 
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the purpose of guaranteeing that the implemented educational designs are adequate for 

learning achievement. These designs are teaching processes whose implementation 

isn’t easy without help from automatized tools such as intelligent tutoring systems. For 

this research in particular we are focusing on systems for algebra teaching through 

problems solving, using fuzzy cognitive maps, for represent the mental schemas that 

model dependencies between key concepts of domain, in this case algebra, and a fuzzy 

model for the detection of students’ expertise level. 

Since the student model module requires the implementation of strategies for the 

detection of students’ cognitive skills for problem resolution in the chosen knowledge 

field (algebra), it was necessary, first, to use an instrument for the constant 

measurement of such skills. The instrument is based on the one proposed in [11], known 

as the 3UV (3 uses of the variables) model. This instrument was adapted in order to 

associate it with Bloom’s Taxonomy, which is a cognitive method for educational 

objectives whose educational goals were classified as six cognitive levels: remember, 

understand, apply, analyze, evaluate and create [9]. The instrument based on 3UV 

model, are the rubric of input to the fuzzy inference model (equation 8). The goal of 

the inference system is to classify the student with values that are not very rigid and 

that may provide information that is closer to reality than a rigid model would.  

However, in order to develop more efficient tools, not only should knowledge 

representation be considered as a base. One should go in depth into something more 

complex known as the representation of dependency between key knowledge concepts 

in a given domain. This is supported by different pedagogical theories such as the 

Cognitive Load Theory, which computationally can be modeled through Fuzzy 

Cognitive Maps (FCM). A FCM helps in the decision making process and allow us to 

represent such dependencies. This tool is in an initial testing phase with students. 

Therefore, the results presented in this paper are experimental and are related, 

execution-wise, to map efficiency. For the tutor module, a fuzzy inference model was 

also considered; this model allows, based on the results of the student and domain 

models, the determination of the kind of problems on which the student should conduct 

further work. For its part, the Cognitive Load Theory (CLT), is based on the assumption 

that the construction and automatization of cognitive schemas for learning are the main 

goals of teaching. But those objectives may be thwarted by the limited capacity of 

working memory. Due to this factor, the proper allocation of available cognitive 

resources is essential for the learning process [4]. Here lies the importance of the 

representation of the dependency between the key concepts in the knowledge domain 

to be learned, and of not only using a general representation of knowledge. In other 

words, FCM must represent how the knowledge of a domain concept of the teaching 

material, may be affected by the knowledge of another domain concept [1].  

2 Basic Concepts 

2.1 Modeling Fuzzy Cognitive Maps  

Fuzzy Cognitive Map (FCM) is fuzzy-graph structure for representing causal 

reasoning, analyze inference patterns and they act as a nonlinear dynamical system [5]. 

In education, the causality characteristic allows the FCMs to be adequate to represent 
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the dependence between key concepts of some domain of the knowledge in question, 

allowing to detect the learning material that should be delivered, to some student, with 

respect to their knowledge level and personal needs [1,10]. 

For FCM reasoning process, a simple mathematical formulation is usually used. A 

model implication converges to a global stability, equilibrium in the state of the system. 

During the inference process, the sequence of patterns reveals the inference model. The 

mathematical representation of FCMs has the following form [3,5,6]: 

 

𝐴𝑖(𝑘 + 1) = 𝑓 (𝐴𝑖(𝑘) +∑𝐴𝑖(𝑘) ∙ 𝑒𝑗𝑖

𝑁

𝑗=1

), (1) 

 

where f (·) is a threshold (activation) function. Sigmoid threshold function gives values 

of concepts in the range [0, 1] and its mathematical type is: 

 

𝑓(𝑥) =
1

1+𝑒−𝑚∙𝑥 , (2) 

 

where m is a real positive number and x is the value A(k)
i on the equilibrium point. 

2.2 Fuzzy Cognitive Maps in Education 

However, when working with the causal dependency between the knowledge levels 

that a student possesses on a particular domain subject, a situation may arise in which 

the increase in the concept of any of the nodes of the fuzzy cognitive map may not be 

total, as represented in equations 1 and 2. Because of this, in these cases we should use 

a model that helps determine the causality between the nodes based on the dependency 

of the knowledge domain of the learning material. Chrysafiady et al. [1] define such 

model as a tuple (C, W, KL, f), where: 

1. C= {C1,C2, .. . Cn} is the set of concepts of the domain knowledge. 

2.  W: (Ci,Cj) →wij is a connection matrix, where wij is a weight of the directed ard 

from Ci to Cj, which denotes that the knowledge level of the concept Ci affects 

that of concept Cj. 

3. KL is a function that at each concept Ci associates the sequence of its activation 

degree. In other worlds, KLi(t) indicates the value of a concept’s knowledge level 

at the moment t. 

4. f is a transformation function. For the definition of the transformation function the 

following limitation has to be taken into account. Only the knowledge level of the 

most recently read concept affects the knowledge level of a domain concept, each 

time. Consequently, the KL value of a concept is affected only by the KL value 

of the most recently read concept, regarding the weight of the directed arc that 

connects them. Therefore, the transformation function for a FCM, which is used 

to represent the domain knowledge of the learning material, is defined as:  

 

KLi(t+1)=f(KLi(t)±wji*pj*KLi(t)/100), (5) 
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where pj is the percentage of the difference on the value of the knowledge level of the 

most recently read concept Cj, with pi = (KLj(t + 1)-KLj(t))*100/KLj(t). Also, the + is 

used in case of increase and the – is used in case of decrease. 

2.3 Analytical Model for evaluation of learning 

The areas and Cognitive ability is closely related to learning acquisition and is the basis 

for developing instructional strategies, and their preferences are the basis for 

developing the type of mentoring. Rongmei proposes an analytical model, combined 

with fuzzy logic to somehow categorize students based on their cognitive ability and 

propose a model that is able to make the appropriate instructional design decision to 

the student, based on their progress. The evaluation model can be expressed via a triple, 

such as formula [7].  

 

M=（U, V, A), (6) 

 

where, U = (u1, u2, u3, u4, u5, u6), are the weight of each of the six points of knowledge 

of Bloom´s Taxonomy, which is given by the experts. V= (v1, v2, v3, v4, v5), these 

elements respectively stand for five reviews: excellent, good, medium, passed and fail, 

which is based on both the results of cognitive ability synthetic evaluation and the test.  

A is a matrix where each line has the following form: 

 

𝐴𝑖 = (𝑎1, 𝑎2, 𝑎3, 𝑎4, 𝑎5, 𝑎6), (7) 

 

where 𝑎𝑖 are values between 0 and 1, and are define as: 

 

𝑎𝑖 =
𝑟𝑖𝑗(1)

𝑟𝑖𝑗(1) + 𝑟𝑖𝑗(0) + 𝑟𝑖𝑗(−1)
, (8) 

 

rij(1) is defined as the number of correct answers of the student in each of the cognitive 

abilities, rij (0) is the number of unanswered questions and rij (-1) is the number of 

incorrect answers in each of the cognitive skills. 

Finally, M is defined as: 

𝑀 =∑𝑔𝑖 ∗ 𝑢𝑖

6

𝑖=1

, (9) 

 

where 

𝐺 = 𝑊 ∙ 𝐴 = (𝑔1, 𝑔2, 𝑔3, 𝑔4, 𝑔5, 𝑔6), (10) 

 

and W defines the weight of each rubric, this is: 

 

𝑊 = (𝑤1, 𝑤2, 𝑤3, 𝑤4, 𝑤5, …𝑤𝑛). (11) 
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3 Description of the Proposed Models  

Concretely, the designed domain module for the cognitive tutor is in charge of 

analyzing the dependencies between the topics that are considered as the main goal in 

the learning-teaching process, algebra, for this case. For practical purposes, the syllabus 

for the subject of algebra of a public, higher secondary level educational system in 

Mexico was chosen. This syllabus is divided into three units; for the modeling of 

dependencies between the topics, a fuzzy cognitive map for each unit was built. To 

obtain the values for the edges of each FCM, a survey with 18 higher secondary level 

math teachers was used. In Figure 3 the FCM of first unit is showed. 

Generally, the processes of the three models in which this work is focused can be 

seen as the iterative process shown in Figure 1. The first process is the one related with 

the student model module; process 2 is the domain module; and, process 3 is the one 

that executes the activities of the tutor model module. The iterative process starts with 

the handling of rubrics based on the 3UV model, which are evaluated through the 

analytical model described in the section 2.3 so, using this model, the input parameters 

for the first FIS are obtained. The model for process 1 is a Fuzzy Inference System 

(FIS) type Mamdami whose parameters are shown in Figure 2, and it uses as input 

parameters the levels of Bloom’s Taxonomy, which work as the fuzzy sets for the FIS. 

The fuzzy value obtained of process 1 is used how input to the process 2.  

The second process is a model of fuzzy cognitive maps, whose goal is to identify the 

relationships between the concepts of the knowledge domain (algebra) in order to 

determine its relationship with the students’ cognitive skill and, based on these 

relationships, obtain the input parameters for the second FIS, which determines the 

problems that should be presented to the student in order to help him(her) improve 

his(her) problem solving skills. For the iterative process for each FCM and for getting 

the convergence parameters, the models of sections 2.1 and 2.2 are applied. The 

relationship between these three processes gives way to an iterative process that 

constantly relates the results of each of the former ones; so in process 1, a condition is 

established that gives guidelines to the execution of the three processes, as long as the 

cognitive evaluation doesn’t reach adequate values for each of the three defined fuzzy 

cognitive maps.  

 

Fig. 1. Iterative process for the three modules of cognitive tutor. 
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Fig. 2. Parameters of first Fuzzy Inference System of figure 1. 

4 Results 

The processes of figure 1 were simulated in a program with graphical user interfaces of 

matlab, version 2017b. In principle, for the purpose of testing, random values were 

considered for two rubrics with three problems, of each topic of algebra. Subsequently, 

process 1 is applied to obtain the values of Bloom's Taxonomy and the fuzzy value. 

The Figure 3 show the results of file in which, the process of simulate the assessment 

of 5 topics of unit 1, when the counter "i" of the figure 1 is equal to 1, is accomplished. 

Figure 4 shows the results of the file that is responsible for performing the iterative 

process of the first diffuse cognitive map, which shows the values that the student must 

reach to get to understand all the topics of unit 1. Finally, Figure 5 shows the process 

related to decision making related to the type of problems that the student must solve, 

according to the values obtained in the previous processes. 

 

 

Fig. 3. Evaluation of the 5 topics of the FCM of unit 1.  
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Fig. 4. Results of the iterative process of FCM 1. 

4.1 Analysis of Results 

In Figure 3, fuzzy values and average values are show, the difference among these 

values is that, the fuzzy value is representing of best manner, the characteristics of the 

student, in relation with your performance in each level of the Bloom´s taxonomy.  By 

example for topic 1, the average value is very low, even though the student performs 

well at the "evaluate" level of the Blooms taxonomy, which is why the fuzzy value is 

high. The results of Figure 5 are the suggestions that the tutor module will make to the 

student, which depend on the values of the Bloom´s taxonomy that the student obtains 

and the dependencies between topics, therefore, for the topic 5 in figure 5, the 

suggestion is that the student must work with fully resolved examples because their 

cognitive level is low. 

Fig 5. Application of the second Fuzzy Inference System for the tutor module. 

5 Conclusions 

The dependency between several algebra topics, as well as the relationship with 

problem solving, was modeled through of fuzzy models. It can be observed from the 
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results shown that applying a variant of the original model proposed by Kosko, a model 

that converges into an optimal vector, using several incremental factors for each of the 

concepts related to the different subjects of algebra is obtained. This allows us to 

simulate the dynamic behavior of the students’ learning process, and to determine the 

kind of problems that should be offered to them as exercises to enhance their learning.  

The execution of the cognitive map convergence process has only been conducted 

to analyze the diverse combinations of input parameters. However, the goal is to obtain 

real data from several students that may serve as an input vector for map modeling and, 

thus, obtain the parameters that will help in the training of the model that will assign 

the problems and topics in which the student should work in. All this, in order to achieve 

the final objective, which is that the student can to solve completely and autonomously 

every of the problems in each topic, which will occur when the vectors associated to 

evaluation contain values that represent a total comprehension of every one of the 

concepts. This will be the vector to which all fuzzy cognitive maps should converge. 

This way, the efficiency of the domain module could be evaluated. 
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Abstract. This paper presents a methodological proposal for automatic 

identification of emotions in educational environments using machine learning 

algorithms and physiological and behavioral signal acquisition technologies to 

identify relations between emotions and learning. Four of the main learning-

centered emotions are considered [1]: engagement, boredom, confusion and 

frustration. It is proposed to make a fusion of data from two physiological and 

behavioral signal acquisition technologies with the objective of achieving the 

identification of emotions in the most precise manner. Therefore, considering 

the stages of the proposed methodology, the first of them is presented and the 

design of the experiment that will be executed for data collection. The 

development of an appropriate database with elements belonging to a learning 

environment for the study of emotions is an essential task. 

Keywords: automatic identification of emotions, learning-centered emotions, 

learning environment, physiological signals, machine learning. 

1 Introduction 

From a computational approach, the detection and identification of emotions is a 

relevant problem within the area of affective computation research, since it is the 

starting point in the study and development of human-machine interaction systems 

sensitive to the emotions of human beings. In the human-machine interaction area, 

this is known as classification of emotions, automatic detection or identification of 

emotions, as it is mentioned in [2] and [3]. This problem is supported by 

computational models of emotion. In the case of the psychological research that uses 

computational models, the emphasis will largely be on fidelity with respect to human 

emotion processes. In AI (Artificial Intelligent) and Robotics related works, 

evaluation often emphasizes on how the modeling of emotion impacts reasoning 

processes or leads in some way to improved performances. In Human-Computer 

Interaction (HCI) work, the key evaluation is whether the model improves human 

computer interaction such as making it more effective, efficient or pleasant. 

To appreciate the transformative role that computational models of emotion can 

have on research, in [2] they consider three aspects: the impact on emotion research in 
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psychology, the impact on artificial intelligence (AI) and finally the impact on work 

in human-computer interaction. Thus, the complexity of the problems that affective 

computation deals with lies in the fact it is an inter-disciplinary area that encompasses 

computer science, psychology, and cognitive science [4]. Particularly, in the 

computational area the challenge is selecting and testing machine learning algorithms 

that could be integrated in a complete model of recognition of learning-centered 

emotions. 

In this sense, two approaches have been used to recognize human emotions [5]: 

The objective, using sensors or capturing images; as in the recognition of facial 

expressions, voice, heart rate, body language, body’s thermal activity, muscular 

activity and brain waves. And the subjective, such as contextual analysis through 

direct observation, surveys, or interrogations of the individuals themselves. 

The automatic recognition of emotions and the human-machine interaction can be 

considered, then, from the use of physiological signal sensors that allow the 

acquisition of data through voice analysis, video images of the face, eyes, head, or 

body movements of the people [5]. 

Within the human-machine interfaces that capture physiological signals that can 

help in the recognition of emotions, as mentioned in [6], the brain wave diadems that 

send information to an electronic device in the form of an electroencephalogram 

(EEG) are found. 

There are also cardiovascular wristbands, which measure heart rate and provide 

information in the form of an electrocardiogram (ECG); electrodermal activity 

sensors that measure the level of conductivity of the skin through sweat on the hands; 

thermal cameras that allow the measurement of the temperature change of the human 

body associated with the different emotional states. 

There are also devices that measure muscle electrical activity in response to a 

nerve stimulation of a muscle, in the form of an electromyography (EMG). Regarding 

devices related to the identification of people’s behavior -such as body postures and 

gestures- there are traditional video cameras, webcams or augmented reality that 

allow the recording of facial expressions and body movements, as well as eye 

tracking, important to the recognition of emotions. In this type of devices, there are 

also voice recorders, another medium used to identify emotions, as mentioned in [7]. 

The data obtained from different devices must be processed and classified based on 

a specific objective. In this case, they will be used for the recognition of learning-

centered emotions and captured in real educational environments when students are 

executing a learning activity. Therefore, it is expected to contribute to physiological 

signal processing technics, from their capture, preprocessing, selection of 

characteristics and, finally, with the identification of learning-centered emotions. 

The objective of identifying emotions during educational activities is to 

corroborate the relationship between learning-centered emotions and the level of 

learning obtained by students. This relationship is the base for approaching 

educational strategies that help to improve the levels of learning and, therefore, the 

educational level in our country. 

90

Yesenia N. González Meneses, Josefina Guerrero García, Carlos Alberto Reyes García, et al.

Research in Computing Science 148(5), 2019 ISSN 1870-4069



2 Motivation 

The problem involving automatic recognition of emotions has been an area of 

investigation highly active in the last years. Regardless of this, a clear solution, which 

is within reach of the most people, is still far away. Several drawbacks have 

influenced the construction of an appropriate solution from a computational point of 

view. On one hand, a factor that affects the performance of emotion recognizers in 

real contexts is the difficulty to generate databases with spontaneous emotions. 

Generally, works are made with actuated databases which provide portraits of 

emotions representing prototypical and intense emotions that facilitate the search of 

correlations and the subsequent automatic classification. This kind of databases are 

usually captured in a controlled environment, which decreases problems in the 

processing of information (noise, for example). 

In addition, it can guarantee a balanced number of samples per class. As 

consequence, there have not been good results when translating the knowledge 

extracted from these databases to real contexts [8]. In contrast, the data bases with 

spontaneous records show information with emotional content that does not belong to 

a single class, but a mixture of them. In other cases, there are samples with a very 

light emotional charge, close to a neutral emotional state. In addition, databases with 

spontaneous emotions are usually recorded in noisy environments, such as 

classrooms, study rooms, entertainment areas, offices, factories or in phone 

conversations, which leads to the inclusion of noise. 

Finally, because of the very nature of the problem, it is not possible to ensure a 

balanced quantity of examples per class. Another challenge to be solved is the 

extraction and selection of a set of characteristics that allow recognizing emotions in 

the data captured spontaneously. Although progress in the area has been important, 

there is still much to be done in realistic contexts. Therefore, it is necessary to propose 

and explore other approaches that allow reaching a good performance of the 

recognition of emotions in real world applications. An evident aspect to consider is 

the fact that the area of application has an important influence on the accuracy of 

emotion recognition [7], as well as the degree of intrusion of the tools used. 

2.1 Problem Statement 

Considering the presented problems and the analysis of recent related works, we can 

identify that in learning environments there is a lack of adequate methodologies to 

recognize the emotional state of students during learning processes through 

interaction with a computer. Preferably, that integrates diversified characteristics, 

obtained even from the fusion of data coming from the use of different technologies 

of acquisition of physiological and behavioral signals based on a model of emotions 

that allows to become closer to reality and, overall, to the cognitive learning process, 

which contributes to the analysis of the emotion-learning relation. 

2.2 Research Objective 

The objective of this work is to recognize emotions in educational environments using 

machine learning algorithms and technologies of acquisition of physiological and 
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behavioral signals to identify emotion-learning relationships. To achieve the above, 

the following activities are proposed: 

 Investigate, analyze and select the model of emotions and technologies for 

the acquisition of physiological data on which the proposal will be based.  

 Analyze and select educational environments to make the physiological and 

behavioral data capture.  

 Investigate, study and select machine learning algorithms for the selection of 

characteristics for the classification of emotions.  

 Design a methodology for the identification of learning-centered emotions. 

To validate the work done, tests will be carried out with college students and the 

recognition accuracy will be evaluated with metrics that allow comparing it with 

related works in the literature. With this we pretend to corroborate how the proposed 

methodology allows identifying emotions in educational contexts that can contribute 

to decision making in emotion-learning relationships. 

3 State of the Art 

The analysis of the state of the art that is being carried out consists of a collection of 

articles focused specifically on the recognition of emotions in learning activities and 

the identification of the emotion-learning relationship. These investigations in 

automatic recognition of emotions represent approximately 20%, and the remaining 

proportion (approximately 80%) are works that recognize basic emotions (happiness, 

sadness, fear, anger, contempt, disgust and surprise). There is a clear difference in the 

literature found. There are works that, although they make an identification of 

emotions, give greater relevance to the analysis of the emotion-learning relationship. 

Others emphasize especially the algorithms for automatic recognition of emotions and 

the recognition rate reached and, with less importance, analyze the emotion-learning 

relationship. Considering these two aspects, a review of the state of the art analyzed 

so far is presented. 

3.1 Works Focused on the Computational Problem of Automatic Recognition 

of Learning-centered Emotions 

In the literature reviewed, these works represent approximately 63% of the total of 

papers reviewed that identify learning-centered emotions. Only the most recent 

research is mentioned here. 

In the work of [10] they use a convolutional neuronal network for the recognition 

of learning-centered emotions. They run tests using three data-bases: RaFD, database 

of posed facial expressions containing images of 8 basic emotions and two 

spontaneous databases created by them, especially with content related to learning-

centered emotions. The emotions they recognize are: engagement, excitement, 

boredom and relaxation.  

In [11] they propose a computer-assisted method for special school instructors, 

where they teach students with mental disorders or emotional problems using a 

system that employs wearable sensor technologies and intelligent recognition of 
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emotions. The emotion recognition module starts with the capture of the signal from 

brain diadems. The filtered data is sent to the characteristic extraction module. After 

extracting the characteristics, they are processed with two classifiers: support vector 

machine and near k-neighbors with a cross-validation of 10 iterations. The emotions 

they recognize are: happiness, calm, sadness and fear. 

In [12] they implement a binary local pattern for the recognition of learning-

centered emotions. The purpose of the work is to build a database of spontaneous 

facial expressions corresponding to affective states in learning environments to be 

used in different intelligent tutorial systems. The data capture technologies they use 

are video and EEG diadems (Emotiv-EPOC). The learning-centered emotions that 

they recognize are: frustration, boredom, engagement and excitement. They use a 

support vectors machine to do the classification of emotions 

The work of [2] explains the construction and validation of a database of facial 

expressions that they collect by taking pictures with a webcam. Each photograph is 

labeled with the emotions of the users obtained at that moment from the Emotiv-

EPOC device. For the recognition of facial expressions, they use a technique based on 

geometry. These measurements are transformed into characteristics to train a support 

vector machine. They obtain accuracy, per emotion, of: boredom of 64%, engagement 

of 64%, excitement of 83% and frustration of 62%. The same model for the 

recognition of emotions is also used in [13], as part of an affective learning 

environment based on Web 3.0 to learn how to program in Java. 

Finally, in [14] they propose different recommended activities to induce a certain 

mental state and capture the EEG response for each one of them. They intend to 

identify the ideal emotional state to learn. These activities are based on psychological 

research dedicated to measuring the level of attention, concentration and other 

functions. In the classification process, they use k-means and clustering. 

Of the totality of works reviewed we can conclude that the most popular devices for 

the capture of data are webcams, followed by EEG Emotiv diadems. From the use of 

these technologies and other less popular ones, 80% of the works create their own 

databases to train and assess their recognizers. The most used algorithms for 

classification tasks are artificial neural networks, support vector machine (SVM), 

clustering techniques, Bayesian classifiers and nearer neighbors (KNN), among 

others. Considering this analysis, we will begin the processing of the data collected 

using the aforementioned algorithms on the signals that we capture. 

3.2 Works Focused on the Analysis of the Emotion-learning Relationship 

based on the Automatic Recognition of Learning-centered Emotions 

Up next, the most recent research on the analysis of the emotion-learning relationship 

using computer techniques for the identification of emotions is listed. These works 

represent 37% of the literature reviewed so far. 

In [15], they make a study of the affective states that originate when students learn 

with technology, using a tutorial to learn the basics of programming in Python. The 

emotions they can identify are: engagement, confusion, frustration, boredom, 

curiosity (which were the most frequent affective states), anxiety, happiness, anguish, 

surprise, disgust, sadness and fear (which were the rarest). With the analysis of their 

results, they identify the emotion-learning relationship from five different approaches. 
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In [16] they present the development of an intelligent tutor with recognition and 

management of emotions for mathematics. And in [17] they develop an affective 

learning system for algorithmic logic by applying gamification. In both works, a 

module for the recognition of emotions is integrated. This process is based on the 

analysis of faces. 

The analysis of these works helped us to identify the areas of opportunity regarding 

our research and to be able to define the design strategies of the methodology and 

algorithms for the selection of characteristics and classification to be used. The above, 

to validate the hypothesis that states that the proposed methodology allows us to 

identify emotions in educational contexts that contribute to the decision-making in the 

emotion-learning relationship. 

4 Proposed Methodology 

General methodology of the investigation is shown in Fig.1. 

 

Fig. 1. Proposed Methodology. 

The main stages of this methodology are: 

1. Research, analysis and selection of technologies for acquisition of physiological 

data, emotions model, application context and machine learning algorithms, 

which will be proposed for the development of the methodology. 

2. Data processing; it includes the recording and acquisition of physiological and 

behavioral data to form the data base, the preprocessing required to prepare the 

data and the implementation of extraction, selection and integration algorithms 

of relevant characteristics derived from the different signals. We will create a 

database of student features obtained in real time while doing a learning activity. 

Which will be formed by two physiological characteristics: the temperature of 
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the face and the heart rate; and two behavioral characteristics: the facial image 

and the movements of the superior limbs. 

3. Identification of emotions; the selected machine learning algorithms will be 

tested and trained for classifying learning-centered emotions. We will start with 

neural networks adjusted to the characteristic vectors formed by the 

aforementioned data, trying to recognize emotions from a discrete approach. We 

will also test fuzzy classification algorithms with the objective of recognizing 

emotions from a continuous focus. In both cases, with the purpose of improving 

recognition accuracy with respect to other similar jobs in the state of the art. 

4. Validation; tests will be carried out to evaluate the complete methodology for 

the identification of emotions with metrics that measure their execution, 

precision and accuracy. 

In the stages of data processing and identification of emotions we will follow the 

steps of the KDD process (Knowledge Discovery in Databases), which correspond to 

each of the activities considered in the stages of the methodology. 

5 Discussion 

For the development of the proposed methodology, the use of machine learning 

algorithms is proposed, starting with neural networks and the use of fuzzy techniques. 

A preliminary analysis of the captured data will allow us to choose the best 

algorithms according to their characteristics and distribution. A contribution is 

expected with the proposal of integrating data from different physiological and 

behavioral signal acquisition technologies. 

The data acquisition stage will be carried out through a controlled experiment, in 

which college students will participate using a tutorial to learn algebra. Data of 100 

students will be collected. It is expected to obtain results that contribute to the 

improvement of the identification of learning-centered emotions with better precision 

and that can be considered for the decision-making process on pedagogical strategies 

and learning activities more adapted to each student. 

6 Conclusion 

The development of this project will contribute to the identification of gaps in the 

automatic recognition of learning-centered emotions. It will allow identifying and 

proposing less uncomfortable technologies for students, recommended for the 

collection of data in the identification of learning-centered emotions; we will start 

with the integration of video cameras, thermal cameras, heart rate sensor and Kinect 

for Windows. 

The implementation of the process of automatic identification of emotions can be 

integrated into learning environments within the student modeling module or within 

another type of environment, which may consider the emotional state to provide 

feedback to the students' learning. 
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Abstract. In learning environments emotions can activate or deacti-
vate the learning process. Boredom, stress and happy –learn-related
emotions– are included in physiological signals datasets, but not in Facial
Expression Recognition (FER) datasets. In addition to this, Galvanic
Skin Response (GSR) signal is the most representative data for emotions
classification. This paper presents a technique to generate a dataset of fa-
cial expressions and physiological signals of spontaneous and acted learn-
related emotions –boredom, stress, happy and neutral state– presented
during video stimuli and face acting. We conducted an experiment with
22 participants (Mexicans); a dataset of 1,840 facial expressions images
and 1,584 GSR registers were generated1. A Convolutional Neural Net-
work (CNN) model was trained with the facial expression dataset, then
statistical analysis was performed with the GSR dataset. MobileNet’s
CNN reached an overall accuracy of 94.36% in a confusion matrix, but
the accuracy decreased to 28% for non-trained external images. The
statistical results of GSR with significant differences in confused emotions
are discussed.

Keywords: facial expression recognition, GSR, MobileNet, learn-related
emotions, CNN.

1 Introduction

Emotions as stress [7] or happy [23] can appear during deep learning activities;
other emotions as relaxation and boredom can deactivate the learning activity
[23]. Consequently, emotion recognition is a useful tool to adjust the learning
environment.

Behaviors (e.g., facial expressions and movements) and physiological data
(e.g., signals from the brain, heart, skin, muscle, or eyes.) are non-verbal expres-
sions of the human body, which can give relevant information about the emotions

1 Hispanic Facial Expressions and Galvanic Skin Response (HFEGSR) dataset avail-
able at: https://github.com/andresmitre/Study-of-Spontaneous-and-Acted-Learn-
Related-Emotions-Through-FER-and-GSR
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of a person; these outputs are more notorious in video stimuli [24, 20, 14] than
image stimuli [21, 15] from the International Affective Picture System (IAPS)
or sound stimuli from the International Affective Digitized Sounds (IADS)[1]
because of the simultaneous perception activities. The information generated
from stimuli is collected in datasets.

There are several acted [17, 16] or spontaneous [17, 19] FER datasets, but
no for all emotions related to learning as stress and boredom, such emotions
can be found in physiological signals datasets –e.g., Electrocardiogram (ECG),
Heart Rate (HR) and Galvanic Skin Response (GSR)– GSR being the most
representative signal in boredom [9] and other negative emotions [3] –e.g. stress–
for correctly classification in emotion recognition. In this paper we introduce:
(i) a technique in a controlled experiment using video stimuli to produce GSR
and FER datasets of the next basic emotions related to learning: happy, stress,
and boredom; (ii) a classifier of spontaneous and acted emotions with our FER
dataset; and (iii) a GSR dataset analysis of significant differences in spontaneous
and acted emotions.

The paper is organized as follows: in section 2 related works are presented;
in section 3 the experiment is detailed; section 4 discusses the results; section 5
describes the contributions and future work.

2 Related Works

CNN, has a high computational cost due to its network depth and the need of
large dataset, where tuning hyperparameters is difficult as it is slow to train the
CNN and there are numerous parameters to configure [22]. Concerning emotional
classifiers, Hierarchy CNNs in [13] tested the accuracy on multiple FER datasets:
61.6% for SFEW2.0 [6], 72.72% FER-2013 [10], 87.71% TFD [27] and 95.38%
GENKI4K [30]. On the other hand, CNN’s classifiers such as MobileNet [26]
and ShuffleNet [31], reduce computational cost sacrificing accuracy. MobileNet is
built primarily from depth-wise separable convolutions used in inception models
[12] to reduce the computation in the first few layers. In [11], MobileNet achieved
a 79.4% with 5.60 millions less Mult-Adds (computation) compared to FaceNet
[25] who reached a 83% accuracy. MobileNet allows using low-cost technology
(less processing) in educational environments.

In the physiological process, the GSR signal has better classification accu-
racy than other physiological signals in discrimination of happiness or neutral
states [5], boredom [9] and stress [28]. Features collected from GSR signal may
contribute to the accuracy of learning emotions classification with FER datasets.

Most acted [17, 16] and spontaneous [17, 19] FER datasets do not include
physiological signals during the data collection procedure. Moreover, GSR datasets
[14] offer the video of participants’ face without restriction of video recording.
An interesting technique to collect FER images was described in [2], which the
configured approach with EEG device triggers the facial image collection during
high emotional rates. We used this principle to collect FER images during more
representative GSR data.
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3 Experiment

The objectives of the experiment are: (i) the creation of the FER and GSR
datasets of acted and spontaneous emotions related to the learning process. (ii)
the emotion classification with a CNN throughout FER. (iii) Find significant
differences in the GSR Percentage of Change (P.C) between spontaneous/acted
and neutrality.

3.1 Materials and Method

To create the FER and GSR datasets, the materials we used were: Haar Feature-
based Cascade [29] –a machine learning based approach where a cascade function
is trained from many positive an negative images– for the face recognition
developed in OpenCV; DSRL Rebel T3 Cannon Camera in order to capture
the facial images; Grove GSR Sensor –measure the resistance of the human skin,
the resistance is measured with two electrodes of 1/4”(6 mm) dimension of nickel
material attached to an electronic circuit– for the physiological data; and a 22in
LCD monitor.

Table 1. Selected scenes from films for audiovisual stimuli.

Emotion Film title Scene description

Neutral The lover Marguerite gets in a car, gets off and walks to a house
Happy When Harry met Sally Sally fakes an orgasm in a restaurant
Stress Irreversible Woman raped and brutally beaten
Boredom Merrified and Danckert Two men ironing clothes.

An audiovisual stimuli was shown to the participant to obtain the spon-
taneous emotion, it consisted of a visualization of video clips from films vali-
dated by participants in diverse work related emotion. Table 1. describes the
film related to the stimuli and a brief description of the scene. The stimuli
from Table 1 was validated by 100 participants in neutral and happy stimuli
[20], boredom was approved by two studies (study 1: 241 participants, study
2: 416 participants) [18], and stress validated by 41 participants [4]. On the
other hand, within the acted emotions, facial expression was imitated by the
participants using FACS [8] and others proposals, for an interval of 10 seconds.

3.2 Participants

A sample of 22 subjects of Hispanic ethnicity participated in the study: 9 females
and 13 males with a range from 18 to 62 years of age.
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Fig. 1. Procedure of data collection example during spontaneous and acted sessions.
Left timeline: (a) films sequence of spontaneous stimuli (neutral, stress, boredom,
happy). (b) Timeline procedure for spontaneous stimuli per participant, obtaining the
raw data (facial images and GSR) of the session captured within an interval of 30
seconds (gray bars) where the strongest appeared emotion, the GSR signal is noted
with the red. (c)(f) Facial images and GSR signal chose for the dataset within a second
at 10 FPS. The second was determined according to the biggest difference between
the actual emotion recorded, and the baseline (neutral state). Right timeline: (d) acted
images sequence (neutral, stress, boredom, happy), the participants imitated the images
with the facial expressions described in [8] and other pictorial instructions. (e) Timeline
procedure for acted stimuli of 10 seconds per images.

3.3 Procedure

For the creation of the dataset, we proposed a technique that consisted of
two sessions: spontaneous and acted. Firstly, the procedure of the experiment
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Table 2. MobileNet Body Architecture.

Type/ Stride Filter Shape Input Size

Conv / s2 3 x 3 x 3 x 32 224 x 224 x 3

Conv dw / s1 3 x 3 x 32 dw 112 x 112 x 32

Conv / s1 1 x 1 x 32 x 64 112 x 112 x 32

Conv dw / s2 3 x 3 x 64 dw 112 x 112 x 64

Conv / s1 1 x 1 x 64 x 128 56 x 56 x 64

Conv dw / s1 3 x 3 x 128 dw 56 x 56 x 128

Conv / s1 1 x 1 x 128 x 128 56 x 56 x 128

Conv dw / s2 3 x 3 x 128 dw 56 x 56 x 128

Conv / s1 1 x 1 x 128 x 256 28 x 28 x 128

Conv dw / s1 3 x 3 x 256 dw 28 x 28 x 256

Conv / s1 1 x 1 x 256 x 256 28 x 28 x 256

Conv dw / s2 3 x 3 x 256 dw 28 x 28 x 256

Conv / s1 1 x 1 x 256 x 512 14 x 14 x 256

5x Conv dw / s1
Conv / s1

3 x 3 x 512 dw
1 x 1 x 512 x 512

14 x 14 x 512
14 x 14 x 512

Conv dw / s2 3 x 3 x 512 dw 14 x 14 x 512

Conv / s1 1 x 1 x 512 x 1024 7 x 7 x 512

Conv dw / s2 3 x 3 x 1024 dw 7 x 7 x 1024

Conv / s1 1 x 1 x 1024 x 1024 7 x 7 x 1024

Avg Pool / s1 Pool 7 x 7 7 x 7 x 1024

FC / s1 1024 x 1000 1 x 1 x 1024

Softmax / s1 l—Classifier 1 x 1 x 1000

consisted in providing instructions to the participants about the session and how
to position their middle and index phalanges over the GSR electrodes. During
the session, participants watched a series of films (stimuli) while raw data was
recorded –photos taken at 10 FPS and GSR recording at 10Hz.

Figure 1 illustrates the sequence of spontaneous and acted sessions. Fig. 1(a)
shows the spontaneous session; the stimuli consisted in the following sequence:
Neutral −→ Stress −→ Neutral −→ Boredom −→ Neutral −→ Happy; where at the
end of every stimuli, neutrality was induced to the participant to generate the
correct desired emotion. Fig. 1(b) indicates the raw data taken in an interval
of 30 seconds from the scene where the strongest emotion appeared. Fig. 1(c)
facial expression and GSR reading captured at 10 FPS and Hz respectively
for spontaneous emotion. For the acted emotions (Fig. 1, bottom timeline),
participants were instructed to carefully read the instructions for each emotion
by performing the imitation during 10 seconds (Fig. 1(d)). Fig. 1(e) indicates
the raw taken in an interval of 10 seconds. Fig. 1(f) facial expression and GSR
reading captured at 10 FPS and Hz respectively for acted emotion.

The emotion classification was developed with MobileNet Architecture (Ta-
ble 2) [11] on TensorFlow; 1,840 images were used for the CNN, the images from
the FER dataset were resized at 224 x 224 for the input layer, afterward CNN
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classified the images into 8 different classes: “Happy A”,“Happy S”, “Stress A”,
“Stress S”, “Boredom A”, “Boredom S”, “Neutral A” and “Neutral S” (“ A”,
stands for Acted emotion and “ S”, stands for spontaneous emotion). For the
external images, a total of 80 images (10 images per class) were used to test the
CNN; the images were taken from social networks sites, where users declared
their emotional state.

4 Results and Discussions

The classification of the trained dataset brings excellent results: training preci-
sion: 100%, validation accuracy: 96.5%. On the other hand, the classification for
external images with previously trained dataset shows an average poor perfor-
mance of 28.75%. To evaluate performance of MobileNet, we analyzed classifier
based on confusion matrix analysis (fig. 2), where a correct classification was
done with an overall accuracy of 94.6% (fig. 2(a)).
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Fig. 2. Confusion Matrix of classifier based on the performance of the CNN. (a)
Confusion Matrix of the dataset trained for the CNN, the classification shows an overall
accuracy of 94.36%. (b) Confusion Matrix of external images, the classification shows
an accuracy of 28.75%. The letters A and S in (a, b) represents the state of emotion,
where ”A” stands for acted emotion and ”S” for spontaneous emotion.

Signed Wilcoxon Rank test was used to compare means of change percentage
variable of each emotion. For the test with P.C. of spontaneous stress with acted,
it was found that Z = -0.141, P > 0.05, no significant differences were found. The
test with P.C. of spontaneous happy with the acted one, it was found that Z =
4.46, P = 0.000; P.C. of spontaneous happy (M = 0.196) is greater than happy
acted (M = -0.38). Regarding boredom, the result of the test was: Z = -5.167,
P = 0.000; P.C. of spontaneous boredom (M = 1.565) is greater than P.C. of
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acted boredom (M = 0.006). Therefore GSR can contribute on the recognition
of the happy spontaneous confused by a 65% with acted one; in addition the
recognition of boredom spontaneous with acted boredom of 2% (fig. 2(b)).

5 Conclusions and Future Work

A classifier of learn-related emotions is a powerful tool for intelligent learning
environments, the recognition of emotional states could improve the reinforce-
ment learning of a focus group for education (e.g., educational task and tools)
and gaming (e.g., reaction on different levels of immersion). The contribution of
this work lies on: i) a new technique to generate a dataset that employs effective
stimuli for FER and GSR. ii) Two dataset, FER: 1,840 facial expressions images;
GSR: 1,548 registers –baseline difference between emotions and neutrality. iii)
Trained model of spontaneous and acted emotions. iv) The possibility of GSR
may enhance the classification of the CNN. Future work will consist an including
other emotions related to learning (e.g., confusion), as well as incorporating the
GSR data into the RGB value channels of the trained images, furthermore,
re-train the CNN and contrast results.
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Abstract. In this paper we present a Web platform designed to allow
medical students and practitioners to study clinical cases on their own.
The main objective of this proposal is to address key problems inherent in
the traditional study of clinical cases by providing a tool that implements
techniques and elements of gamification, simulation, and serious games.
The proposed platform offers an improved learning experience through
a virtual environment that provides an alternative method for training
and interpretation of clinical cases for medical examinations. Medical
students and practitioners can play the role of a real doctor in a simulated
office. In particular, the platform allows medical students and practi-
tioners to learn through their mistakes without hurting human beings.
In addition, this platform is designed to allow users to add new clinical
cases and make them available for study. The platform was validated in a
local hospital by 8 medical practitioners. The participants indicated that
the platform design, the tutorials included, and the ease of use factors
are satisfactory.

Keywords: medical student, clinical case, gamification, simulation, se-
rious game.

1 Introduction

Gamification is the process of changing a set of traditional actions to an attrac-
tive gaming experience for the user [13]. Matallaoui et al. [11] define gamification
as “the use of game design elements in a context not related to the game, is an
interdisciplinary tool, where users are motivated to achieve certain behavioral or
psychological results”. Gamification also enables the development of immersive
games in virtual environments in which users are encouraged to perform desired
actions. In the academic field, gamification serves as a tool to facilitate teaching
and learning processes through collaborative environments [2].

Serious games (SGs) have a high impact as an instructional tool that benefits
from traditional game concepts and information and communication technolo-
gies. Serious games have allowed the implementation of simulations and realistic

107

ISSN 1870-4069

Research in Computing Science 148(5), 2019pp. 107–114; rec. 2018-09-06; acc. 2018-10-07



virtual environments, where players can experience adventures while acquiring,
practicing, and verifying knowledge. This represents a significant opportunity
for 21st century educators and trainers to improve their educational tools [1].

The traditional method for studying clinical cases is through information
sources such as books, articles, and automated tests. However, this method
usually leads medical students to a state of saturation, stress, and anxiety
given that, for example, the quantity and complexity of clinical cases to study
in exam periods is high. Moreover, the feedback received from this type of
information sources is limited. The study of clinical cases by medical students
and practitioners also takes advantage of the monitoring of patients in hospitals.
This study of clinical cases requires observation and analysis for long periods of
patients with diverse conditions, diseases, signs, and symptoms [9]. However, in
hospitals such as those known as “third level hospitals”, only critical patients
have long stays. The majority of patients are hospitalized for short periods of
time, which makes it difficult the generation and access of medical students to
a greater amount of knowledge that improves their learning experience and the
acquisition of skills related to clinical cases that depend on hospitalized patients.

Lifshitz [8] indicates that clinical cases can not be learned through memo-
rization or readings or through distance education strategies. In fact, the anal-
ysis of clinical cases has a very strong affective component because it implies
confrontation with illness and suffering. The discussion about the limits of the
teaching of clinical cases has not been solved, but this type of learning usu-
ally requires abilities for communication, physical examination, treatment, and
clinical reasoning. Lifshitz [8] also proposes a well defined structure to organize
and study clinical cases: 1) the approach to the patient, 2) the collection of
information, 3) the analysis of the information collected, 4) clinical procedures, 5)
the diagnostic decision, 6) the decision therapist, and 7) the decision Prognosis.
In this context, although there is great interest in the design and application
of guidelines in clinical practices for the prevention and care of diverse health
situations, greater attention must be paid to its implementation and effectiveness
in various practical scenarios [5].

The simulation of clinical cases involves a set of techniques that facilitate
medical students and practitioners the acquisition of knowledge and skills. In
particular, techniques and methods from fields such as artificial intelligence,
virtual and augmented reality, and human-computer interaction have enabled the
development of platforms that incorporate virtual scenarios, simulation models,
and multimedia materials to simulate different real situations (e.g., for the
analysis of clinical cases) [4]. Although simulation platforms do not replace the
real scenarios, these allow students to learn and practice in controlled media,
contributing to improve their skills and decrease the anxiety when performing an
exam or procedure. This type of platform also accelerates learning and enriches
the true interactions with the patients, helping medical students to avoid states
of saturation experienced with traditional learning methods [9].

In this paper, we present a platform designed to allow medical students and
practitioners to study clinical cases on their own. This platform represents an
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attempt to address key problems inherent in the traditional study of clinical cases
by providing a tool that implements techniques and elements of gamification,
simulation, and serious games. Its design takes into account the elements and
strategies that according to medical students and practitioners are required to
learn and practice clinical cases [10]. The paper is structured as follows. In
Section 2 we discuss related work. The proposed platform and corresponding
validation are presented in Section 3 and Section 4, respectively. Finally, con-
cluding remarks and future work are discussed in Section 5.

2 Related Work

The website The New England Journal of Medicine presents interactive medical
clinic cases designed according to the following interaction process: presentation
of the case, medical history of the patient, information of the physical exami-
nation, and finally, performs a test to provide feedback and solutions of correct
and incorrect answers [6]. However, although this website shows to users the
percentage of the result and the studies carried out, key elements of gamification
and serious games are not considered such as dashboard, unlock, and challenge.
Moreover, the interaction is based on text and 2D graphics, leaving aside the
implementation of 3D scenarios and simulations. The inclusion of additional
clinical cases by users is not allowed.

Nevin et al. [12] developed the Kaizen-Internal Medicine (Kaizen-IM) soft-
ware that includes elements of gamification. This tool involved a large number of
residents in a medical contest that facilitated the acquisition of new knowledge in
the academic period 2012-2013 in two training programs IM (internal medicine)
in the USA: the residency program in Internal Medicine at the University of
Alabama at Birmingham (UAB) and the University of Alabama Program at
Huntsville (UAH). The data was recorded at participant level and question.
The analyzes focused on the acceptance, use, and determination of the factors
associated with the loss of players (attrition) and the retention of knowledge.
The Kaizen-IM data provided information on modifiable factors associated with
student attrition and retention of knowledge that can serve to further enhance
the educational benefits of this strategy for students. This tool is an attempt
to demonstrate the benefits of incorporating elements of gamification in the
learning process of medical students. However, this software does not implement
3D simulations, but is based on strategies based on questions and answers.

Leba et al. [7] proposed an application for the training of medical students
in the field of anatomy with computed tomography images, using elements of
gamification, simulation, and serious games. It was designed in the context of an
educational software. This proposal represents an attempt to support modern
and practical methods of examination based on real cases useful for medical
students and teachers. However, this application for training was not validated
in a case study, the authors proposed only design guidelines.
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3 Synaptix

The Sypnatix platform was designed for the study of clinical cases that follow
the clinical practice guide of the federal government of Mexico [3]. Synaptix
implements elements and techniques of gamification, simulation, and serious
games. In particular, its design is based on a previous study by Marquez et al.
[10] in which data was collected from medical students and practitioners in order
to 1) identify key elements and learning strategies for the study and practice of
clinical cases, and 2) define how these elements and strategies should be taken
into account in the design of a learning platform that incorporates elements of
gamification for the study of clinical cases (see Figure 1) [10].

Fig. 1. Elements involved in the study of clinical cases [10].

The Synaptix platform incorporates the following elements of gamification
(which are common elements reported in the literature [14]):

– Points: represent the way in which the player is observed, classified, and
guided. In Synaptix, the user starts with 0 points. The points are cumulative
and depend on the correct answers provided by the user.

– Badges: mark the fulfillment of goals and the constant progress of the game.
Badges are activated as the user completes clinical cases on Synaptix.

– Levels: a marker for players to know where they are in a gaming experience.
In Synaptix, levels are activated as progress is made in solving clinical cases.

– Dashboard: an ordered list of names and its corresponding score. Synaptix
makes available information about the achievements of each user.

– Unlock: allows players to access another achievement after certain require-
ments are met. In Synaptix, objectives are unlocked as the user resolves
clinical cases.

– Challenges: offer players an address so they know what to do within the
world of the gamified experience. In Synaptix, the challenges are associated
with obtaining badges.
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Fig. 2. The architecture of Synaptix.

Figure 2 shows the main components of the Sypnatix’s architecture and
their relationship: 1) the elements of gamification mentioned above, 2) a 3D
virtual scenario, and 3) components related to the data management. These
components create an interactive experience by enabling medical students to
acquire, practice, and verify knowledge, which are key elements of SG and
simulation.

Fig. 3. Simulation of a doctor office and a virtual patient.

The virtual scenario provided by Synaptix for the study and practice clinical
cases is shown in Figure 3. This virtual scenario simulates a medical office and a
virtual patient. Medical students interact with the virtual patient by physically
examining, for example, its lungs and head. Additional information related to
clinical records or results of clinical studies (data that is sometimes taken into
account in clinical cases) is also displayed in the scenario. After the medical
student analyzed the data provided in the clinical case (i.e., physically examined
the virtual patient and its medical records), a series of questions and possible

111

Synaptix: A Web Platform based on Gamification Techniques for the Study of Clinical Cases

Research in Computing Science 148(5), 2019ISSN 1870-4069



answers are displayed to evaluate whether the diagnosis and treatment suggested
by the student are correct. Synaptix provides feedback to medical students once
an answer is submitted. If the answer is incorrect, feedback about medications
or treatments is provided. The points obtained and the assigned badges are
activated in the user’s profile as shown in Figure 4.

Fig. 4. Dashboards that show the scores and points obtained by medical students.

Although Synaptix is designed for the study of clinical cases related to the
areas of internal medicine, surgery, gynecology and obstetrics, and pediatrics,
currently only clinical cases of internal medicines are included. Nevertheless,
Synaptix allows medical practitioners to include new clinical cases which are
then available for their analysis by medical students. The tools used in the devel-
opment of the Synaptix Web platform were Unity game development platform,
Php scripting language, and the Mysql database server. In order to carry out
the tests, it was posted on a web server: http://arevolution.com.mx/synaptix/

4 Validation

Synaptix was validated in a private local hospital by 8 medical students and
practitioners (4 female and 4 male). The validation session consisted of an
introduction by the authors about the functionality and characteristics of the
platform. Afterwards, the participants used the platform to practice available
clinical cases and answered a questionnaire. The instrument consisted of 29
items to measure 1) the design of the platform, 2) the instructions provided
by Synaptix, and 3) easy of use factor. Figure 5 and Figure 6 show the results
obtained in this evaluation phase.

The comments provided by participants include the following: 1) provide
further feedback or suggest additional information sources to the user once a
clinical case is carried out, 2) allow the user to make more questions to the virtual
patient, 3) indicate the specific areas the medical student needs to reinforce in
order to achieve better results, 4) provide greater details in the diagnosis, 5)
include better medical images, and 6) include more references about the clinical
cases presented. Finally, some participants emphasized the importance of badges
and individual scores as incentives.
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Fig. 5. Results of evaluating the design of Synaptix.

Fig. 6. Results of evaluating the easy of use of Synaptix.

5 Conclusions and Future Work

The main contribution of this paper is the design and implementation of a
platform that 1) incorporates elements of gamification, serious games, and sim-
ulation, and 2) takes into account the elements and strategies that according
to medical students and practitioners are required to learn and practice clinical
cases. The Synaptix Web platform is a gamified tool that attempts to serve
as an alternative method for the study of clinical cases, avoiding states of
saturation, fatigue, and anxiety in medical students and practitioners. Synaptix
was validated in a private local hospital by 8 medical students and practitioners.
The results demonstrated that participants find that the factors associated with
the design and easy of use of the platform is in general satisfactory. Future
research involves an evaluation to measure complex individual’s aspects such as
motivation, learning, and user engagement as well as the incorporation of virtual
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reality and augmented reality components in order to create more immersive
scenarios. Furthermore, AI techniques will be incorporated to enable the virtual
patients to develop some human-like behaviors.
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Abstract. Today, advances in information technologies have generated perhaps 

the largest and fasted exponential growing of electronic texts. On the Internet 

there are many electronic documents, such as books, technical documents, news 

articles, blogs, chats, emails and many other digital files. As a result, a user who 

wants to read and understand this information in a short time will find it a hard 

task. In this paper, we have conducted an important work in automatic text 

summarization. Also, we have considered the particular needs of readers. Thus, 

a model for personalized summarization base on learning styles theory is 

proposed. 

Keywords: automatic text summarization, concept graph, domain specific 

summarization, multi-document summarization, natural language processing. 

1 Introduction 

At the presents, advances in information technologies have generated perhaps the 

largest and fasted exponential growing of electronic texts. Previous studies indicate 

that the excessive handling of information could cause inefficiency in work, in 

addition to anxiety and stress [1]. Therefore, in many fields, domains and applications 

exist the necessity for developing tools that summarized information with different 

purposes. For example, in Education field the summaries are very needed.  

The automatic generation of text summaries consists in taking a text and 

condensing it in a way sensitive to the needs of the reader [2]. Thus, a useful 

summary for a reader will be one that takes into account the particular characteristics 

of readers, such as: knowledge, interests, age, learning styles, etc. 

The investigations carried out on Automatic Text Summarization started more than 

five decades ago with the previous work of Edmundson [3]. 

Thenceforth, several theories in linguistics and artificial intelligence have been 

proposed. Such as, superficial techniques [4,5,6], graph-based techniques [7,8,9,10], 

algebraic reduction techniques [11], statistics [12], etc. However, these researches are 

still improving. These researches are looking for methods to generate summaries 

similar to those generated by humans. 
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Learning styles theory states that every individual has a particular way to learn 

which includes strategies and preferences. This theory emphasizes that individuals 

perceive and process information in different ways. Accordingly, learning styles 

theory states that learning has more to do with a process focusing the learning style 

than with the intelligence of individuals. Several learning styles models have been 

proposed, Felder-Silverman learning Styles Model, which is a well-known and 

broadly used learning styles model [13,14]. 

In this research work, a model for personalized summarization base on a student 

model has been proposed. This model will represent the current state of a student. 

Also, the model includes his/her learning style, among other characteristics. For to do 

this, we have worked on model the affect and the learning styles of students in order 

to provide them with more adequate instruction [15,16,17]. Besides, we propose a 

framework based on conceptual graph for abstractive text summarization. The 

working language is Spanish. 

The paper is organized as follows: Section 2 presents the Background on 

Automatic Text Summarization and learning styles models. Section 3 describes our 

approach for a model personalized summarization. Finally, Conclusions and future 

work are discussed in Section 4. 

2 Background and Related Work 

2.1 Automatic Text Summarization 

The Automatic Text Summarization is the process of extracting or collecting 

important information from original text, and showing as summary [18]. The 

Summaries according its purpose can be classified as: generic, domain-specific and 

query-based on the other hand, the summaries according its output can be abstractive 

or extractive [19]. 

As it says, single-document summarization generates a summary from single 

document input. Conversely, multi-document summarization generates a summary 

from multiple documents input. Generally, these multiple documents discuss the same 

topic. Summarization of generic purpose summarizes all documents regardless of 

topics or domains [19]. While the domain-specific summary focuses on a domain of 

interest. For example, politics, finance, IT or weather news. The query-based 

summary deals with the information that is requested from users. In general, queries 

are sentences in natural language or keywords related to a particular topic [20]. 

Extractive summarization extracts relevant sentences from the original documents 

and link them to generate the summary with no changes in the original sentences. In 

the abstractive summarization, source documents are analyzed and understood  using 

linguistic method to analyze and interpret  the document [18,21]. 

Current research proposes several and diverse methods for automatic text 

summarization such as statistical [22], machine learning [23,24], text connectivity 

[25,26], conceptual graphs [27,28,29], algebraic reduction [30], clustering and 

probabilistic models [31,32,33] and methods adapted to the reader [34,35]. 
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2.2 Concept Graphs 

Conceptual graphs are structures for knowledge representation based on first-order 

logic. Graphs are a natural, simple, and fine-grained semantic representation which 

can be used to describe texts [27]. 

Generally, a graph can be denoted in the form G = (V, E), where V represents 

vertices in the graph and E represents edges between each vertex. In the context of 

text documents, vertices represent sentences and edges are the weight between two 

sentences. Consequently, in a graph representing a documents each sentence is a 

vertex and the weight between each vertex corresponds to the similarity between the 

two sentences [36]. 

Figure 1 presents a conceptual graph standing for sentence Manuel hit the piggy 

bank with a hammer. The concepts are Manuel, Hit, Hammer and Piggy bank. These 

concepts are connected by the relations agent, inst and pacient.  

Person: Manuel agent Hit

patient

inst

Piggy bank

hammer

 

Fig. 1. Conceptual graph for sentence Manuel hit the piggy bank with a hammer [36]. 

2.3 Evaluation Measures for Text Summarization 

An important part of the automatic text summarization is the evaluation of the process 

and results. There are two main tendencies: i) intrinsic evaluation which seeks to 

measure the quality of the summary, and ii) extrinsic evaluation which measures the 

performance of the summary in a particular task. 

The intrinsic evaluation is based on a standard to be compared with the generated 

summary. The standard can be an existing dataset (text/summary) or an ideal 

summary generated by a human. On the other hand, extrinsic evaluation requires to 

select a task which use the summary, and to measure the impact of using the 

generated summary instead of the original text. In this evaluation, the problems are 

the selection of the task and the indicators for the measurement [37]. 

The most common measures to evaluate the quality of the summaries are i) the 

Measure Recall-Oriented Understudy of Gisting Evaluation (ROUGE) [38] , and ii) 

Standard measures of information retrieval, such as precision, recall and F-measure. 

These measures are based on the comparison of n-grams between the automatic 

summary and a manually generated summary. There are several variants of ROUGE: 

ROUGE-n, ROUGE-L, ROUGE-SU. 
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2.4 Learning Styles Models 

Learning theories describe how people learn concepts and abilities. Diverse learning 

theories have been proposed, all of them states different, and sometimes, opposite 

viewpoints. The learning styles theory states that individuals have a particular way to 

learn which includes strategies and preferences. This theory highlights that 

individuals perceive and process information in different ways. Consequently, 

learning styles theory states learning of individuals has more to do with a process 

focusing the learning style than with the intelligence of individuals[39,40]. 

Several learning styles models have been proposed, such as Felder-Silverman 

learning Styles Model [13,14]; which proposes sensing-intuitive, visual-verbal, 
active-reflective, and sequential-global as categorizations of learning styles. Learning 

theory of Kolb works on two levels: a four-stage cycle of learning and four separate 

learning styles. This theory is concerned with internal cognitive processes of learners. 

In this sense, the Honey and Alonso questionnaire on learning styles (CHAEA, for 

the Spanish Cuestionario de Honey y Alonso de Estilos de Aprendizaje) has been used 

as a measurement tool to identify the different types of learning styles presented by 

students [41]. The instrument consists of 80 items presented in the form of questions, 

of which 20 correspond to learning styles: active, reflective, theoretical and 

pragmatic. The affirmative answers are added and the total score is obtained for each 

style, which is compared with the respective scales. 

3 Model for Personalized Summarization 

Currently, there are different types of summaries; these will depend on the purpose 

that the reader has to generate them. The automatic generation of abstracts can 

generate summaries without taking into account the reader for whom they are 

intended. This can result in poor understanding or a loss of readers' time. On the other 

hand, the summaries can be adapted to the peculiarities of the reader, such as: 

previous knowledge, areas of interest, information needs, learning styles, among other 

characteristics, to support a better understanding and also to comply with the required 

information. However, most of the work that has been done revolves around the 
generic summary [42]. 

As previous work, we have worked with intelligent training environments for 

electrical industry where instruction is presented according to particular needs of 

students [18,19]. In this sense, we have a student model which represents previous 

knowledge, affective state, personality and learning styles of students [20]. In these 

training environments, students have to read many handbooks, regulation documents 

and technical documents. We have notice that in some specific training situations, 

students do not want to read. They prefer to conduct the practices in a trial and error 

way. For this reason, we think if students have a personalized summary, they could 

grasp some aspects that could help them to follow their exercises or lessons. For 

example, a personalized summary could be useful before to start a lesson to decide 

which topics to learn, or before to take a quiz or to conduct a practice to review the 

required material. However, we want to focus the particular needs of students 

considering their individual characteristics in summarization process. 

118

Uriel Ramírez, Yasmín Hernández, Alicia Martínez

Research in Computing Science 148(5), 2019 ISSN 1870-4069



Additionally, in the academic field, graduate students need to read many research 

works in order to conduct their work and in order to have success in their studies. In 

this context personalized summaries are also needed. 

Considering these two different domains. We propose a model for personalized 

summarization in intelligent learning environment. The summarization model will 

generate abstractive, rather than extractive summaries, for Spanish multi-document 

source. Fig. 2 shows the architecture of the intelligent learning environment with the 

model for personalized summarization. 

In a high level, the intelligent learning environment consists of student model, tutor 

module, expert module and domain knowledge. In order to generate the personalized 

summaries, the model for text summarization was integrated. The personalization 

process is based on a student model. 

Text 
summarizer

Tutor 
module Teaching 

materials

Student 
model

Linguistic 
resources

Student

Model for text summarization

Testing 
materials

Expert 
module

Domain
knowledge

 

Fig. 2. Architecture of the intelligent learning environment with the model for personalized 

summarization. 

The student model is built with base on the student interaction and its performance 

in lessons, practices and quizzes. The student model contains following information 

about students: previous knowledge, affective state, personality, learning styles, age 

and schooling. 

In an initial approach, we wanted to provide students with an adaptive summary 

according to their learning style. Our proposal for learning styles is based on the 

CHAEA instrument [43]. 

The summarization model also integrates linguistic resources built taking into 

account knowledge about specific topics.  

This proposal will be applied in the electrical domain, and some topics on 

Computer Science. We will use techniques based on conceptual graphs for 

representing the sentences, entities and their relationships. 

Our proposed method aims to generate a summary from a set of documents. 

However, if the documents are not related, a non-representative or incoherent 

summary could be obtained. Therefore, we propose first grouping related input 

documents, and then generating the summary. 
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The method of summarizing consists on several tasks such as: pre-processing, 

transformation, synthesis and sentences selection. Fig. 3 shows our proposed method 
for summarization. This proposed method includes four stages: i) Preprocessing stage, 

ii) Transformation stage, iii) Synthesis stage, and iv) Sentences selection stage. 

Linguistic 
resources

Preprocessing Synthesis 

Source 
documen

t
Transformation 

Student 
model

Personalized 

summary
Sentences 
selection

Source 
documen

t

Source 
documents

 

Fig. 3. Proposal for the summarization model including preprocessing, transformation, 

synthesis and sentences selection. 

Preprocessing stage: this stage has aims analyzing the collection of documents, 

such as: segmentation of the text, extraction of tokens, elimination of empty words, 

identification of the lexical root of the words and morph-syntactic analysis. The 

segmentation of text consists on defragmenting the text in paragraphs and sentences. 

In the extraction of tokens, each sentence is composed of tokens that are not more 

than each of the parts of the sentence, that is, words, numbers, punctuation marks, etc.  

In addition, disambiguation mechanism to discern between different meanings is 

also necessary to apply in this proposed method. Therefore, it is necessary to translate 

the lexicon of the document into concepts of the knowledge base of the domain. The 

disambiguation algorithm as linguistic resources must take into account the domain of 

the text to be summarized. The disambiguation algorithm will analyze the input 

sentences; and, as result, a list of concepts or meanings of the knowledge base will be 

obtained. 

Transformation stage: Preprocessing and transformation is based on the model 

proposed by Miranda, Gelbukh, and Sidorov [37]. For the transformation, this model 

uses linguistic resources in English language, whereas our model will use linguistic 

resources in Spanish language, and a user model. In this stage, the representation in 

the form of a graph will be constructed for each sentence of the document. Capturing 

the semantic structure and the relationships between terms. 

Synthesis stage: The synthesis method is based on a set of operations in 

Conceptual graphs (GCs): generalization, union or association, weighting and 

pruning [37]. 

The generalization operation combines two GCs according to their common 

elements. For example, the following graphs can be read as G1: Peter buys a 

crocodile (Peter buys a crocodile) and G2: Mary buys a bird (Mary buys a bird). The 

GCs are compared and, subsequently, the minimum common concepts to unite them 

are determined. The hierarchy for crocodile and bird, Animal is the minimum 

common concept between both concepts; and Person is the least common concept for 

Peter and Mary. So G3 is the resulting graph after combining the two graphs. G3 can 

be read as "Two persons buy two animals" (Two people buy two animals). 

The union is the operation unites two related concepts of two GCs. This operation 

supports and improves the results of the weighting process. 

120

Uriel Ramírez, Yasmín Hernández, Alicia Martínez

Research in Computing Science 148(5), 2019 ISSN 1870-4069



The weighting is the operation that filters the most important nodes of the graph. 

To determine the importance of the nodes, the HITS algorithm is used. HITS is an 

iterative algorithm that takes into account the degree of input and the degree of output 

of the node to determine its importance. 

Pruning is the operation that is applied to reduce graphs. This operation takes into 

account the results of the weighting, the verbal patterns to remove the irrelevant nodes 

and the compression rate or threshold to establish how many nodes should be 

included in the resulting summary. 

Sentences selection stage. This stage aims to select the sentences that will be part 

of the final summary. Our hypothesis is that knowing the model of the student it will 

be possible to create a personalized summary. The summary will be constructed from 

a set of rules and algorithms that will be based on the student's learning style. 

Subsequently, the sentences are selected according to the order of the documents in 

which they appear first, and then in the order in which they appear inside the 

document, to avoid inconsistencies. As a result, the collection of documents is 

summarized. 

In order to evaluate our model, the resulting summary will be evaluated with 

ROUGE metrics [38]. We use ROUGE metrics because they are automatic metrics 

which do not need human judges to measure the quality of the summaries and because 

they are standard metrics used by several research projects. 

4 Conclusions and Future Work 

The exponential growing of digital documents has motivated the development of 

technologies as the natural language processing. A field of this area is the automatic 

text summarization, which is the process of extracting or collecting important 

information from original text, and showing as summary. Despite there have been 

diverse efforts, automatic text summarization is in an initial stage. Most researches 

are interested in to generate a standard summary where particulars needs of readers 

are not considered. 

We propose a model of a personalized summarization according on a student 

model. This due to the model intends integrate to an intelligent learning environment. 

For the time being, we propose to personalize summaries based on the learning 

styles theory. However, we want examine other ways to personalize the summary; 

such as, schooling level, age, among other characteristics. 

An important contribution of our model will be the linguistic resources. Which will 

be constructed in the Spanish language. Currently, there is no great variety of 

resources for the Spanish language. 

In this paper, we presented our proposal method for generating Personalized 

Summaries in Spanish based on Learning Styles Theory. Although this work is in an 

initial state, we are working on the generation of the user's model. 
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Abstract. In this paper I present our ongoing work on developing a
Learning Ecosystem for Training Linemen in Maintenance Maneuvers.
First, challenges involved in training Linemen are introduced. Then, I
discuss opportunities for creating a Learning Ecosystem for Linemen
training using the Experience API standard and Learning Analytics.
Although presented experimental results are reduced, these already show
the value of Learning Analytics in exploiting data from already adopted
technologies and new educational data sources for enhancing Linemen
training.

Keywords: experience API, learning analytics, Learning ecosystem, learn-
ing manangement systems, self reports.

1 Introduction

Electric utilities are companies in charge of electricity generation, distribution,
and power infrastructure maintenance. The latter is carried out by highly skilled
workers called Linemen. Due to safety, technical, and business reasons the Line-
men Maintenance Training (lMT) is mandatory [14]. The former involves phys-
ical preparation, knowledge on physics and electricity theory, theoretical and
physical knowledge of maintenance maneuvers execution, and hygiene and indus-
trial rules [3]. The adoption of cutting-edge technologies for the lMT is necessary
to increase its effectiveness while avoiding risks.

The objective of this proposal is to pose a Learning Ecosystem (LE) for lMT
to improve trainees’ maintenance maneuvers apprenticeship. Loosely speaking,
this will combine multiple educational technologies to exploit data generated by
these to enhance learning within the environment systems [8]. For such endeavor
I propose to employ systems based on the Experience API (xAPI) standard.
The latter will allow formal and informal distributed learning experiences to
be standarized and collected into a single repository [9]. Then, learners’ traces
collections will be wrangled, analyzed, and modelled using Learning Analytics
(LA) to enhance the lMT [11]. In this work we detail how LA will be used for
building visualization tools that enable educational stakeholders, specially tutors
and course designers, to obtain valuable information of the overall educational
process.
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In section 2, I present the related work around lMT using intelligent learning
environments and new perspectives. In section 3, the proposed Learning Ecosys-
tem is shown. Section 4, discusses the experimental results for LMS and xAPI
data using LA. Finally, conclusions, and future research is discussed.

2 Related Work

The lMT has used several technologies, the most used have been non-immersive
Virtual Reality Training Systems (VRTS). VRTS have shown to be sucessful in
lMT by reducing linemen accidents [13]. Another technological venue in utilities
staff training is the usage of LMS along with Shareble Content Objects Reposito-
ries [1]. Moreover, ITS have been proposed to support and improve the learning
processes within the electric domain by employing blended learning, affective
estimation, and open learner models [6]. In these cases, data logs generated from
users activities and its exploitation in favor of personalized education has been
oversighted.

The xAPI standard allows users learning experience data be collected from
heterogeneous learning systems by traducing these into Activity Statements (AS).
AS are validated and stored in a Learning Record Store (LRS) database to
exploit data for increasing training effectiveness [9, 8]. Data integration from
educational systems under the xAPI umbrella, and its exploitation for tailoring
personalized instruction conforms a Learning Ecosystem [8]. Some recent LE ex-
amples are a generic framework based on xAPI and GIFT [8], a Live Fire Training
LE proposed by the U.S. Army [4], Transmedia Learning [12], and a xAPI-based
framework for collecting and monitoring Self Regulated Learning [10]. In par-
ticular, the last two references rely on the usage of Self Reports (SR) for self
monitoring, tutor monitoring, measure participants attitudes towards training,
and so on. An un explored venue, is the usage of SR altogether with the xAPI
standard for gather and exploit emotional self reports such as the Positive And
Negative Affect Schedule (PANAS) or the Discrete Emotions Questionnaire [5].

Learning Analytics is consider a multidisciplinary paradigm for manipulating,
modelling, and visualizing data from different educational sources to address:
learners behaviors and performance, measuring social impact in learning, stu-
dents’ performance prediction, emotional states assessing, identifying student’s
learning strategies, provide decision making tools for educational stakeholders,
and so on [11, 10]. Fig. 1 shows the general data science process, the same
framework employed by LA. It starts with a real-world problem, data is then
collected and manipulated to conform a data set suitable for Machine Learning
(ML) modelling. In parallel, an Exploratory Data Analysis (EDA) is performed
for visualizing data beyond formal modelling or hypothesis testing. Afterwards,
findings are communicated and validated by educational stakeholders. This part
is critical in LA since it allows stakeholders ponder ML models usage in decision
making. In accordance to the former, data-based products are built (e.g. model
for predicting students performance) and launched, then, the process iterates
into new products or into refinement of previous ones.
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Fig. 1. The Data Science Processed used for performing Learning Analytics.

3 Proposed Learning Ecosystem

The LE proposed for lMT is conformed by an LMS, Traditional Training, a
VRTS, and SR. In particular, affective trainees’ assessment is done through
SR. For each case, students learning experiences are mapped into AS, and
collected into a LRS. LA is used for performing knowledge discovery on trainees’
trace data, build ITS-inspired components, and provide insight to educational
stakeholders. The proposed LE is shown in Fig. 2a.

3.1 xAPI Activity Statements

Any xAPI AS is syntactical similar to English. In its simplest form, AS are
composed by an Actor, a Verb, and a Object. The Actor, corresponds to a
unique id associated to a specific subject (e.g. Lola the trainee). The Verb, such
as in any language, classifies an actor’s activity using a unique internationalized
resource identifier (IRI). Objects can be of several types and must contain an
unique id property for unambiguous identification [9]. For example, a trainee
assigned to execute step 1 from maneuver 1 in her lMT may have the following
statement generated:

Lola the trainee (actor) executed (verb) step 1-maneuver 1 (object).

3.2 Data Sources and Technological Requirements

VRTS and Traditional Training are already used by utilities to carry out lMT and
other staff training [13]. Traditional training is stored from text documents to
adhoc computational systems. Maintenance maneuvers execution are practiced
and evaluated using a VRTS, data generated by the former is stored in a local
relational database. Consequently, first data from these sources needs to be
gathered and mapped into its xAPI AS form, for its latter ingestion into an
LRS. On the other side, LMS are currently not been employed for lMT, thus,
an LMS is required. LMS is a type of technology vastly explored for educational
purposes, thus, we do not detail it. However, it is worth mentioning that, a great
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advantage of LMS is that several platforms already generate their internal logs
using the xAPI AS format. Thus, data from such systems can be immediately
reported into an LRS.

Self Reports
For this endeavor a bookmarklet, a small software stored as a bookmark in a
web browser, can be employed. If the SR bookmarklet complies with the xAPI
activity reporting standard, it will allow to capture basic learning experiences,
and even personalized AS using non-basic fields provided by the xAPI standard.
Since these already comply with the xAPI activity report format, learning expe-
rience can be immediately stored into the LRS. An example of a SR bookmarklet
is shown in Fig. 2b.

(a) (b)

Fig. 2. Proposed Learning Ecosystem. On (a) a diagram of the LE, on (b) an
example of a SR software.

Emotional SR requires the usage of the Extension xAPI field. In short, this
field allows to define new attributes using a combination of a key (or property)
and a value using the URI scheme. This is used within other xAPI fields such as
the Object. Thus, using the extension field, we can employ the Discrete Emotions
Questionnaire (DEQ) [5] for SR. DEQ distinguishes eight state emotions, i.e.
anger, disgust, fear, anxiety, sadness, happiness, relaxation, and desire. Thus,
once the DEQ is manipulated to fit into xAPI statements, any student may
report its emotional state using the SR bookmarklet. For instance, using the
previous xAPI example, if Lola the trainee felt happiness while executing step
1 from maneuver 1 in her lMT, may report her affective state generating a
statement such as:
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Lola executed step 1-maneuver 1 feeling happiness.

Learning Record Store
In accordance to its core specification, an LRS is a cloud-based system which is
in charge of storing and retrieving learning data exclusively formatted as xAPI
statements [2]. In its most basic setup it only provides functions for store and
retrieve xAPI statements. However, several LRS providers may also include tools
and dashboards to visualize, combine, and manipulate AS data.

3.3 Learning Analytics

LA is a multidisciplinary paradigm, among the disciplines employed by it stands
Text Mining (TM), Natural Language Processing (NLP), Web Data Mining,
Exploratory Data Analysis, Machine Learning, among others [11]. In particular,
for EDA we can employ Word Clouds (WC). This are visual text data repre-
sentations which depict words importance (e.g. frequency) within a document(s)
using several schemas e.g. larger words represents most frequent words whereas
less important words have smaller font sizes. WC are used to quickly perceive
the most (relative) important terms. Thus, by using EDA methods, we expect
educational stakeholders can distill valuable information for adapting systems,
course design, or identify profile characteristics of students at-risk [13].

Machine Learning can be used to build unsupervised and supervised models
for the purpose of personalized education. On one hand, employing utilities
documents along TDM and clustering algorithms we can build a knowledge
structure that can be used as a coarse domain model [7]. On the other hand, we
can relate the proficiency scores of each trainee to the errors committed using a
Bag of Errors scheme [13].

4 Preliminary Experimentation

In the following I present the initial experiments towards a LE for lMT. The
experimental configuration and software used are detailed in the following. Then,
LMS and xAPI SR data are visualized. The corresponding LA experimentations
for domain and student modelling have already been carried in [7] and in [13],
respectively.

4.1 Experimental Setup

Due to a lack of an LMS and SR for lMT a proxy is used. Data from students
enrolled in a Machine Learning course1, is used. The course was carried out from
01-29-2018 to 06-01-2018 with 9 posgraduate students (master and PhD) which
generated 2527 activity records. Activities and emotional SR were generated for
the same course. To incentive students to SR, activities and emotional reporting

1 https://www2.ineel.mx/posgrado/maestrias/mce.html
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accounted for 10% each of the final course grade. SR were generated using the
following instructions:

– Activity: during a learning session related to the course, if a student found
a material which she considered important, useless, clear or confusing, that
object would be reported using the SR tool.

– Emotion: at the start of a learning session related to the course, a student
reported her emotional state by employing one of the emotions defined by
the DEQ. Table 6 of [5] was used to clarify each emotional state.

SR were generated by Rustici Software LLC bookmarklet 2. This allows to
capture 4 basic learning experiences (i.e. experience, read, bookmark, and tweet),
rate an Object, and personalized AS using tags (e.g. extension field). It is shown
on Fig. 2b. Using it 420 AS were collected: 208 correspond to activities whereas
212 correspond to emotional SR. For the LMS MoodleTM was used whereas the
WatershedTM LRS was selected. All LA experimentation was carried out using
R and RStudioTM.

4.2 Results

In the first instance, data from the LMS is visually explored using a standard
bar plot shown in Fig. 3a. This presents on the x-axis the frequency of items
visited by the students in the LMS. On the y-axis the different items in the
course ordered by the total frequency of visits. Colors depict Actors. We can
appreciate in the figure that most students have the same distribution of visits
per item. Also, the top visited items corresponds to homework and course project
tasks, whereas the least visited items corresponds to the announcements forum
and archives used as examples for several course topics.

In the second instance we analyze SR using word clouds. Activities and DEQ
SR are shown in Fig. 3b and Fig. 3c, respectively. Results are thrilling, for
instance, observe on of Fig. 3b the word cloud generated by websites reported
by students in the aforementioned course. As expected, the most visited website
is youtube which offers a vast amount of ML courses and related content. This
is followed by the course LMS, and the MOOC DataCamp. Other appreciable
websites are Google Scholar and Wikipedia. Among the other least visited sites
are machine learning blogs (e.g. Data Science Central), and scientific search
engines such as ScienceDirect, Springer and IEEE Xplore Digital Library. In
regard to the word cloud generated for DEQ SR, we can observe that the most
frequent emotions reported were desire and anxiety. In accordance to [5], desire
is a pregoal, positive affect which presumably promotes reward acquisition. On
the other side, anxiety is regarded as a negative, high arousal emotion associated
which fear, which is evoked by vague, potential threats [5]. Other important emo-
tions reported were relaxation and enthusiasm, both considered positive affect
which presumably assists in promoting reward enjoyment. The least popular
emotions were anger and disgust. These results seems that, students were eager

2 https://xapi.com/bookmarklet/
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to learn the concepts of the course, and, although were anxious about the results
they felt fulfilled after accomplishing tasks.

(a)

(b)

(c)

Fig. 3. Self-Reporting using the xAPI Bookmarklet. On (a) the Rustici xAPI
bookmarklet is presented. Word clouds correspond to (b) Objects reported and
(c) DEQ Emotions.

5 Conclusions and Future Work

In this work I presented a proposal for building a LE for lMT. This goes towards
generating a standardized system for storing lMT learning experiences data from
lMT systems, and its exploitation for adaptive learning. To date I have focused
upon the tools for building the LE and some LA applications. Results for SR and
LA are encouraging, thus, the next steps involve establishing a better experiment
design for SR and emotional SR, establish contact with utilities managers to
construct lMT courses within the proposed LE infrastructure, and use LA to
exploit trainees trace and AS data for personalized instruction.
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Abstract. In this paper, we present an experience on using CTF tour-
nament as a gamification process to reinforce learned knowledge and
skills on cybersecurity course. It is important to highlight that part of
those skills learned were defined by the students during the course. This
strategy was used to improve the students’ engagement, at the same time
to fulfill as much as possible the expectations for the class. The results
of the tournament and final surveys at class showed that it was a good
experience for the majority of the participants. The results showed that
it helped to reinforce the learned skills, and applying them to specific
challenges. The students felt motivated and productive when they were
able to solve a challenge.

Keywords: CTF tournament, learning skills, cybersecurity.

1 Introduction

Learning through practice is a common philosophy for some teachers, including
the authors of this work. Some courses in different fields in computer science
include well-established practices and activities. In those activities, the student
is guided to achieve some very specific goal related to the course. Sometimes
there is a gamification component if the instructor set a realistic game to test
the students in a real-world case scenario in a controlled environment. However,
this is not always the case.

In cybersecurity field, there had been several studies talking about setting
up capture the flag (CTF) games as part of the course [4], or use it to teach
basic cybersecurity skills and generate engagement on the topic for high school
students [14]. Other scholars discussed the participation in national wide CTF
tournaments to improve skills of students [8]. However, in this work we propose
a slightly different approach: Using an extra class CTF tournament to reinforce
knowledge and skills learned during a cybersecurity course.

There are mainly two types of CTF, one focus on attacks and defense, and
another type that employs a jeopardy style. Jeopardy style CTF are developed as
a set of challenges in different domains as such as network analysis, web hacking,
forensics analysis, reverse engineering, cryptography. For each domain, a series of
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challenges are designed with increasing complexity than the previous. The points
awarded for a solved challenge reflects the complexity of that challenge. Easy
challenges will motivate participants on taken next levels of the competition.

The remainder of this paper is organized as follows: In Section 2 we describe
our experience in running a CTF tournament. In Section 3 we present the results,
Section 4 briefly present related work. Finally Section 5 concludes this work.

2 Our Experience

At the Polytechnic University of San Luis Potosi, we offer one shared course
about Information Security for two of our programs: Information Technologies
and Telematics. Previous experiences showed us that the technical skills, knowl-
edge, and interest about cybersecurity could be very different among the students
of a class, from the one not really interested in the topic to the one that expends
nights learning and practicing cybersecurity topics by herself. Those differences
create an environment where engagement can be low and expectations can be
very high from different students.

To address that matter, we decide to improve the engagement of the stu-
dents and fulfill the expectations of the class as much as possible. As the use
of gamification had been proposed before [9], we focus our efforts in a CTF
tournament along the flexibility that we have to adapt locally the syllabus of
the course. Previous effort on a CTF tournament was poorly received by the
students, with only one team registered. This time we took a different approach,
the students were involved in define part of the current course syllabus with the
objective to increase the engagement in the class and to improve the response
on the tournament.

Adaptation process of the syllabus Our course content is organized in
three parts: The first part is an introduction to cybersecurity, it includes a
cybersecurity path as a professional. The second part is about information
security management systems (ISMS) and their impact at organizations. The
third part is about advanced topics such as Ethical hacking, and Forensics
Analysis.

During spring 2018 term we implemented “research, propose and vote” method-
ology, a democratic activity to add other topics of interest to the content of the
course. At the end of the second part of the course, we asked the students to
read the news and search for interesting topics in the cybersecurity field. Then
we ask the students to propose one or two topics to be included in the list of
options. Finally, we promoted a voting exercise, where each student cast three
votes for the topics listed that should be covered in the course. The objective
was to increase the engagement of the students and fulfill their expectations on
the course. At the same time, we want to make them feel that they were helping
to shape the course content on their own interest. Some advanced topics such as
low-level attacks were proposed during this activity, surprising the instructors.
We combined some of the topics to cover most of the expectations for students
with advanced skills.
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Part of the activity is shown in Figure 1, after the students proposed the
topics and voted for their choices. From the list of options, five topics with the
major votes were selected to prepare five laboratory practices to perform during
the Third part of the curse. It is important to highlight that the instructors tried
to minimize their influence on the selected topics, only discarding non-related
topics. However, it was expected to have at least one laboratory practice on
forensics and other related to ethical hacking.

Fig. 1. Cybersecurity topics proposed by the class and voting results.

The selected five topics and their objectives are:

1. Man in the Middle Attack. Perform an attack on a mobile device to capture
credentials and other interesting info.

2. Network forensic analysis. Given a file with a network traffic capture, use
tools to answer 5 questions about the activities captured.

3. Social engineering. Watch two videos about social engineering attacks and
develop a script to apply social engineering to the caller next time they get
a phone call that they are not expecting.

4. Spectre and Meltdown attacks. Read an article about these new attacks and
execute a proof of concept code in different computers to observe the results.

5. Analysis of a monero miner. Perform a light and superficial analysis of a
malware known to mine Monero cryptocurrency to identify the wallet used
by the attacker.

CTF design The objective is to create a CTF tournament that includes most
of the topics from the adapted syllabus as challenges, including other topics
of interest. It is important to note that this tournament should be open to
all students at the University during the Information Technology Engineering
academic event. But with the original purpose in mind, the students from Infor-
mation Security courses should receive a special invitation to participate in the
tournament to reinforce their knowledge and learned skills. The CTF tournament
software selected is Mellivora [15], which is a Jeopardy-style management system
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and scoreboard. The challenges should be designed and prepared independently
from the platform. Eight categories were created with two to four challenges
each. Three of these categories are directly related to the practices in the Third
part of the course, four are related to other general topics such as programming.
The category Firmware is beyond the material covered in the course, this is a
challenge to discover and learn new tools and methods under the pressure of
the tournament with limited time. Categories, challenges, points available and
percentage of teams that solved them are shown in Table 1.

The name of each category intents to be self-descriptive, the categories and
challenges that were not solved during the tournament are commented below.
Note that the full description of the challenges and the challenges themselves are
available upon request to the authors. Help and guidance to create or organize
CTF are also offered by the authors.

Firmware category included two challenges, each of them is a firmware for a
different device with a modification inside that includes a flag. One modification
is a web shell in the admin page. The other firmware contains an extra file
with the flag in it. Programming category is related to terminal interaction,
a student needs to interact with a program 100 times before it returns the flag.
These challenges were related to network programming category, but instead
of sockets, one needs pipes or other methods to interact with other terminal
programs in Linux. Both of the challenges include a timer to avoid students to
solve them manually. Interacting with the terminal is not a common topic, and
the students focus on the rest of the challenges.

The categories that were completely solved are: Forensics and Network
Forensics. The students showed great performance in this categories as they had
some similar exercises at class. Also, extra credits for the Information Security
course were offered to the team that solved these challenges.

CTF tournament As mention before, the tournament was held in conjunction
with an academic event with talks and tutorials some weeks before the end of
the term. The tournament lasted two days, access to the challenges were only
possible in a classroom assigned to this activity. Five teams of four students
and one team of three students were registered. Three teams included at least
one female student. Only one registered team was not taking the Information
Security course at that term but already took the course before.

Four pictures from the scoreboard and students are showed int Figures 2,3,4
and 5. ch0co team won the tournament with 1050 points. Firmware category
that includes modified firmware for IoT devices were not solved by any team,
as this challenge was out of the scope from the course. However, students made
comments about these challenges: “ [the challenges] were fun to try”. The Web
category was also out of the scope from the course, but most of the students had
previous experience with web systems and completed this set of challenges that
they considered “not that complicated”.

The excitement showed by team members when they capture a flag was
contagious and invigorating. Flag after flag they were demonstrating their ac-
quired knowledge during the Information Security course, reinforcing their skills
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Table 1. CTF categories and challenges.

Category Challenges Points solved rate

Firmware
Openwrt compromised image 90 0%
Dlink firmware compromised 110 0%

Forensics
Evidence file 40 100%
A different flag in the system 90 100%

MITM
Go http test 80 0%
APK hidden flag 100 50%

Network
Forensics

Insecure communications 30 100%
Binary on the network 60 100%
Weird binary on the network 100 50%

Network
programming

Operations over the network 60 17%
Something like echo 70 17%
Strings manipulation over the network 90 17%

Programming
Console interactions 50 0%
Random strings 70 0%
Calculate the result 90 0%

Reversing
Go go parameters 70 33%
Obfuscated Javascript 70 50%
DotNet mistake 100 50%

Web
Hidden flag 20 83%
Find the flaw 60 66%
Enjoy the milk 80 83%
Official client 80 50%

by playing the game. Some students stated that they learned new skills and
abilities during the tournament.

3 Results

The results obtained from this experience are two-fold. First, the students felt
engaged and motivated on the class after the “research, propose and vote”
process. Second, the students that participated in the CTF tournament described
a great experience from the game, solving challenges and applying previous
and new skills. The impact of the first result was measured using a survey. In
that survey, we asked questions related to the feelings and perception from the
students about the process to add topics to the syllabus’ course. Also with the
engagement and feelings toward the course, expectations and the topics covered.
The results of the survey are summarized as follows:

1. The students felt that they are contributing to decide their path on the learn-
ing process. They would like to have more courses with a flexible curriculum
where they can propose new and interesting topics.

2. The students reported that they were more engaged and motivated in the
class, most of them felt that their expectations about the course contents
were fulfilled in the class.
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Fig. 2. First flag captured. Fig. 3. Scores at the end of the first day.

Fig. 4. Working hard on the second day. Fig. 5. Final scores.

3. Majority of the students felt well working on the practices. Only two students
expressed they were not comfortable with the practices because they found
them very technical, and found themselves lacking skills to complete the
exercises.

In a blank space to express themselves, some students commented in the
survey that they really enjoyed the CTF tournament and that it should be
offered every year.

In relation to the CTF tournament, we collected the following information:

More than 60% of students taking Information Security courses registered for
the CTF tournament. They expend over 20 hours in the classroom working on
the challenges. We consider that the engagement of the students in cybersecurity
activities is growing in our university, we believe that this is in part because the
gamification strategy introduced in the course. A few students expressed the
intention to follow cybersecurity careers.

The overall results of the tournament showed that all teams solved basic
challenges on Forensics, reinforcing the skills learned at class. Furthermore,
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some challenges out of the topics from the class in Web category were also
solved, showing that students can apply their skills to different problems.

The winning team of the tournament solved 65.2% of all the challenges during
the two days competition. Their comments were related to open the game to
play outside of the University facilities because they could not play at night
from home. That team was suggested to play in the HackDef 2018 CTF pre-
qualification tournament [10] that will be held in August.

As feature work, we already started to plan the next CTF game with the
format proposed by Chothia et al. [4, 5]. The game will be deployed as an
independent virtual machine and will employ an intelligent agent to interact
with the students while they are solving the challenges to obtain the flags. The
challenges will be related to the topics selected by the class in the term in the
course.

4 Related Work

Deterding et al. [7] define “gamification” as the use of game design elements in
non-game contexts. Among other tasks gamification is used to engage users and
help with the learning process [11]. Recently Li and Kulkarni [13] concluded that
gamification is a very effective way of learning.

Gondree et al. [8] discuss the cybersecurity competitions and games and how
it is necessary to adopt a common vocabulary to express the game’s goals and
characteristics. They also discuss about competitions like iCTF, DC3 Forensic
Challenge, CyberPatriot, CCDC, PlaidCTF, CSAW CTF where training and
education are their main role. At least three frameworks to deploy Capture the
Flag contests are freely available as open source software [16, 12, 1].

Chothia et al. had been working in innovation and development of improved
course materials. In 2015 the authors presented an offline CTF system which
includes 5 learning activities [4]. The students can download the system and
play in a controlled environment. In 2016 the authors developed a new course on
penetration testing using IoT devices, this course was thought at Birmingham
University with great engagement and response from students [6]. In 2017 the
authors included a storytelling, intelligent component on a virtual machine to
teach a course on information security in 11 weeks [3]; students chose their
own adventure in the game. In 2018 the authors focused on spear-phishing,
challenging the students to produce realistic spear-phishing attempt where a
rules engine will decide if it was successful [5].

Chain et al. offered an innovative platform to capture the flag based on cloud
offense and defense. After design and implement their platform, they use a survey
to evaluate the pertinence of the exercises, time and difficulties of the tasks. [2].

5 Conclusions

Designing and developing the challenges was a fun exercise for the instruc-
tors, and playing them was a great activity for the students to reinforce their
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skills. The results from the tournament showed that students were learning
new skills that they can apply in real-world scenarios. Gamification in the
classroom through CTF tournaments should be implemented and practiced in
cybersecurity-related courses. As part of the course or as an extra activity. It is
important to mention that all the participant students comment that it was fun,
challenging and that they learned and enjoyed the extra class activity.
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