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Editorial

This volume of the journal “Research in Computing Science” contains selected papers
related to computational linguistics, automatic reasoning and their applications. The
papers were carefully chosen by the editorial board on the basis of the at least two
reviews by the members of the reviewing committee or additional reviewers. The
reviewers took into account the originality, scientific contribution to the field,
soundness and technical quality of the papers. It is worth noting that various papers for
this volume were rejected.

The volume contains 25 papers, which treat various aspect of modelling using
Artificial Intelligence techniques in computational linguistics and automatic reasoning.
Among the topics of the volume, there are semantic similarity, natural language
interfaces, deception detection, sentiment analysis, opinion mining, dialogue
management, detection of author profiles, etc. Several papers deal with fuzzy logic and
its applications.

I would like to thank Mexican Society for Artificial Intelligence (Sociedad
Mexicana de Inteligencia Artificial) and COMIA for their support in preparation of this
volume.

The entire submission, reviewing, and selection process, as well as preparation of
the proceedings, were supported for free by the EasyChair system
(www.easychair.org).

Grigori Sidorov

Instituto Politécnico Nacional
México

Guest Editor

June 2018
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Multi-D Kneser-Ney Smoothing Preserving the
Original Marginal Distributions

Andras Dobd

University of Szeged, Institute of Informatics, Szeged,
Hungary

dobo@inf.u-szeged.hu

Abstract. Smoothing is an essential tool in many NLP tasks, therefore
numerous techniques have been developed for this purpose in the past.
One of the most widely used smoothing methods are the Kneser-Ney
smoothing (KNS) and its variants, including the Modified Kneser-Ney
smoothing (MKNS), which are widely considered to be among the best
smoothing methods available. Although when creating the original KNS
the intention of the authors was to develop such a smoothing method that
preserves the marginal distributions of the original model, this property
was not maintained when developing the MKNS. In this article I would
like to overcome this and propose such a refined version of the MKNS
that preserves these marginal distributions while keeping the advantages
of both previous versions. Beside its advantageous properties, this novel
smoothing method is shown to achieve about the same results as the
MKNS in a standard language modeling task.

Keywords: multi-D Kneser-Ney smoothing, original marginal distribu-
tions.

1 Introduction

The goal of smoothing is to overcome data sparsity, which poses a huge problem
in numerous tasks, including a vast number of NLP problems. A very good
example of this is language modeling, where the task is to learn the probability
of word sequences given some training data: using lower order models for this
purpose do not provide sufficient context, while choosing large models will usu-
ally suffer from insufficient training data (for an n-gram model there are |v|™
distinct n-gram types, where |v| is the size of the vocabulary). Due to this, most
of the values in a basic n-gram model are equal to zero, which produces zero
probabilities for most word sequences when simply using maximum-likelihood
estimation. To overcome this, smoothing techniques have been widely used since
decades, decreasing the probability of seen events and redistributing the gained
probability mass among unseen events so as to avoid zero probabilities during
prediction.

Due to their importance, smoothing methods have received considerable at-
tention in the past. One of the most widely used group of smoothing methods are
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of the type absolute discounting [10], that are simple but still very powerful and
efficient methods. The Kneser-Ney smoothing (KNS) [8], and its multi-discount
variant, the Modified Kneser-Ney smoothing (MKNS) [1] are widely considered
to be one of the best smoothing algorithms since a long time [1,6,14,12,13,16].
Although the probability of atomic events changes during smoothing as
a necessary consequence, the marginal probabilities do not necessarily need
to change, where the marginal probabilities are the probabilities obtained by
summing out the probabilities of an event with respect to other events:

P(Y)= S P(Y.2). (1)

z€Z

One of the key motivations when developing the KNS was that it should
preserve the marginal distributions of the original model, meaning that the
obtained model satisfies the following equation:

Z% =3 p(wilwi—1)p(wi1). @

Wi—1

This is very advantageous in many cases, and under certain assumptions, an
optimal model can only be obtained by satisfying this property, as discussed by
Goodman in the extended version of his paper [6]. Hence Goodman comes to the
conclusion that under these assumptions any smoothing method not preserving
the original marginals can be improved by modifying it to preserve them. Despite
this fact, many frequently used smoothing techniques, including the MKNS, do
not satisfy this property: when Chen and Goodman [1] refined the original KNS
by introducing three discount parameters instead of just one, they did not adjust
the lower-order distributions according to this change, which resulted in the loss
of the original marginals in the smoothed model.

Within this article I present such a novel smoothing method based on the
MKNS, that keeps all the advantages of both the KNS and the MKNS, while also
preserving the original marginal distributions. Section 2 gives a general overview
of smoothing methods and introduces the problem of preserving the marginal
distributions in detail. The presentation of my novel method (called MDKNS-
POMD) follows in Section 3, which is evaluated on a standard language modeling
task in Section 4. Section 5 gives a short summary and draws conclusions.

2 Background

One of the earliest and simplest smoothing algorithms is called Add-k smoothing
[9,1]. This basically adds a fixed constant value (often simply 1) to the count of
each observed and unobserved event, and computes the probabilities on these
modified counts. As in case of this model too, in the rest of the article I will
present each formula and example adapted to bigram language modeling (when
not noted otherwise). However, all methods can be used generally on higher-order
models and on other applicable data types too. The bigram formula for the

Research in Computing Science 147(6), 2018 12 ISSN 1870-4069
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Add-k smoothing, with a smoothing parameter § and a vocabulary size of |V|,

is as follows:
d + ¢ (wi—w;)
i|Wi—1) = ’ ’
Pada (wilwi-1) S|V + 32, ¢ (wimiw;) ?)

Due to its simplicity, this method is used very widely and can actually work
very well in some cases, especially if there are not too many zero counts. However,
in case of most problems, especially with huge models full of zeros (such as
language modeling), it overweighs unseen events and does not work too well.
Besides, it also does not keep the original marginals.

Another frequently used method is the Good-Turing smoothing (GT) [5],
trying to estimate the probability of words that occurred r times using the
frequency of words seen (r+1) times:

r = (r+1) nTH, (4)

Ty

where n,. is the number of n-grams that are present in the corpora exactly r
times. Based on this the probability of a bigram occurring r times is given as:

,r,*

yYess (wi‘wi—l) = m

()

Although this method has a very good intuition and can sometimes work
quite well, it does not combine higher-order models with lower-order models,
and just uses the same general smoothing for all words with count r. Therefore
this is usually outperformed by more sophisticated methods.

A very popular category of smoothing methods try to estimate the probabi-
lities in an n-gram model by also making use of information from an (n-1)-gram
model. This is advantageous as there are much less (n-1)-gram types then n-gram
types, so the number of zeros in the (n-1)-gram model is much less then in case of
the n-gram model. These techniques either back off to the lower order model or
interpolate the higher-order model with it. As interpolation is fairly consistently
more successful than backing off [1,6], in the rest of the article I will only consider
this version of each smoothing algorithm. Those smoothing methods that back
off from higher-order models or interpolate them with lower order models can be
recursively applied to the lower order models too, which further helps eliminating
the zero probabilities and usually helps to achieve better results.

One of the easiest ways to create an interpolated model is by simple absolute
discounting (Abs) [10]. The motivation behind this was that looking at the results
of other smoothing methods, such as the Good-Turing smoothing, one can often
notice that it is as if the same value was simply subtracted from the count of
each seen event (D < 1), hence it would be easier to just simply do this instead
of doing more complex calculations:

Pabs (Wilwi—1) = M + (1 - A'wifl) Pabs (wi) - (6)

>, € (Wim1w;)
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Despite its simplicity, absolute discounting can work quite well, and it was
the basis for many of the most successful discounting methods currently in use.
Among these techniques are the Witten-Bell [15], the Jelinek-Mercer [7] and the
Kneser-Ney smoothing (KNS) [8], and their variants.

The motivation behind the original KNS was to implement absolute dis-
counting in such a way that would keep the original marginals unchanged,
hence preserving all the marginals of the unsmoothed model. Their model is
as follows (actually, the original article [8] only presented a backoff version, and
the interpolated version shown here was only introduced by [1]):

PrNs (wilwi—1) = %W +yxns (wi1) prens (w;) . (7)

The vk ns (w;—1) serves as normalization and should be chosen in a way
so that the distributions of the words sum up to 1. For that the sum of the
v ns (w;—1) weights for a word should be the same as the sum of the discounts
subtracted from the probabilities of the word:

N]_Jr (wi,l.) D
Zwi C (wi—lwi) ’

with the NV functions defined as follows:

(8)

YKNS ('wifl) =

Ne (wi—1.) = {w; : c(wi—qw;) = ¢},
Net (wi-1.) = Hwi : e (wi—1w;) > ¢},
Nc (wi) = Hwi—1 : c(wi—1w;) = ¢}l
o o) = i s > )
Ne () = {wi-1, wi : e(wi—1w;) = e},

Ney (1) = {wiz1, wi : e (wi—qw;) > c}.

In this model the discount parameter and the lower-order distribution are
the free parameters, as the count values are given by the training data and the
normalization is given based on the other parameters. Therefore one can imple-
ment different versions of this model by changing these two free parameters. By
choosing the right lower-order distribution it is possible to preserve the marginal
probabilities. To achieve this one has to define the lower order distribution to
return a probability of p for a word w;, where p is the proportion of the discounts
subtracted from the ¢(.w;) counts as compared to the discounts subtracted from
all the ¢(..) values:

Niy (w;)

Nig ()

However, please note that the marginals are only preserved in case of bigram
models or in case of such higher-order models where the highest order model is
simply interpolated with the unsmoothed second-to-highest order model. In case
the second-to-highest order model is smoothed recursively the same way, then
this property of the KNS is lost.

prNs (wi) = (10)

Research in Computing Science 147(6), 2018 14 ISSN 1870-4069
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Chen and Goodman [1] introduced an improved version of the original KNS
by changing one of its free parameters, namely the discount parameter. They
showed that the optimal discount values for counts of 1 and 2 are very different
from the optimal discount value for higher counts. Therefore they proposed to
have three discounting parameters (D; < 1, Dy < 2 and D34 < 3) instead of
just one, for counts of 1, 2 and at least 3, respectively:

) = (wi—1wi) — D (¢ (wi—1w;))
pPrviNs (wilwi—1) > c(waw) +

(11)

YMKNS (wi—l) PMKNS (wz) ,

where
0 if ©=0,
D ) =1,
YO TER S (12)
D2 Zf Tr = 2,

With this modification, the normalization factor, in order to have all the
word distributions sum up to 1, should be defined as follows:
D1N1 (wi_l.) + D2N2 (wi_l.) + D3+N3+ (wi_l.)
YMENS (Wi—1) = .
>, € (Wim1w;)

(13)

As also noted earlier, the unigram distribution remains the same as it was in
case of the KNS:

PuiNs (Wi) = prns (w;) - (14)

The optimal discount parameters for the KNS and MKNS models can be
estimated as follows [1]:

ni + 2ny’
D, =1-2D"2
n

( (15)
Dy =2-3D"8
n2

Dsy =3 —4D™.
ng
where n,. represents the total number of n-grams with a frequency of r.
Although the discounting method in the MKNS is different then in the KNS,
the authors left the calculation of the lower-order distributions unchanged, which
results in not preserving the original marginal distributions. There already exist
a couple of studies discussing this issue. Some simply note this fact [14,12,13],
without presenting any detailed discussion about it, while others also get into
more detail.
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For example, Zhang and Chiang [16] also note that this property of the
MKNS can be resolved, but they do not provide a solution for this. Further,
Chen and Rosenfeld [2] note that using maximum entropy (ME) techniques one
can obtain such models that preserve the original marginals. However, they do
not apply this to the MKNS and only discuss in detail a Fuzzy ME model that
only approximately preserves them. Although Roark et al. [11] presents such a
method that takes an arbitrary backoff smoothing model and transforms it into
a model that preserves the original marginals, they do not test this technique
on the MKNS model. So despite the earlier studies considering this problem, to
my best knowledge, my study is the first to derive the solution for the MKNS
and to perform thorough tests comparing the original KNS and MKNS methods
with this new method. Therefore this study is novel in this respect.

To help better understand the difference between the smoothing methods
and to give an easy insight into what preserving or not preserving the marginals
means, | hereby present the joint and marginal counts of a sample bigram
maximum likelihood model, unsmoothed and smoothed with KNS and MKNS,
trained on the same small text in Tables 1, 2 and 3, respectively. In case of
every table, each row corresponds to a value of x, each column represents a
value of y, with the cells containing the c(x,y) values. The <s> and </s>
symbols are special symbols representing the beginning and end of the sentences,
respectively. Inside the tables counts are presented instead of probabilities, as
this way it is much easier to see whether the original marginals are preserved
after smoothing or not. The sum of the counts in each column (which corresponds
to the respective marginal) are presented at the end of them.

3 My Novel Method

As previously presented, the MKNS is widely considered to be one of the best
smoothing algorithms. However, despite the original motivation for its base
variant (KNS), it does not have the property of keeping the original marginals
unchanged. My novel method, which is called Multi-D Kneser-Ney Smoothing
Preserving the Original Marginal Distributions (MDKNSPOMD), was developed
to overcome this problem.

Its basis comes from the MKNS, with the idea for maintaining the marginal
distributions from the original KNS, by changing one of the free parameters
of the MKNS, namely the lower-order distribution. It is easy to see that the
marginal distributions in a bigram model can be preserved if the lower order
distribution is designed in a way that it returns a probability of p for a word
w;, where p is the proportion of the discounts subtracted from the count of
the bigrams ending with w; as compared to all the discounts subtracted at the
whole bigram level. This can easily be derived mathematically for the MKNS, in
a similar manner as Chen and Goodman [1] did it for the KNS. The derivation
starts with the following equation:

Research in Computing Science 147(6), 2018 16 ISSN 1870-4069
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Table 1. Joint and marginal counts of a simple maximum likelihood model trained on
the sample text.

c(x,y) <s> a b c d e </s>
<s> 023501 0 (11
a 0414 38 121
b 072100 4 |14
¢ 025 20 4 2 |15
d 010020 316
e 0533 1F6 1 (19
< /s> 000O0OO 0|0
0211415 619 11 (86

Table 2. Joint and marginal counts of a simple maximum likelihood model with KNS
trained on the sample text.

c(x, y)| <s> a b c d e </s>
<s> | 0.00 1.95 2.89 4.89 0.16 0.84 0.26 |11.00
a 0.00 4.11 1.03 4.03 2.87 7.95 1.03 [21.00

b 0.00 6.95 1.89 0.89 0.16 0.21 3.89 [14.00

¢ 0.00 2.03 496 1.96 0.20 3.89 1.96 [15.00
d 0.00 0.87 0.20 0.20 1.75 0.16 2.83 | 6.00
e 0.00 5.11 3.03 3.03 0.87 5.95 1.03 [19.00
</s>| 0.00 0.00 0.00 0.00 0.00 0.00 0.00 | 0.00
0.00 21.00 14.00 15.00 6.00 19.00 11.00 [86.00

Table 3. Joint and marginal counts of a simple maximum likelihood model with MKNS
trained on the sample text.

c(x, y)| <s> a b c d e <[s>
<s> | 0.00 2.01 2.09 4.09 0.55 1.36 0.91 [11.00
a 0.00 3.90 2.06 3.61 2.04 7.32 2.06 [21.00

b 0.00 6.27 1.83 1.54 0.55 0.73 3.09 [14.00

c 0.00 2.40 4.41 2.15 0.74 3.16 2.15 [15.00
d 0.00 1.33 0.58 0.58 1.27 047 1.76 | 6.00
e 0.00 490 2.61 2.61 1.49 5.32 2.06 [19.00
</s>| 0.00 0.00 0.00 0.00 0.00 0.00 0.00 | 0.00
0.00 20.80 13.58 14.58 6.63 18.36 12.04 [86.00
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ZC(Z}Z(ZM) = Z p (wilwi—1) p (wi-1), (16)

in which it is possible to express p (w;—1) by its empirical estimation from the
training data:

Wi—1

plwin) = 5 c(wi-1) (17)

Wi—1 ¢ (wifl)
to get (after some simplification):

c(wi) =Y e(wi)p(wiwi-). (18)

Wi—1

Then p (w;|w;—1) can be substituted with its formula in MKNS (Equation 11):

c(w;) = Z c(wi—1) <c(wi§i;(ii(_cl($i)lwi)> +7(wi1)P(wi)> . (19)

Wi—1

after which 7 (w;_1) can also be expressed as it is for MKNS in Equation 13,
and a couple of simplifying steps can be made to obtain:

c(w;) = z c(wi—1)

Wi—1

lc (wi_1w;) — D (¢ (w;_1w;)) i

C (’wifl)
(20)

DNy (wi—1.) + DaNo (wi—1.) + D34 Ny (wi—1.)
p(w;) |,
c(wi_1)

c(w;) = Z [c (wi—1w;) — D (e (wi—qw;)) +
i (21)
(D1N1 (wi—1.) + DaNo (wi—1.) + D3y Nay (wi—1.)) p (wy) },

c(w;) =c(w;) — ( Z D (e (wilwi))>—|—
it (22)
p(wi) Z (DlNl (wi—1~) + D2N2 (wi_l.) + D3+N3+ (wi_l.)) .

Wi—1

From here p (w;) can be easily expressed as:

>, D (c(wimqw;))
Zwi,l (DlNl (wi—l') + D2N2 (wi—l-) + D3+N3+ (wi—l-))7

p(w;) = (23)
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and the sums can be rewritten to get the following form:

(w;) = D1 Ny («wg) + DaNa (w;) + D3 N3y (ww;)
PU) = DN () + DaNa () + Doy Nax (1)

This proves that the MKNS smoothing model with the modification of using
the above lower-order distribution will preserve the original marginal probabi-
lities when interpolating with the above unigram distribution, and there are
no other ways to achieve this. So this gives the following final form for the
MDKNSPOMD for a bigram language model:

(24)

c(w;_1w;) — D (e (w;—qw;
puprNsPomD (Wilwi—1) = . 121) c(w-( fw-z) el

(25)

YMDKNSPOMD (wifl) PMDKNSPOMD (wz) ,

DN Wi—1- +D N- Wi—1-
YMDKNSPOMD (wifl) == (Z 12(w jwz)( L )+

D34 N3y (wi—1.)
Yo, C(wiyw;)

(26)

D1N1 (wl) + D2N2 (wz) + D3+N3+ (’LUZ)
DiN; () + DoNo () + D3+ Nat ()

PMDKENSPOMD (W;) = (27)

To be able to easily see the working of this method, compare it with the KNS
and MKNS models and to see its property of preserving the marginals of the
original model, in Table 4 I present the joint and marginal counts of a sample
bigram maximum likelihood model, smoothed with MDKNSPOMD, trained on
the same small text as used in Tables 1, 2 and 3.

Table 4. Joint and marginal counts of a simple maximum likelihood model with
MDEKNSPOMD trained on the sample text.

c(x, y)| <s> a b c d e </s>
<s> | 0.00 2.04 2.15 4.15 0.46 1.45 0.76 [11.00
a 0.00 3.94 2.16 3.70 1.90 7.47 1.84 |21.00

b 0.00 6.30 1.89 1.60 0.46 0.82 2.94 [14.00

¢ 0.00 2.43 4.49 2.23 0.62 3.28 1.95 [15.00
d 0.00 1.35 0.62 0.62 1.21 0.52 1.67 | 6.00
e 0.00 4.94 2.70 2.70 1.35 547 1.84 [19.00
</s>| 0.00 0.00 0.00 0.00 0.00 0.00 0.00 | 0.00
0.00 21.00 14.00 15.00 6.00 19.00 11.00 [86.00

The smoothing method presented above for a bigram model can be ge-
neralized to higher-order models without a problem. To do this one has two

ISSN 1870-4069 19 Research in Computing Science 147(6), 2018



Andras Dobd

possibilities. First, one can simply use the above model on the highest level of
the model and interpolate it only with the second-to-highest level, not smoothing
that level further. This version has the advantage that all the original marginals
are preserved. However, one has to note that in case there are many zeros in the
original model (such as in n-gram language models with n > 3), this solution
will not work well as it will still leave too many zeros in the model.

The other solution, as also proposed for other smoothing techniques in the
past, is to do the interpolation recursively, always interpolating the nt" level
with the (n — 1) level, all the way back to the 1°¢ or 0" level. In this case
the theoretical and mathematical derivation previously applied on the bigram
model for defining the right probability distributions in the lower level, can be
used for all the levels. This would result in the following formula for a trigram
model at the trigram level:

c (wi72wi71wi) — D3 (C (wi72wi71wi))
>, € (Wim2wi—qw;) (28)

+ YMDKNSPOMD (wi—2wi—1)pMDKNSPOMD (wi|wi—1) ’

PMDKNSPOMD (wi|wi72wi71) =

with D3 being a discount function similar to the original D discount function,
with values 0, D(3;1), D(3;2) and D(3;34), and the normalization factor being:

D(3;1)N1 (wi—sz’—L)
TYMDKNSPOMD (wi72wi71) = E

w, € (Wi—2w; _1w;)

29
D 3,2y N2 (Wi —2w;—1.) + D(3,;34) N34 (wi—2w;—1.) (29)
>, € (Wimgwi—qw;) '
With the same logic one gets the bigram level:
PMDKNSPOMD (Wilwi—1) =
D 3,1y N1 ((wi—1w;) + Dyg,0yNo (\w;—1w;) N
D(g;l)Nl (.wi_l.) + D(3;2)N2 (.wi_l.) + D(3;3+)N3+ (.wi_l.) (30)

D(3.34) N3+ (wi—1w;) — Do
D(3;1)N1 (.wi_l.) + D(3;2)N2 (.wi_l.) + D(3;3+)N3+ (.wi_l.)

YMDKNSPOMD (wi—l)pMDKNSPOMD (wz) )

+

with the normalization factor being:

YMDENsPOMD (Wi—1) =
DQJVNIJr (.wi,l.) (31)
D(3;1)N1 (.wi_l.) + D(3;2)N2 (.wi_l.) + D(3;3+)N3+ (.wi_l.) ’
Finally, the unigram level can be formulated as follows:
NN1+ (wz)

PMDKNSPOMD (W;) = N () (32)
o (e
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with Ny, (-w;), Nn,, (-wi—1.) and Ny, (...) defined as:

]VN1+ (wz) = ‘{’Uji_l : N1+ (.wi_lwi) Z 1}|,
]VNIJr (.wi_l.) = ‘{U}z : N1+ (.wi_lwi) Z 1}|7 (33)
,ZVNlJr () = \{wi,l,wi : N1+ (.wi,lwi) 2 1}|

With such a multilevel model, it is advantageous to set a different set of
discount parameters at each level, based on the properties of that level (e.g.
with the previously shown formulas applied to each level). However, please note
that because of the non-integer values at the bigram level, it is not possible to
use 3 different discounting parameters the same way as done at the trigram level,
therefore only a single discount parameter (Ds) is used at the bigram level.

There are a couple of further details to be considered. First, negative values
have to be avoided at each level, which can be achieved by discounting in the form
max(0,c — D) instead of simple subtraction. Moreover, in case of the (n — 1)
level, the basic values should represent the sum of the discounts truly subtracted
at the nt" level for the given trigrams, considering the possibly reduced discount
values due to the used maz function. To avoid over-complicated equations, these
properties were not included in the above formulas.

My method can work very well for any model, even for ones with a huge
number of zeros. However, I have to note that in case of the recursively in-
terpolated version, it only preserves the marginal probabilities at the highest
level (e.g. in case of a trigram model only the marginals in the form p(..w;) are
preserved, and the marginals in the form p(.w;_jw;) are not). Preserving the
others is not possible in such a case, as there exists only one (n — 1) level
probability distribution that preserves all the marginals, and that is exactly
the one without further interpolation from it. Nevertheless, the MDKNSPOMD
model still has better properties than the KNS and MKNS models in case of
recursive interpolation, as neither of them keeps any of the original marginals
in such a case, with the MKNS not keeping them in case of simple two-level
smoothing either.

4 Evaluation Methodology and Results

To see how well my proposed MDKNSPOMD method performs compared to
previous ones, I have chosen a standard n-gram language modeling evaluation
task. I have used the British National Corpus (version 2; BNC, ~100M words)!
and the text of the full English Wikipedia database dump of 01.12.2015 (EnWiki,
~2000M words)? to evaluate the models on, both of which I previously pre-
processed. Among other pre-processing steps, all text was converted to be fully
lowercase. Further, in case of an n-gram model, for each sentence I added n-1

! http://www.natcorp.ox.ac.uk/

2 The plain text from the Wikipedia database dump was obtained with the
help of the Wikipedia Extractor (http://medialab.di.unipi.it/wiki/Wikipedia_
Extractor) by Giuseppe Attardi.
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special characters at its beginning as sentence starting symbols (<s>, <s2>,
etc.) and a special character at its end marking the end of the sentence (</s>),
to be able to fully evaluate all the meaningful words of the sentences.

In case of each corpus, I used the words occurring at least 10 times in it
as vocabulary, resulting in a vocabulary size of ~100k in case of the BNC, and
~1.2M in case of the EnWiki corpus. Special and punctuation tokens were always
considered as separate words. To achieve robust results, the average entropy
and perplexity was computed using 10-fold cross-validation (inside the folds
the evaluation was done sentence-by-sentence). All tests were conducted with
a slightly modified version of the Kyoto Language modeling Toolkit (Kylm)?.

To be able to draw detailed conclusions, tests with both 2- and 3-gram models
were conducted. In case of models above the bigram level there would be two
possibilities, as noted before: to only smooth the highest level, namely only
interpolating back to the second-to-highest level, or to interpolate each n'" level
with the (n — 1)** level recursively, all the way back to the 15 (unigram) level.
However, as noted before, when the second-to-highest level is not smoothed
further, then it leaves far too many zeros in a language model. This would result
in zero probabilities for many sentences, making it impossible to use in practice
for this type of task, and resulting in an entropy and perplexity of Infinity during
evaluation. Because of this only the results for the variants that use smoothing
at all levels are presented here.

All my results are shown in Table 5. These confirm previous findings that,
with the use of multiple discount parameters, the MKNS slightly outperforms
the original KNS in all the test cases, with both having a clear advantage over
simple absolute discounting (Abs). Further, it comes as no surprise that in case
of all smoothing methods, results on the 3-gram models are always remarkably
better than on the 2-gram models.

Looking at the choice of the corpus, there is only a slight difference in the
results in case of the 2-gram models. From this I assume that the much larger size
of the EnWiki corpus is compensated by the fact that the BNC is a much more
balanced corpus, containing only well-written and grammatically correct texts,
and having a much narrower scope in terms of the topics covered. However, in
case of the 3-grams the EnWiki corpus has a very clear dominance over the BNC,
which is no surprise, as training a 3-gram model requires much more training
data than a 2-gram model, so in this case clearly the relevance of the larger size
of the training corpus becomes more important than the advantages of the BNC.

When comparing my results to that of the previous methods I can see that
the MDKNSPOMD consistently outperforms the simple absolute discounting
as well as the original KNS. It achieves approximately the same results as the
MKNS, although there seem to be a consistent very small margin between them
in favour of the MKNS in case of the 3-gram models.

Beside the evaluation in a standard language modeling task, I also plan to
test my novel smoothing method in other applications too, including my methods

3 http://www.phontron.com/kylm/
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Table 5. Detailed results of the tested smoothing algorithms.

Method Model|Corpus|Perplexity [ Entropy
9-gram BNC. ‘ 252.15 7.96

Abs EnWiki 251.82 7.98
3-gram BNC 156.01 7.26

EnWiki 113.94 6.83

2-gram BNC. . 242.57 7.91

KNS EnWiki 246.43 7.94
3-gram BNC 139.46 7.10

EnWiki 104.76 6.71

9-gram BNC. ' 241.18 7.90

MEKNS EnWiki 245.96 7.94
3-gram BNC 136.82 7.08

EnWiki 103.72 6.69

2-gram 2 a5 08701

nWiki . .

MDKNSPOMD +gram BNC 137.50]  7.08
EnWiki 104.18 6.70

for the automatic interpretation of noun compounds [4] and the automatic
computation of semantic similarity of words [3].

5 Summary and Conclusions

Within this paper I have given a detailed overview of the motivation for smoo-
thing methods and the most frequently used smoothing techniques. I have shown
that, despite its excellent performance, the MKNS does not preserve the marginal
distributions of the original data, which would be advantageous in many cases,
and which, according to Goodman [6], would be a requirement for a smoothing
method to be optimal under certain assumptions. To overcome this problem, I
have shown a modified version of the MKNS, called the MDKNSPOMD, that
leaves the original marginal distributions unchanged. I have also shown that this
is the only possible way of achieving this.

Beside simple problems, this model can be generalized to higher-order models
too. For problems with a fairly low number of zeros it is usually enough to smooth
the highest level, in which case all the original marginals are preserved. If there
are too many zeros, one has to recursively smooth the lower levels too, but this
way only the marginals at the highest level are preserved (it is impossible to
preserve the other marginals in such a case). Nevertheless, the MDKNSPOMD
is still better than the KNS and MKNS methods here too, as neither of them
would keep any of the original marginals at any of the levels in such a case.

To compare this novel smoothing method with previous techniques, thorough
tests have been conducted on a standard language modeling task, using two
different corpora and evaluating on both 2- and 3-gram models using 10-fold
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cross-validation. The results show that the MDKNSPOMD performs better than
both simple absolute discounting and the KNS in case of all settings, and achieves
about the same results as the MKNS, with the MKNS seeming to have a minor
superiority in case of the 3-gram models.

Based on this I can conclude that the novel MDKNSPOMD could be success-
fully used in any problem where smoothing is required, and should definitely be
preferred over other methods in case preserving the marginal distributions is
required or would be advantageous.
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Abstract. This paper presents an approach for helping in the topic
detection tasks. The idea is to use collocation measures to extract key
terminology from plain text. We use three measures for ranking N-grams
(sequence of terms), Point mutual information, Likelihood-ratio and Chi-
square. With this measures we built three different groups: bigrams,
trigrams and quadrigrams. Each of the measures were implemented with
the purpose of comparing and helping in the detection of good key
terminology in plain text. In order to obtain the best N-grams, we have
implemented two filters: the first one is to get common N-grams with
the highest values in the three measures (intersection). For this, we
use the most significant percentages of N-grams to create subsets and
then select the key terminology with high value in the three measures.
The second filter is to detect the occurrence of important collocations
based on part-of-speech patterns. The corpora used in this research work
was obtained from the website jobs, i.e. related to job descriptions. In
the results we show the key terminology extracted by this approach to
demonstrate its effectiveness.

Keywords: collocations, n-grams, POS, key term extraction.

1 Introduction

Collocations refer to words relationships, there are useful in the natural language
processing area (NLP). They are expressions formed with two or more consecu-
tive terms that correspond to a way of saying concrete ideas or concepts. They
usually include noun phases such as deep learning or phrasal verbs such as to
look for. The use of collocations in the NLP area makes the text to sound natural
and makes more sense to people. The importance of the experiments presented
in this research work is to obtain a list of relevant topics discussed in plain text
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through the detection of key terminology. In order to achieve this goal we have
defined a range of measures to compare them with each other and detect the
best key terminology in a given text.

The measures used are Pointwise mutual information (PMI), Likelihood-
radio and Chi-square. They were chosen for simplicity, low compute capacity
required and they showed acceptable results in the experiments. Also in this
research work, we used N-grams which are sequence of n terms, in particular we
used bigrams (two terms), trigrams (three terms) and quadrigrams (four terms).
We created two different experiments one with stop words and another without
stop words. Stop words are words with very little or no lexical meaning such
as and, a, to, and in). Therefore, we defined two different ways of analysing
the N-grams. We considered that the phrase “state of the art” does not have
the same meaning as “state art”. It can be noticed that these phrases have two
different meanings. The first phrase refers to ”the latest and most sophisticated
or advanced stage of a technology, art, or science.”[12] and the second has no
understandable meaning. Ranking N-grams with measures mentioned before
we could understand and identify different key terminology. To do this, we
extracted the best terms by selecting collocations with high value in the measures
mentioned previously.

In this research work, we used intersection between the sets of N-grams ran-
ked by collocation measures and filtered by the highest values. The intersection
task is when a set of N-grams filtered by the highest value of a collocation
measure appears in another set of N-grams filtered by a different collocation
measure. In Table 6 the phrase ”dublin city centre” appears with high value in
PMI, Likelihood-ratio and Chi-square.

Table 1. Universal POS.

Universal POS

ADJ: adjective PART: particle
ADP: adposition PRON: pronoun

ADV: adverb PROPN: proper noun

AUX: auxiliary PUNCT: punctuation

CCONJ: coordinating conjunction|SCONJ: subordinating conjunction

DET: determiner SYM: symbol
INTJ: interjection VERB: verb

NOUN: noun X: other

NUM: numeral

We carried out experiments where parts of speech (POS) are used. In the
Table 1 and 2, we present the different POS used in this research work: noun,
pronoun, adjective, determiner, verb, adverb, preposition, conjunction, and in-
terjection. They were used to identify different lexical patterns in the N-grams.
We briefly explain the experiments carried out in this research work.
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e Experiment 1: N-grams are created with stop words such as (a, at, of, the,

ete.) to created the specific correct key terminology.

— Experiments with universal and normal POS.

— We refer as 'universal POS’ to the tokenization in the text with 17 possible
tags shown in Table 1.

— We refer to normal POS to the tokenization in the text with 45 possible
tags shown in Table 2.

e Experiment 2: N-grams are created without stop words to be able to use
them in queries or phrases, it is not the same meaning ”deep learning” and
”deep” or ”learning” as you can see they have two different meanings, the
first pair of terms together refer to the specific area of computing and the
other two terms individually are only single words with different meanings.
— Experiments with normal and universal POS

Table 1 and Table 2 show the different POS tags and their respective mea-
nings. Table 1 shows 17 different tags. Having few tags made us limited ourselves
in our experiments. In this research work, we needed use specific tags such as
the adjective(JJ) and superlative(JJS) to apply a filter. Besides that we need to
use the comma, explained in Section 3.1 Prepossessing.

Table 2 shows the tags used in this research work. There are 45 possible
tags, giving us a closer approximation about the text and it provides with the
necessary tools to apply the filter used in this research work.

Table 2. Normal POS.

Normal POS
Punctuation Marks: ““”, “:” INNP: noun, proper, singular|VBD: verb, past tense
g e e @7 INNS: noun, common, plural [VBG: verb, present
CC: conjunction, coordinating |PDT: pre-determiner participle or gerund
CD: numeral, cardinal POS: genitive marker VBN: verb, past participle
DT: determiner PRP: pronoun, personal VBP: verb, present tense,
EX: existential there PRPS$: pronoun, possessive |not 3rd person singular
FW: foreign word RB: adverb VBZ: verb, present tense,
IN: preposition or conjunction | RBR: adverb, comparative [3rd person singular
JJ: adjective or numeral RBS: adverb, superlative WDT: WH-determiner
JJR: adjective, comparative |RP: particle WP: WH-pronoun
JJS: adjective, superlative SYM: symbol WRB: Wh-adverb
MD: modal auxiliary TO: ”to” as preposition
NN: noun, common VB: verb, base form

The rest of this paper is organized as follows. The next section provides
a review of related work to obtain key terminology, methods and application.
In Section 3, we describe the measures used and intersection of the terms with
their measures. Section 4 describes the corpus (dataset) used for the experiments.
Section 5 contains a description about the preprocessing of the data, and the
two experiments carried out in this research work. Finally, in the last Section,
we conclude the paper and outlines future work directions.
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2 Related Work

Our research goal is to obtain key terminology from plain documents, we have
studied previous research works focused on keyword extraction. Researchers in
[13] have reported the use of statistical methods and approaches such as simple
statistics, linguistics, machine learning approaches. They extracted small set of
units, composed of one or more terms, from a single document. They discussed
about the extraction of small units sets, composed of one or more terms, from a
single document. It is an important problem in Text Mining (TM), Information
Retrieval (IR) and Natural Language Processing (NLP). Authors focused on the
graph-based methods. They have compared methods with existing supervised
and unsupervised methods. On the other hand, [8] used statistical methods with
TFIDF (term frequency, inverse document frequency) they described the use of
TFIDF in different parts of the plain document. For example, if a word appears
sporadically in more than half of the document it is also considered as a keyword
without taking into account the stop words. As well as multiple times in a single
paragraph but not in the overall document TFIDF will not consider the word
as keyword considering its low frequency.

In [7] authors used unsupervised approaches to automate the keyword ex-
traction process from meeting transcript documents and they incorporated the
use part-of-speech (POS) information in similar manner that we did. Then,
they identified key-words using F-measure and a weighted score relative, giving
them good results with TFIDF. The data that they used was meeting recordings
converted into text.

The authors of [11] automatically generated a headline for a single docu-
ment. They mixed sentence extraction and machine learning, their corpus were
scientific articles. Another interesting approach is [1] they combine resources for
lexical analysis such as electronic dictionary, tree tagger, WordNet, N-grams,
POS pattern, resulting in a survey, they used different dataset the most relevant
for us is the web pages, encyclopedia article, newspaper articles, journal articles
and technical report. In [14] used salience rank in 500 news articles, the result
was to improve the quality of extracted keyphrases and balance topic in corpus.

There is also some research in the field of real-time automatic speech re-
cognition. In [4] authors applied keywords to formulate implicit queries to a
just-in-time-retrieval system for use in meeting rooms.

3 Measures

We used three types of collocation measures to define the best filter in the
N-grams. These measures were chosen for the easy implementation, good results
and the low computing power needed with large volume of information, the
following measures have been reported in [10].

e PMI Pointwise mutual information is a measure of association:

P =100 o)
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pmi(x;y) means the association between two terms (bigram), the first word
is represented with = and the second word with y. It’s a popular measure
for the simply implementation and the good results.

e Likelihood-ratio We used “mazimum Likelihood-estimation” to decide if
there is a important contrast between the expected and the observed fre-
quencies in bigrams, trigrams and quadrigrams. This measure expected two
hypothesis L(H;) and L(Hz) shown in the formula (2).The following formula

describe the occurrence frequency of a bigram w!w?.

Hypothesis 1. The occurrence of w? is independent of the previous occur-
rence of w':
P(w?|w') = p = P(w?|~w").
Hypothesis 2. It is a formalization of dependence which is good evidence
for an interesting collocation:
P(w?|w') = p1 # pa = P(w?|—~w?).
For p,p1 and ps and write ¢y, co, and c¢12 for the number of occurrences of
wl, w2 and ww? in the corpus[10].
L(H,)
L(H3)’
b(CIQa C]-?p)b(CQ — C12, N — Clvp)

logh = log (2)

=lo , 3
95(01270172?1)3)(62 —c12, N —c1,p2) ®)

= lOgL(C]_27 Cl7p) + lOgL(C2 — C12, N — Clvp)a (4)
—logL(ci2,c1,p1) — logL(ca — c12, N — c1,p2). (5)

e Chi-square We used Chi-square with the same purpose that Likelihood ratio
search important contrasts between the frequencies in bigrams, trigrams and
quadrigrams, the formula (6) shown how work:

O;; — E;;)?

o0y Fi ;

> B (6)
i,

where ¢ ranges over rows of the table, j ranges over, O;; is the observed value

for cell (i,7) and E;; is the expected value.

3.1 Intersection

We implemented Likelihood-ratio positive, because we are only interested in
positive results. A positive result means an estimate of the occurrence of an
N-gram in the corpus and a negative result is the estimate that an N-gram does
not occur in the corpus. We create a filter derived from the aforementioned
measurements, we take the results of each one and we intersect them giving a
subset. That is to say each one has its own range, so only took the best results
of each one. We represent the set PMI as set A, Likelihood-radio as set B and
Chi-square as set C. Thus we get the following intersections.

ISSN 1870-4069 31 Research in Computing Science 147(6), 2018



Juan Huetle Figueroa, Fernando Perez Tellez, David Pinto

e In Table 3, we can observe AN B (see Fig. 7?). This intersection between two
sets of values PMI and Likelihood-ratio, where both have hight values and
we see the 10 first trigrams with the highest value. For do the intersection
only 50% was taken that is to say one subset from A and another B. You
can see the difference in the N-gram ”competitive salary earn” has in PMI
331.944 higher than Likelihood-ratio with 21.049 Table 3.

Table 3. Sample trigrams filtered by the intersection A N B.

Trigram Freq.| PMI |Likelihood-ratio
dublin city centre 53 12019.562 17.231
telecoms tech support 13 |501.210 18.167
successful candidate joining | 3 | 496.637 18.667
third level qualification 7 |349.176 18.474
benefits competitive salary | 3 | 341.853 18.110
competitive salary earn | 2 |331.944 21.049
fast paced environment 6 | 328.250 17.544
equal opportunities employer| 6 |316.0285 21.500
competitive salary gym 2 | 314.754 18.242
proven track record 6 | 306.108 21.363

e In Table 4, we can observe A N C (see Fig. ?7?). This intersection between
two measures PMI and Chi-square, where both have hight values and we
see the 10 first trigrams with the highest value. In special the term ”equal
opportunities employer” start to obtain key terminology. If you compare
Table 3 with Table 4 you will start to see deleted terms.

Table 4. Sample trigrams filtered by the intersection A N C.

Trigram Freq. PMI Chi-square
dublin city centre 53 | 8154393.488 | 17.231
telecoms tech support 13 | 3826386.926 | 18.167

successful candidate joining 3 [ 1258923.953 | 18.667
856803.543 18.110
4349623.070 | 21.049
1149592.709 | 17.544
17803759.837| 21.500
628854.620 18.242

benefits competitive salary
competitive salary earn
fast paced environment
equal opportunities employer
competitive salary gym

NN W

e In Table 5, we can observe BN C (see Fig. 7?). This intersection between two
measures Likelihood-ratio and Chi-square, where both have highest values
and we see the 10 first trigrams with the highest value. We can see that
measure Chi-square delete terms because they do not exist in their subset.

e In Table 6, we can observe AN BNC (see Fig. ??7). This intersection between
three measures PMI, Likelihood-ratio and Chi-square. It is one of the main
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Table 5. Sample trigrams filtered by the intersection BN C.

Trigram Freq.|Likelihood-ratio| Chi-square
related locations dublin | 61 2371.108 1662990.691
centre job description 24 2202.153 994671.932

south job description 20 2198.519 1503450.729
cork job description 14 2067.289 539817.166

limerick job description | 9 2021.597 559561.417
dublin city centre 53 2019.562 8154393.488
waterford job description| 6 1987.107 501852.430
laois job description 4 1967.965 502968.807

locations dublin city 31 1787.154 1764364.726

objectives of this research work, because we can observe how begin to filter
the information. You can see the respective measure of each one. When
comparing the Tables 3, 4 and 5, we see that the measure with the most
delete terms was Chi-Square.

Table 6. Sample trigrams filtered by the intersection AN BN C.

PMI |Likelihood-ratio|Chi-square
2019.562| 8154393.488 17.231
501.210 | 3826386.926 18.167
496.637 | 1258923.953 18.667
349.176 | 2550273.661 18.474
341.853 856803.543 18.110
331.944 | 4349623.070 21.049
328.250 | 1149592.709 17.544
316.028 | 17803759.837 21.500
314.754 628854.620 18.242
306.108 | 16186542.685 21.363

Trigram
dublin city centre
telecoms tech support
successful candidate joining
third level qualification
benefits competitive salary
competitive salary earn
fast paced environment
equal opportunities employer
competitive salary gym
proven track record

=
|8

—_
w

DN W W

4 Data

In this research work, we were working with jobs descriptions, all the data was
taken from jobs.ie®> a website in Ireland. The website has 46 different sectors
and a number of jobs description on each sector. They are shown in the Table
7. Each job description file contains information as skills needed, payments and
area of work. All the documents were in HTML and JSON format, we had to
clean the documents from HTML tags, and download the updated information
for each week. For this research work, we used in specific the IT (information
technology) list count with 153 jobs descriptions, the average of clean files is 3

3 https://www.jobs.ie/
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Fig. 1. Set intersection.

Kilobytes per file. To collect these data we used a web crawler (HTTrack)? to
automatically download all the jobs descriptions every week.
The reasons to chose these data are:

The potential to use the key terminology to match job seeker and companies.

The functionality of using different work sectors in the corpus.

Use the N-grams in open questions for the companies.

The volume of real information retrieved.

The diversity of information content.

To use the information obtained in the future in conjunction with the CV to
make a semantic matches.

5 System Overview

We carrying out two different experiments: the first is using the stop words and
part of speech and the second one was without stop words.

5.1 Preprocessing
The following list shows the preprocessing for this research work.

e We explained in section 4 that whole data was downloaded in HTML and
JSON files.

e We clean all unnecessary lines such as HTML and JavaScript tags in the
corpus.

e The information was storaged in different files such as job1, job2, ... jobn.

o We created a string with all this information.

* https://www.httrack.com
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Table 7. Categories of job descriptions.

Merchandising 43 | Health/Med./Nursing | 156

Sector num. Sector num. Sector num.
Academic 21 | Pubs, Bars and Clubs | 199 HR/Recruitment 102
Architecture/Design | 20 Retail 293 Legal 52
Big Data/Business A.| 17 Sales - Up to 35k 297 | Manufact./Engineering | 140
Chef Jobs 374 Security 34 Miscellaneous 54
Construction/Eng. | 103 | Telec./Tech Support | 45 Multi-lingual 143
Education/Training | 77 Travel/Tourism 92 | Pharma./Sci./Agricul. | 116
Financial Services | 101 |Warehouse/Logis./Ship.| 153 |Proper./Facilities Manag.| 59
Franchise/Business | 5 | Accountancy/Finance | 304 | Restaurant/Catering | 669
Hair and Beauty 100 Banking/Insurance 110 Sales - 35k+ 270
Hotels 1021 | Call-Centre/Cust. Serv.| 340 Secre./Admin/PA 257
IT 153 Childcare 54 Senior Appointments 23
Manager/Supervisor | 267 Drivers 71 | Trades/Operative/Man. | 144
Marketing 99 Renewable Energy 9 Charity Work 31
Motors 120 Fitness and Leisure 55 Work Exp./Internship 6
Online/Digital M. | 47 Graduate 63

We removed all symbols such as @, ”, ’, * ¢, | etc. because the job description
is written by the companies and they usually use symbols.

e We convert all the letters in lowercase, because it is the same say ”computer
science” that ”Computer science”, only change the first letter and we had
two different bigrams (in this case).

We used NLTK? to tokenize the whole corpus with POS® functions, because
NLTK works by context that is to say use the words before and after of each
word, one example is ”Support” could be a noun or verb.

We discard possibles combinations with ”.”, ”,” and ”;”, for example we had a
lot of incomplete ideas such as ”customers, and providing” and "innovation
happens. And”. For this the program we developed uses a classification
pattern when put a conditional.

For the second experiment we used a stop words list, to not discard combina-
tions. In Table 8. we can see how was building the N-grams used in this research
work.

5.2 Experiment 1

Experiment 1 presents the set intersection between the measures use to rank
terms but without POS filter and order by Likelihood-ratio. We can see the
different results in the Table 9 and 10.

® Natural Language Toolkit https://www.nltk.org/
5 Part of speech
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Table 8. How the N-grams were created.

N-gram Freq. N-gram Freq. N-gram Freq.
hardware software 12 skills experience 16 software development 21
centre dublin 12 |excellent communication| 17 dublin city centre 21
dublin south job description| 12 | related job description | 18 dublin city 24
city centre dublin 12 |locations job description| 19 [city centre job description| 24
part of team 13 related job 19 project management 24
team player 13 locations job 19 years experience 25
tech support 13 south job description 20 successful candidate 25
customer satisfaction 13 skills ability 20 related city 26
strong knowledge 13 south job 20 related city centre 26
work environment 14 |locations city centre job| 21 centre job 27

In Table 9, we can observe that the measures Chi-square and PMI are
not congruent in a descending or ascending form. This is due to the fact that
many terms were discarded by the intersection. The Likelihood-radio results are
ordered in a descending form but between each value there are a big difference,
this is also due to the fact that N-grams were discarded.

To explain better why N-grams are discarded when the intersection of the
three measurements is done. It is necessary to know that an intersection is a
subset of other sets, in this case of three sets (measures). We call full intersection
to this subset (see Fig. 1).

Table 9. Sample trigrams filtered by the intersection process.

Trigram Freq.|Likelihood-ratio| Chi-square | PMI
related locations dublin | 61 2371.108 1662990.691(14.732
centre job description 24 2202.153 994671.932 (15.312

south job description 20 2198.519 1503450.729|16.178
cork job description 14 2067.289 539817.166 |15.172

limerick job description | 9 2021.597 559561.4171|15.856
dublin city centre 53 2019.562 8154393.488|17.231
waterford job description| 6 1987.107 501852.430 {16.271
laois job description 4 1967.965 502968.807 |16.856
job description summary| 3 1943.123 295844.586 |16.441

5.3 Experiment 2

Experiment 2 is defined by the intersection of sets generated by the three collo-
cation measures defined and a POS filter. We also used tokenization with POS
tags. The POS filter consists in verify if the first word is tagged by a JJ or NN
followed by any other tag or couple of tags and ending with a tag NNS or NN.
For instance, in Table 10 we can see N-grams filtered by discarding mainly verbs.
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In Table 11, we can observe the N-grams that did not followed the POS
pattern defined. We can see a pattern at the beginning of the N-grams that
start with the following tags: IN, VB, VBG or RB. Taking into account this
pattern, the filter was created discarding all the N-grams that had that pattern.
We called this discarding as POS filter.

It is important to note that we only defined the POS pattern at beginning
and at the end of the N-grams that means that in the middle of the N-grams
could be any other N-grams with any POS tag.

Table 10. Trigram with set intersection and filter with POS.

Trigram Freq.|Likelihood-ratio| Chi-square | PMI

related/JJ locations/NNS dublin/NN | 61 2371.108 1662990.691|14.732
centre/NN job/NN description/NN | 24 2202.153 994671.932 |15.312
south/NN job/NN description/NN | 20 2198.519 1503450.729(16.178
cork/NN job/NN description/NN 14 2067.289 539817.166 |15.172

limerick /NN job/NN description/NN | 9 2021.597 559561.417 |15.856
dublin/NN city/NN centre/NN 53 2019.562 8154393.488|17.231
waterford/NN job/NN description/NN| 6 1987.107 501852.430 (16.271
laois/NN job/NN description/NN 4 1967.965 502968.807 |16.856
job/NN description/NN summary/NN| 3 1943.123 295844.586 (16.441
wicklow /NN job/NN description/NN | 3 1939.786 242438.628 |16.119

Table 11. Trigram with set intersection and tokenized but without filter POS.

Trigram Freq.|Likelihood-ratio| Chi-square | PMI

ensure/ VB customer /NN satisfaction/NN | 2 223.515 41012.619 |14.247
across/IN multiple/NN projects/NNS 208.225 69104.106 |15.030
establish/VB best/JJS practice/NN 177.990 3266621.424 |20.638
across/IN multiple/NN time/NN 176.725 92012.22154 |15.458
rewarding/VBG work/NN environment/NN 170.576 191825.611 |15.962
privately/RB owned/VBN media/NNS 156.291 67784782.307|24.429

W W N NN

6 Conclusion

We start out by choosing three measures: PMI, Chi-square and Likelihood-ratio
to rank N-grams (bigrams, trigrams and quadrigrams) and obtain key termino-
logy from different plain documents. We have shown that intersecting the highly
ranked N-grams (with collocation measures) can help in filtering out irrelevant
terms and identify useful key terminology. In this research work, we also have
used specific POS tags to rule out the unnecessary N-grams. The POS pattern
used to detect important key terminology consist of having the first word tagged
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as JJ or NN followed by any word or couple of word with any POS tag(s) and
ending with a word tagged as NNS or NN. This pattern contributed to obtain
good results. This idea can be applied in other corpus to obtain key terminology
by defining a POS pattern to filter relevant N-grams.

In these experiments, we show that using the POS patterns can help in better
detection of key terminology. We also used the intersection of highly ranked
N-grams by collocation measures and we got better key terminology when we
applied both. Future work includes corpus evaluation with precision and recall to
obtain the relevant subsets. We are also planning to use a thesaurus to enrich the
key terminology obtained in this work then to use machine learning algorithms
fed by the enriched key terminology.
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Resumen. Todos los motores que juegan Scrabble necesitan un algorit-
mo para generar todas las jugadas legales; después, de alguna manera,
se necesita seleccionar una jugada. Para escoger la mejor jugada es con-
veniente simular un cierto nimero de jugadas. Debido a las limitaciones
de tiempo en un juego de torneo de Scrabble (30 minutos para todo un
juego por jugador), no es practico simular todas las jugadas legales; en
nuestros experimentos el promedio de jugadas legales por turno fue de
971. Llamemos candidatos a las jugadas que seran simuladas en el futuro;
si tenemos mas candidatos tendremos una mayor probabilidad de escoger
la mejor jugada. Este articulo presenta un rapido y novedoso algoritmo
para generar todas las jugadas legales, el cual es usado por nuestro motor
de Scrabble llamado Heuri [2,6]. El método esta basado fuertemente en
anagramas; este método tiene la belleza de imitar la manera en que los
humanos buscan una jugada valida. Definiremos un anagrama de una
cadena de caracteres como una palabra contenida en el lexicén que es
obtenida por una permutacién de los caracteres que forman la cadena. Ya
que los anagramas son el alma del algoritmo lo llamaremos El Método de
Anagramas. Ademds de presentar el método de anagramas, este articulo
da una breve descripcién de cémo Heuri juega y sobre los algoritmos
usuales utilizados para generar jugadas legales. Estos algoritmos son
utilizados por otros motores de Scrabble como Quackle [4]. Finalmente
se dan tiempos de desempefnio y comparaciones entre los algoritmos que
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generan jugadas de Quackle y Heuri.

Palabras clave: anagramas, el método de anagramas, lexicon, lexicén
de computadora, generacién de jugadas vélidas, Scrabble, motores de
Scrabble.

The Anagram Method: A Fast and Novel
Scrabble Move Generator Algorithm

Abstract. All Scrabble engines need an algorithm to generate all legal
moves, then somehow they have to select one move to be played. In order
to select the best move it is convenient to simulate a certain number of
candidate moves. Due to time limitations in a game of Scrabble it is
unpractical to simulate all legal moves; in our experiments the average
number of legal moves per turn was 971 moves. Let us call candidates
the moves that will be simulated; the more candidates we have the more
likely to choose the best move. This paper presents a fast and novel
algorithm to generate all legal moves; the algorithm is used by our
Scrabble engine named Heuri [2,6]. The method is strongly based on
anagrams; the beauty of this method is that it mimics the way humans
search for a valid move. An anagram of a string here is a word contained
in the lexicon that is obtained by a permutation of the tiles of the
string. Since the anagrams are the soul of the algorithm we will call this
method the Anagram Method. Besides presenting the Anagram Method,
the paper gives a brief description of how Heuri plays and gives some
information about the usual algorithms to generate legal moves employed
by other Scrabble engines like Quackle [4]. Finally time performances and
comparisons between the algorithms to generate moves used by Quackle
and Heuri are given.

Keywords: anagrams, the anagram method, lexicon, computer lexicon,
generation of valid moves, Scrabble, Scrabble engines.

1. Introduccion

Estudiamos el Scrabble, un juego de palabras en el cual los jugadores hacen
puntos colocando fichas con letras sobre un tablero dividido en 15 x 15 cuadros.
Las fichas deben formar palabras como en un crucigrama; para mas informacién
acerca del juego véase [8, 9].

Sobre la generacién de jugadas vdlidas, Appel y Jacobson [1] introdujeron
un algoritmo, el cual fue el més rapido y eficiente en su tiempo. Estd basado en
la estructura de datos DAWG (Directed Acyclic Word Graph, es decir, Grafica
Aciclica Dirigida de Palabras) construida a partir de las entradas de un lexicén.
Después, Steve Gordon [3] introdujo una variante de esta estructura de datos
GADDAG, la cual requiere 5 veces mas espacio que el DAWG, pero duplica la
velocidad de generacién de jugadas.
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En los ochentas, cuando las computadoras no tenian mucha memoria, el uso
de DAWG para guardar el lexicén fue ingenioso y ahorré memoria. Sin embargo
la memoria de las computadoras de hoy en dia nos permite guardar los lexicones
en listas que usan mucho méds memoria que los DAWG y los GADDAG, pero
este tipo de almacenaje, hecho de forma apropiada, aumentard la velocidad de
generacién de jugadas.

Hemos desarrollado Heuri [2, 6], un motor para jugar Scrabble que usa el
método de anagramas para generar todas las jugadas legales. Heuri derrot6 a un
campeén mundial 6-0. Expliquemos como Heuri juega Scrabble:

Dados un tablero y un atril Heuri produce, para cada subatril del atril, todas
las jugadas legales usando el método de anagramas (ver 3.2); ademds de generar
las jugadas legales, Heuri también evalia la puntuacién de cada jugada (para
una evaluacion rapida cada cuadro guarda informacién como el puntaje hacia el
norte, sur, oeste y este y qué tipo de premio tiene el cuadro).

Una parte importante de un programa que juegue Scrabble es la decisién de
qué fichas dejar en el atril. En una jugada se juegan o cambian ¢ fichas y las
restantes n — t fichas conforman el residuo ( leave or residue ) (n = 7 salvo
quizd en el final).

Se da a todo residuo un valor como se describe en [6] o [2]. Es importante
recordar que Heuri utiliza la posicién actual del tablero para evaluar todo resi-
duo. Heuri también calcula el puntaje de la jugada sobre el tablero. El valor del
residuo y el puntaje de la jugada sirven para evaluar la jugada (véase [2, 6]).

Una vez que todas las jugadas son evaluadas y ordenadas, Heuri podria
escoger, digamos, los primeros 40 candidatos. Entonces podriamos recalcular el
valor de estos candidatos simulando cada uno de ellos; para tal efecto se encon-
trarfan todas las posibles respuestas del oponente, usando 100 atriles aleatorios
del adversario. Un algoritmo réapido para generar jugadas, como el método de
anagramas, resulta esencial para esta fase. Esto mejoraria la defensa de Heuri
tratando de evitar jugadas de alta puntuacién del oponente.

Quackle también evalia los residuos de cada posible subatril, pero a diferencia
de Heuri, Quackle no utiliza el tablero real para estas evaluaciones; en vez de ello,
Quackle precalcula cada posible residuo jugando cientos de miles de partidas.
Por ello, cuando se juega en un nuevo lenguaje, para emplear toda su fuerza,
Quackle necesita mucho tiempo para precalcular los nuevos residuos y Heuri
solo necesita alrededor de 3 minutos para tener todo el lexicon de computadora
listo y asf poder jugar con toda su fuerza. Ademads, debido a que Heuri utiliza el
tablero real para evaluar un residuo y Quackle no, los valores de los residuos de
Heuri son mas robustos que los de Quackle.

2. Algunas reglas de Scrabble y definiciones

2.1. El tablero de Scrabble

Un tablero estdandar de Scrabble consiste en un conjunto de celdas que forman
una cuadricula. El tablero es de 15 x 15 celdas o cuadros. Las fichas usadas en
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el juego encajan en cada celda del tablero. El tablero de Scrabble denota sus
columnas con etiquetas de la A hasta la O y sus renglones con etiquetas del 1
al 15. Este etiquetado nos permite referirnos a cuadros y palabras en el tablero.
Hay cuadros con premio, usualmente denotados con diferentes colores de acuerdo
a su tipo. Ellos se muestran en la Fig. 1.

M4s formalmente, el tablero vacio es 8 = {1,2,...,15} x {1,2,...,15},
que también denotaremos por {1,2,...,15} x {AB,...,0} (véase Fig. 1). Los
elementos de (3 se llaman celdas o cuadros. A veces denotamos un cuadro por un
numero precedido de una letra o una letra precedida de un niimero. Por ejemplo,
(8, 8)=8H=HS.

Un tablero jugado es un subconjunto 7" de £ junto con una funcién que asigna
a cada elemento de T una letra del alfabeto usado {A, B,. .., Z}; al subconjunto
T solo también se le llamaré tablero jugado. Cuando se juega Scrabble un lezicon
es utilizado, el cual es la coleccién de palabras validas.

Para cada cardcter A la bolsa inicial (que consiste de 100 fichas) contiene
exactamente b(A) N’s (ver [7] para mds informacién acerca de las distribuciones
de letras en Scrabble).

3 W 8 an F 3
4 I aw IL w an s
5 aw Iw 5
N BEN BEN BE
¥ I 2L L L 7
l.. L Fa 2n .H
# L 2L ELS S @
‘@ ® ® ®m-
it W W i1
13 L 2L aw n a2
11 Tw L ELS o 11

Fig. 1. Tablero de Scrabble.

En cada momento el jugador en turno tiene una colecciéon no vacia de fichas
(usualmente 7) que representan caracteres de {AB,..., Z,#} ( # denota un
comodin y debe ser sustituido por una letra al jugarse en el tablero ); estos
caracteres forman un multiconjunto (un conjunto con posibles repeticiones; véase
Knuth p. 694 [5]) al cual llamaremos un atril (rack).
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2.2. Notacion de palabras y opciones en un turno

Definamos una cadena situada como una palabra horizontal o vertical de
longitud mayor que uno junto con las coordenadas de su caracter inicial. Una
cadena situada no es necesariamente una palabra valida. Por ejemplo 8D FOR-
MAL es una palabra horizontal que empieza en el cuadro 8D; H4 FORMAL es
una palabra vertical que empieza en el cuadro H4. Ambas son cadenas situadas;
también lo es H4 FRMLOA aunque FRMLOA no es una palabra legal.

Al principio cada jugador saca 7 fichas de la bolsa. Al terminar de hacer una
jugada en el tablero (o cambiar), el jugador saca fichas de la bolsa de tal manera
que el atril tenga 7 fichas (o menos si la bolsa no tiene suficientes fichas).

Hay tres opciones en cualquier turno. El jugador puede colocar una palabra,
cambiar fichas por nuevas fichas o pasar.

Un bingo (o scrabble) es una jugada en la cual un jugador pone todas sus
7 fichas en el tablero haciendo una jugada vélida; un bingo es premiado con un
bonus adicional de 50 puntos. Ver [8, 9] para m4s informacién sobre el juego de
Scrabble.

2.3. Algunos conceptos utiles

Definamos algunos conceptos que resultardn utiles para la explicacién y
entendimiento de cémo funciona el generador de jugadas de Heuri.

Sea S un subconjunto de 5. Un cuadro o de 8 es adyacente a S si no pertenece
a Sy un lado de o es un lado de un cuadro o’ de S, es decir, |i —i'|+|j —j'| = 1,
donde o = (4,7) y o/ = (i, 7).

Sea T un tablero jugado. Si T # (), el halo (de T) es el conjunto de cuadros
adyacentes a T; si no el halo es {8H}. Ver Fig. 2 para observar geometricamente
el halo de cierto tablero jugado. El halo consiste en el conjunto de cuadros vacios
en la region encerrada por el poligono.

Sean L un renglén o columna de 3, T un tablero jugado y r la cardinalidad
del atril en juego. Un intervalo en L es un subconjunto I de L, que interseca
el halo, formado al menos por dos cuadros consecutivos de L, tal que ningin
cuadro de TN L es adyacente a I y el nimero de cuadros vacios de I, |I — T/, es
menor igual que 7.

Intuitivamente un intervalo es una regién en el tablero donde una palabra
podria encajar o entrar. Una jugada valida hecha sobre el tablero debe ocupar
un intervalo, pero existen intervalos donde no es posible hacer una jugada.

Damos algunos ejemplos, denotando un conjunto de cuadros consecutivos
{o1,...,01} por [o1,0%]. Supongamos que el tablero jugado T es el mostrado
en la Fig. 2 y la cardinalidad r del atril en juego es 7. Tenemos que [10A,10K],
[10D,10L], [101,100], [D4,D5], [N8,N10] son intervals pero los siguientes no lo son:
[11L,11N], [5E,5K] (no intersecan el halo); [D5,D9], [B10,B15] (son adyacentes a
D10 y B9 respectivamente); [D6,D15] (contiene més de r cuadros vacios).
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Fig. 2. Halo del Tablero Jugado.

2.4. Calculo de palabras validas

De las reglas de Scrabble, si el tablero no estéd vacio, para poder colocar una
palabra, esta tiene que estar conectada al menos con una letra del tablero. Pero
esto no es suficiente; para que una jugada sea vélida, todas las palabras que se
formen tienen que ser palabras vélidas contenidas en el lexicon (desde el punto
de vista de Heuri, contenidas en el lexicén de la computadora). Recuérdese que
la direccion de juego en Scrabble es de norte a sur y de oeste a este.

Sean m y n cadenas; entonces mn indicara la concatenacién de m y n. Para
cada cuadro vacio del tablero se colecciona informacién acerca de las fichas
jugadas arriba, abajo, a la izquierda y derecha del cuadro.

Sean T un tablero jugado y o € S un cuadro vacio (o = (i,5) ¢ T). Si
(i—1,4) € T, definase n, (el norte de o) como la cadena situada méxima que
ocupa cuadros consecutivos (k,j) de T con k < i, e (i—1, j) € ny; de lo contrario
n, es la cadena vacia. En una forma similar se definen s, w,, y e, €l sur, oeste
y este de o.

Ahora, si n, 0 S, es no vacia, definase H, como el conjunto de letras A
tales que la concatenacién n,As, es una palabra del lexicén; si no H, es todo
el alfabeto; en este articulo los alfabetos utilizados consisten en el conjunto de
letras {A,B,...,Z}. De forma similar, se define V, si w, 0 e, es no vacio; si
wy = e, = 0, V, es todo el alfabeto.
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Notese que si o es un cuadro vacio que no esta en el halo de T entonces H,,
y V. es todo el alfabeto.

Si o0 € T entonces se define H, y V, como el conjunto de una sola letra, a
saber, aquella representada por la ficha en o.

Una palabra en el lexicén que ocupa las celdas consecutivas oy, ...,0, de un
renglén (resp. una columna) es una jugada vélida si y solo si la letra representada
por la ficha en o; (i € [1,r]) pertenece a H,, (resp. V,,) y alguna o; pertenece al
halo.

Si T es el tablero vacio el halo es la celda o cuadro 8H. Por tanto, cualquier
palabra valida horizontal o vertical que contenga a la celda o cuadro central es
una jugada vélida.

Llamaremos a H, (resp. V) el conjunto de letras admisibles horizontalmente
(resp. verticalmente) en o , o brevemente, el conjunto horizontal (resp. vertical)
de o.

Para producir jugadas horizontales (resp. verticales) se usa H, (resp. V).
Menos intuitivas son las jugadas de una direccién de una ficha, ya que H, (resp.
V) corresponde a la construccién vertical (resp. horizontal) de una palabra. Las
jugadas de dos direcciones de una ficha forman dos palabras (una horizontal y
otra vertical).

Los siguientes ejemplos muestran como se usan los intervalos y los conjuntos
horizontales y verticales de o (H, y V,), para colocar palabras véalidas en el
tablero.

Supongamos que un jugador tiene el atril { D EEIM N T } y el tablero
mostrado en la Fig. 3 de una partida jugada en espanol. Las letras en cuadros
ocupados se escribiran dentro de paréntesis. Si ¢ es un cuadro desocupado del
renglén 10 entonces H, es el conjunto de todas las letras {A,B,...,Z} con las
siguientes excepciones:

Si 0 = 10B (el segundo cuadro del renglén 10) entonces H,={M,N,SY} ya
que B8 (DO)A es una palabra vélida si y solo si A pertenece a {M,N,S,Y}, v si
o = 10G (el séptimo cuadro) entonces H, = { A, B, E, I, L, N, O, S } ya que
G8 (RO)A, (RO)B, (RO)E, (RO)I, (RO)L, (RO)N, (RO)O, (RO)S son palabras
vélidas y (RO)A noloes si A ¢ { A,B,ELLN,O,S }.

Algunas palabras que se pueden jugar en el renglén 10 son: 10C I(RE) (una
jugada de una letra que contiene RE), 10D (RE)MEND(AS)TEIL(S) (un bingo
que contiene RE, AS y S), 10A ENT(RE)MEDI(AS) (un bingo que contiene RE
y AS), 10I M(AS)EEI(S) (que contiene AS y S), 10B MI(RE)N (contiene RE),
10H ME(AS)EN (contiene AS), 10M DE(S) (que contiene S).

También 10A EN (en el intervalo que precede a RE) y 10G ET (en el intervalo
entre RE y AS) son jugadas vélidas.

En la columna E, si 0 es un cuadro sin ocupar entonces V, es el conjunto
de todas las letras {A,B,...,Z}, sin excepciones, ya que, cuando se juegan fichas
solo en la columna E, no se forman palabras horizontales.

Si o es un cuadro sin ocupar de la columna K, entonces V es el conjunto de
todas las letras {A,B,...,Z} con las siguientes excepciones:
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8 c o E F G H 1 ] K L M N 1]

3 i a . 3
4 q Yy € n 4
5 p a t u d o = 5
'®H ®H - H |
7 m 7
;.d e 5 a ¢ r e d i t a d o r &
1 a | ] r & g
1] . r t. a 5 .S 1m0
11 11
12 12
13 13

Fig. 3. Una posicién de Scrabble.

Si 0 = K3 entonces V, = { D,LLM,S,T } ya que 3I (JA)A(ES) es una palabra
vélida si y solo si A € {D,L,M,S,T}; y si 0 = K9 entonces V, = { E,O } ya que
(9J (R)E, 9J (R)O) son las tinicas palabras vélidas de la forma (R)A.

Algunas palabras verticales que se pueden jugar son: F4 M(A)TI(C)E sobre
el intervalo [F4,F9] (9E (L)E(O) es una palabra vélida), K3 D(ES)TE(T)E(S)
en [K3,K10] (3J (JA)D(ES) y 9J (R)E son vélidas ).

Un par de palabras horizontales que usan intervalos que tienen intersecciéon
vacia con el tablero jugado son: 2J MIDEN en [2J, 2N] (una jugada vélida ya
que 2J MIDEN, J2 M(AYO), L2 D(EN), M2 E(S) son vélidas) y 7J MEDI en
[73,7M] (vélida ya que 7J MEDI, J7 M(IRA), K7 E(T), L7 D(A), M7 I(D) son
todas vélidas). Véase la Fig. 3.

3. El generador de jugadas de Heuri: Estrategia
anagramatica

3.1. El lexicén de la computadora

Una vez que se tiene un lexicén en un idioma dado, las palabras del lexicon se
arreglan en distintos archivos: Directos, Inversos, Indices y Anagramas. Algunos
de estos archivos seran usados por el generador de jugadas de Heuri para producir
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jugadas que pueden hacerse, y otros se usardn para calcular los valores de las
jugadas.

Archivos directos e inversos. Los archivos Directos,, e Inversos,, consisten
en listas que tienen todas las palabras vélidas de longitud n (2 < n < 15), en
orden directo o inverso. Notese que, en Scrabble, no hay palabras de longitud
uno. Se usan Directos, e Inversos, para calcular méas eficientemente H, y V,
(al buscar palabras, Directos,, es un poco méas rapido que Inversos, si el prefijo
de la palabra buscada es mds largo que el inverso del sufijo) y también se usan
para evaluar las palabras perpendiculares.

Para calcular H,, (resp. V) cuando la longitud de s, es mayor que la de n,
(resp. la longitud de e, es mayor que la w,), se usa Inversos, donde n—1 es la
suma de las longitudes de n, y s, (resp. e, y w,). Sino es asi, se usa Directos,,.

Archivos de indices y anagramas. Los archivos de indices contienen colec-
ciones de cadenas que, después de substituir #’s por letras adecuadas, forman,
aplicando una permutacién, al menos una palabra valida. Estas cadenas también
contienen un apuntador al final, que indica el principio de todos los anagramas
que corresponden a cada cadena.

Los archivos de anagramas contienen todos los anagramas de una cadena da-
da. Un anagrama de una cadena w es una palabra vélida obtenida reemplazando
#’s en w (si existen) por letras y volviendo a arreglar la cadena resultante. Todo
miembro (cadena) de Indices,, estd convenientemente ligado a un conjunto de
anagramas de Anagramas, (n es la longitud de la cadena o palabra).

Los archivos de indices y anagramas son el alma del generador de jugadas.
Véase la siguiente seccién para mayor informacién.

Al principio de todo juego los archivos Directos,, Inversos,, Indices,, y
Anagramas, (2 < n < 15) se leen una vez de disco y se guardan en RAM, usando
arreglos y tablas hash donde los Indices,, son las claves y los Anagramas, son
los valores.

Construccion de archivos de indices y anagramas. Los archivos de indices
se obtienen usando todas las palabras validas que estan contenidas en los archivos
directos, reemplazando 0,1 o 2 letras por comodines ( # ) en cada miembro de
los archivos directos y finalmente ordenando lexicograficamente cada miembro y
la coleccion de todos los miembros.

Describamos, de manera més precisa, la construccién de los archivos.

1. Si A es una letra que aparece exactamente n(A) veces en una cadena u
y b(A) es el nimero de N’s en la bolsa inicial, definimos e(u), el exceso de u,
por e(u) = X max {0,n(\) — b(A\)} donde A recorre el conjunto de letras que
aparecen en u. Por ejemplo, e(safaris)=0 , e(maximum)=1 y e(niquifiaque)=2.

Para una palabra w € Direct,, sea {wf,... ,w;n(w)} el conjunto de cadenas
distintas obtenidas como sigue: sustitiyanse 0, 1 o 2 letras en w por #’s, y
ordénese lexicograficamenteca cada cadena resultante (el # viene después de las
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letras); se requiere que el nimero de #’s en cada w} sea menor o igual que el
nimero no negativo 2 — e(w;). Se puede calcular m(w) facilmente.

Consideraremos concatenaciones wjw.

2. El conjunto {wiw : w € Directos,, 1 < i < m(w)} se ordena lexicografi-
camente. Lldmese L,, a la lista resultante y denétese el renglén r de L,, por .7,
donde ¢, y 7, consisten de n caracteres. La Tabla 1 muestra un ejemplo.

3. De L, construyanse dos archivos, Indices, y Anagramas,, como sigue.
El renglén inicial ( » = 0 ) de Indices, es 190, la concatenacién de ¢y con el
entero 0. Si el renglén k de Indices, se ha definido como ¢,r, la concatenacién
de la cadena ¢, con el entero r, definimos el renglén (k + 1) de Indices,, como
tss donde s es el minimo entero mayor que r tal que ¢s # ts—1. Si tal s no existe,
no hay renglén (k + 1) en Indices,. Para toda r el renglén r de Anagramas,,
€es T.

Tabla 1. Ejemplo que usa Directoss = ARE, ERA, ERE .

Renglén (r)|w; (casi Indicess)|w (Anagramass)
0 AER ARE
1 AER ERA
2 AE# ARE
3 AE# ERA
4 AR# ARE
5 AR# ERA
6 Ap4 ARE
7 A## ERA
8 EER ERE
9 EE# ERE
10 ER# ARE
11 ER# ERA
12 ER# ERE
13 E## ARE
14 E## ERA
15 E## ERE
16 R## ARE
17 R## ERA
18 R## ERE

En la Tabla 1 se puede ver un ejemplo, para un lexicén de 3 palabras, de la
construccién de Indicess y Anagramass , justo después de la fase 2. Las cadenas
pequenas de la Tabla 1 son repetitivas y desaparecen en la fase 3.
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3.2. El generador de jugadas (el método de anagramas)

Describimos aqui el método de Heuri para generar todas las jugadas
posibles.

La eficiencia del novedoso generador de jugadas se debe principalmente al
uso adecuado de anagramas. Este generador es muy diferente de los utilizados
por los motores més conocidos en la literatura sobre Scrabble; la mayoria usa
DAWG o GADDAG para describir palabras y entonces seguir una trayectoria
en la grafica para verificar la existencia de palabras validas.

En vez de ello, el generador de Heuri se aprovecha de la fuerza de los Anagra-
mas. Las dos ideas claves son:

1) El almacenamiento de palabras en dos grupos de archivos (Indices, y
Anagramas,,), donde n es el nimero de caracteres (incluyendo #) de las cadenas
de Indices,, y es también el nimero de letras de las palabras Anagramas,
(2<n<15).

2) El enlace conveniente entre Indices,, y Anagramas,, (Indices,, es el grupo
de cadenas de longitud n que tienen al menos un anagrama; Anagramas, es el
grupo de diferentes anagramas de longitud n). Este enlace ayuda a viajar por el
lexicéon de la computadora para generar jugadas legales.

Definase segmento como un conjunto de, al menos dos, cuadros consecutivos
contenidos en un renglén o columna.

Los atriles y subatriles son multiconjuntos de los caracteres de {A B, ... ,Z,#},
los cuales, a su vez, pueden identificarse con cadenas escritas lexicograficamente.
El simbolo W denota multisuma (unién con multiplicidades; ver Knuth p.694 [5]).

Para explicar el método de anagramas, ademéas de la descripcion esencial
que damos a continuacién, se muestra en el Algoritmo 1, un pseudocédigo. Este
cédigo genera todas las jugadas horizontales; un cédigo analogo se usa para las
jugadas verticales.

Supongamos dados un tablero jugado Ty un atril. Queremos coleccionar
todas las jugadas validas.

Primeramente, usando 7', se calculan el halo y los conjuntos H, y V, para
cualquier cuadro o del tablero. Ver Algoritmo 1

Después buscamos intervalos en un renglén dado usando T, el halo, los
conjuntos H, y V, y el tamano del atril dado. Cuando se encuentra un intervalo
I se procede de la siguiente manera:

Sea string el multiconjunto formado por las letras de I N T. Sea I_Rack
la multisuma de string con las letras del atril. Sean I_Subracks los multisub-
conjuntos de I_Rack. Para cada I_Subrack de I_Subracks obténganse todos los
anagramas y tratense de colocar en el intervalo I (véase el Algoritmo 1).
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El I_Subrack se ordena lexicograficamente para encontrar todos sus anagra-
mas, usando tablas hash donde los Indices,, son las claves y Anagramas, son
los valores. Entonces se trata de colocar cada anagrama en el intervalo usando las
coordenadas iniciales de I y los conjuntos H, y V,. Finalmente, si el anagrama
puede colocarse, una jugada valida se ha encontrado, la cual se guarda (ver la
dltima parte del Algoritmo 1).

Algoritmo 1 El Método de Anagramas

1: halo=CalcularHalo(T'=TableroJugado)
2: (H,V)=CalcularConjuntosH-y-V(T'=TableroJugado,Atril, Directos,,Inversos,)
3: // Generacién de jugadas horizontales
4: for renglén = 1 to 15 do
5:  for For icolumna=1 to 14 do
6: for For tcolumna= icolumna-+1 to 15 do
7 segmento= [ (rengldn, icolumna), (renglén, tcolumna) |
8: if (segmento N halo) # () then
9: if (renglén,icolumna-1) ¢ T and (renglén,tcolumna+1) ¢ T then
10: if |segmento-T'| < TamanoAtril then
11: // Se encontré un Intervalo
12: string = multiconjunto de letras en el segmento
13: I_Rack = Rack W string
14: n=tcolumna-icolumna-+1
15: I_Subracks = General _RackSubsets_deLongitud n_Dada(I_Rack,n)
16: for all I_Subrack in I_Subracks do
17: I_Subrack = Ordenal.ex(I_Subrack)
18: Anagramas= EncuentraAnagramas(/_Subrack,Indices,,Anagramasny)
19: // Hay jugadas vélidas si Anagramas encajan en Intervalos
20: for all Anagramas do
21: if PonAnagramas(Anagrama, renglén, icolumna, H,V') then
22: JugadaValida=(renglén,icolumna,Anagrama)
23: end if
24: end for
25: end for
26: end if
27: end if
28: end if
29: end for
30:  end for
31: end for

4. Conclusiones

Para mostrar la velocidad del generador de jugadas de Heuri usando el
método de anagramas lo comparamos con el de Quackle 2015 jugando 1000
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partidas Quackle vs. Heuri, en inglés, usando el lexicén twl06 y usando Quackle
GADDAG para almacenar el lexicén; se obtuvieron los siguientes resultados:

El promedio de turnos fue 24.25 . El ntimero méximo de turnos fue 37 .
El promedio de jugadas legales analizadas por juego fue 23541.95 . El factor
de ramificacién ( promedio de jugadas legales por turno ) fue 970.88 . Tiempo
promedio de Quackle por juego: 331.26 ms. Tiempo promedio de Heuri por
juego: 126.69 ms. Razdén de tiempos Quackle/Heuri (Q/H) por juego: 2.61 .
Razén de tiempos Q/H en las primeras 12 jugadas: 5.14 .

Las comparaciones de tiempos por jugada entre Quackle y Heuri, después de
1000 partidas, se muestran en la Tabla 2.

Tabla 2. Comparaciones de tiempos por jugada entre Quackle y Heuri.

N. de Jugada|T. de Quackle|T. de Heuri|Razén de Tiempos Q/H
1 5.93 ms. 0.3 ms. 19.58
2 9.59 ms. 0.95 ms. 10.07
3 13.14 ms. 1.46 ms. 8.99
4 13.71 ms. 1.87 ms. 7.33
5 14.49 ms. 2.28 ms. 6.37
6 13.03 ms. 2.64 ms. 4.93
7 14.93 ms. 3.13 ms. 4.77
8 17.08 ms. 3.65 ms. 4.68
9 15.7 ms. 4.02 ms. 3.91
10 17.15 ms. 4.59 ms. 3.74
11 14.45 ms. 4.91 ms. 2.94
12 19.43 ms. 5.61 ms. 3.46
13 13.97 ms. 5.81 ms. 2.4
14 16.55 ms. 6.42 ms. 2.58
15 15.63 ms. 6.82 ms. 2.29
16 16.67 ms. 7.47 ms. 2.23
17 15.18 ms. 7.66 ms. 1.98
18 15.16 ms. 8.42 ms. 1.8
19 13.14 ms. 8.47 ms. 1.55
20 13.83 ms. 9.14 ms. 1.51
21 9.02 ms. 7.83 ms. 1.15
22 8.33 ms. 7.3 ms. 1.14
23 4.06 ms. 4.53 ms. 0.9
24 3.23 ms. 3.33 ms. 0.97

En promedio al comparar el método de anagramas de Heuri con el método
GADDAG usado por Quackle, el método de anagramas resulta ser 2.61 veces
mas rapido que el método GADDAG cuando se juega una partida completa.

La razén de tiempos Q/H disminuye cuando el ntimero de jugadas aumenta
(ver Tabla 2); siendo las 12 primeras jugadas en las que el método de anagramas
de Heuri utiliza menos tiempo en comparacién con el método GADDAG utilizado
por Quackle. Las primeras 12 jugadas son més significativas que las siguientes;
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esto se debe a una caracteristica que se da en los juegos de Scrabble: a menudo un
jugador obtiene ventaja en las primeras jugadas y es dificil para el contrincante
recuperarse de esta desventaja. Después de jugar 1000 partidas, el 75 % de las
veces la partida fue ganada por quien iba ganando en la jugada 12.

En las primeras 12 jugadas la razén de tiempos Q/H es 5.14. Por tanto, el
método de anagramas permite més tiempo que el GADDAG para analizar las
12 primeras jugadas lo cual, por lo explicado anteriormente, podria resultar en
un mejor desempeno.

Para ilustrar las comparaciones de tiempo entre los generadores de jugadas
cuando aparecen comodines ( # ), se hicieron tres experimentos usando el lexicén
en inglés con una sola palabra en el tablero ( 8F ANEROID ). Los experimentos
consistian en producir todas las jugadas posibles para 3 atriles diferentes dados.
En el primer experimento el atril tenfa 2 comodines ( # ); en este experimento
Heuri result6 ser 31 veces més rapido que Quackle (que usaba GADDAG ). En
los otros dos experimentos el atril tenia un comodin en uno y cero en el otro;
véase la Tabla 3. Estos experimentos ilustran como el método de anagramas es
mucho mas réapido que el método GADDDAG cuando aparecen comodines.

Un callejon sin salida es una trayectoria en un DAWG que no es una palabra
valida, pero es el principio de una palabra valida. Por ejemplo, el camino ¢ —
a — r — a — m — b denota caramb que no es una palabra valida, pero
es el principio de una palabra valida.

Los métodos GADDAG y DAWG tienen muchos callejones sin salida, DAWG
mas que GADDAG. Estos cuestan tiempo en la generaciéon de jugadas. Una
ventaja del método de anagramas es que NO hay callejones sin salida, esta
cualidad lo ayuda a ser mads rapido que los otros dos métodos. Ademads, es mucho
mas rapido que el GADDAG cuando aparecen comodines porque, en tal caso, el
nuimero de callejones sin salida aumenta considerablemente. Véase la Tabla 3.

Tabla 3. Tiempos para generar todas las jugadas con un tablero no vacio.

Atril Tiempo de Quackle/Tiempo de Heuri|Razén de Tiempos Q/H
AENRS#H# 1431.1 ms. 45.7 ms. 31.3
AEINRS# 297.2 ms. 10.9 ms. 27.3
AEINRST 25.3 ms. 2.1 ms. 12

El uso de anagramas, tablas hash, intervalos junto con las restricciones im-
puestas por las H, y V,, hacen muy répido al generador de jugadas de Heuri
(el Método de Anagramas). La cantidad de memoria RAM que se necesita es
entre 300 MB y 400 MB (dependiendo del lexicén utilizado); es una cantidad
razonable para las computadoras actuales.

El método de anagramas se usard mucho mas al incorporar la simulacién en
Heuri, para propésitos de mejorar su defensa. Entonces se volveran a confrontar
los motores de Heuri y Quackle (esta vez ambos contardn con simulacién).
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Esperamos que la velocidad del método de anagramas sea muy tutil para ayudar
a Heuri a lograr un buen resultado contra Quackle.
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Resumen. Los hashtags, las menciones de usuario o las direcciones url
compartidas en Twitter son caracteristicas de esta red social que pueden ser Utiles
para observar los intereses de un usuario. El presente trabajo evalla la posibilidad
de usar este tipo de caracteristicas para identificar el perfil del usuario. No
obstante, dada la variabilidad y especificidad de dichas caracteristicas no es
posible usarlas directamente, por lo que es necesario determinar el concepto
asociado a través de recursos seméanticos. En el caso particular del trabajo
mostrado en este articulo se comprobd la utilidad del grafo de conocimiento de
Google. Dicho grafo se construye a partir de los documentos pablicos en Internet,
reuniendo y asociando todo tipo de informacion de manera dinamica. La
evaluacion del método propuesto se realizo usando el corpus en inglés del PAN
2014. Los resultados alcanzados evidencian que la informacién de estas
caracteristicas puede aprovecharse en el perfilado de autores.

Palabras clave: clasificacion no tematica, perfilado de autor, Google, Twitter,
grafo de conocimiento, hashtags, PAN 2014.

Author Profiling in Twitter using Semantic Resources

Abstract. Hashtags, user mentions or url addresses shared on Twitter are features
of this social network that can be useful to observe the interests of a particular
user. The present work evaluates the possibility of using this kind of
characteristics to identify the user's profile. However, given the variability and
specificity of these characteristics, it is not possible to use them directly, so it is
necessary to determine the associated concept or meaning through semantic
resources. In the particular case of the work presented in this article, the use of
the Google's knowledge graph was verified. This kind of graph is built using
public documents found on the internet, gathering and associating dynamically
all kind of information. The evaluation of the proposed method was carried out
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using the english corpus of the PAN 2014. The results obtained show that the
information of these characteristics can be used in the author profiling.

Keywords: Twitter, knowledge graph, hashtags, classification, Google, author
profiling, PAN 2014, concepts.

1. Introduccion

El uso de internet ha generado nuevas formas de comunicarse, en las cuales se hace
uso de diferentes aplicaciones para compartir informacién, entre estas aplicaciones se
pueden encontrar blogs, microblogs, foros, etc. En ellas el principal objetivo es
compartir informacion relacionada con diferentes tematicas o tépicos, ejemplos de
estos son noticias, opiniones, revisiones de productos o servicios, etc. En algunas
ocasiones la informacion se comparte de forma anénima, por lo que se desconocen
datos acerca de quien realiza la publicacion. Datos que podrian ser de interés por
distintas razones; por ejemplo, para mercadotecnia o seguridad.

Dentro de las diferentes &reas de investigacion de procesamiento del lenguaje natural
existen diferentes tareas enfocadas a descubrir informacion relacionada con el autor de
un texto [1], la primera de ellas, denominada “author profiling” o perfil de autor, se
enfoca en identificar rasgos del autor de un documento como su edad, su género, su
profesion, entre otros. Otra tarea se denomina “author identification” o identificacion
de autor, en la cual se intenta identificar al autor de un texto anénimo de entre un
conjunto de autores dado.

Como se puede intuir, ambas tareas se pueden resolver con un enfoque de
clasificacion supervisado extrayendo caracteristicas de textos con autores conocidos y
a partir del analisis de estas caracteristicas resolver la tarea que se requiera.

Existen diferentes tipos de caracteristicas que pueden ser extraidas de los textos
utilizados. Dentro de estas caracteristicas [2,23] se pueden encontrar combinaciones
Iéxicas, aquellas basadas en el estilo, como pueden ser signos de puntuacion, el uso de
mayusculas, la longitud de las frases, etc., caracteristicas semanticas [3,4] obtenidas
mediante el uso de algoritmos de seméntica latente o aquellas extraidas a partir del uso
de etiquetadores de partes de la oracién (part-of-speech taggers, POS), que permiten
conocer la categoria gramatical a la que pertenece una palabra dentro de un texto [24].

En principio, la tarea de “author profiling” se aplic0 a textos formales, como noticias
o libros; sin embargo, en los Gltimos afios se ha tratado de determinar caracteristicas de
usuarios en redes sociales a través de los textos que ellos mismos comparten.

Una de las plataformas mas utilizadas y estudiadas actualmente es Twitter, la cual
es una red de servicio de microblogging que cuenta con mas de 330 millones de
usuarios, los cuales publican mas de 500 millones de mensajes diariamente [7], también
conocidos como tweets, los cuales tienen una longitud limitada de caracteres, en los
que se pueden incluir enlaces (url) a sitios webs externos, imagenes o videos que
puedan ser vistos por otros usuarios que tengan acceso al microblog. Esta red social
ofrece una gran fuente de informacién y ha sido motivo de muy diversas
investigaciones, entre las que se pueden encontrar: mineria de opinién, andlisis de
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sentimientos, prediccion de resultados electorales, estudios de mercado, andlisis de
desastres, etcétera.

Esta red social presenta un tipo propio de caracteristicas, conocidas como
interactivas [6], ya que éstas ofrecen un medio de interaccién con otros usuarios,
compartiendo menciones de otros usuarios, contenido mediante direcciones url o
hashtags. Haciendo uso de los hashtags los usuarios comparten informacion tematica,
la cual es representada por el texto que el mismo usuario define. Sin embargo, muchas
veces la interpretacién del hashtag depende del contexto, del usuario o del dominio en
que se comparte. De ahi que a pesar de ser “etiquetas” sobre un tema o un concepto, se
necesite de un recurso para su interpretacion. Por este motivo es necesario contar con
alguna herramienta o recurso semantico a partir del cual extraer la informacion que un
hashtag representa. Una herramienta que contiene dicha informacion es el grafo de
conocimiento de Google [8,9]. Este grafo brinda informacién en general y puede ser
usado para recuperar el concepto descrito por un hashtag.

El objetivo de este trabajo es analizar si el uso de caracteristicas propias de Twitter,
principalmente las url y hashtags compartidos, en conjunto con el grafo de
conocimiento de Google [8,9], son Utiles en la tarea de perfil de autor.

El resto de este articulo se estructura de la siguiente manera: En la seccién 2 se
presenta el trabajo relacionado; la seccion 3 describe el corpus y el método propuesto;
en la seccién 4 se muestran los resultados obtenidos y, finalmente, en la seccién 5 se
analizan los resultados ofreciendo algunas conclusiones y comentarios acerca de
posibles trabajos futuros.

2.  Trabajo relacionado

Antes de abordar la descripcion de los trabajos relacionados se describen algunos
conceptos centrales para el trabajo propuesto.

2.1. Caracterizacion de la informacién

Existen diferentes formas de representacién de los textos en tareas de clasificacion,
siendo la mas comun de ellas el modelo espacio vectorial [13,14,15], en lo cual el
documento es representado como un vector, donde los valores de los componentes del
vector representan los valores de las caracteristicas extraidas del documento, por lo que
el tamafio del vector corresponde con el nimero total de caracteristicas. Estas
caracteristicas son usualmente palabras o algunas de sus invariantes morfoldgicas,
como pueden ser sus lemas, entre otras.

El valor de cada caracteristica se calcula de acuerdo con un tipo de pesado en
particular [2,16], entre los que se encuentran principalmente binario, tf, idf y su
combinacion. La forma de caracterizacion mas simple es la caracterizacion binaria, en
la cual se debe indicar mediante un valor de “1” si una palabra en particular del vector
de caracteristicas se encuentra dentro de un texto en particular a caracterizar o bien se
indica mediante un valor de “0” cuando dicha palabra no se encuentra.
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Fig. 1. Grafo de conocimiento para el término “INAOE”.

2.2. Clasificacion de la informacion

La clasificacién de documentos busca determinar si un documento pertenece a una
0 varias categorias, también conocidas como clases o etiquetas. La clasificacion de
textos esta basada en técnicas de machine learning [17,18], entre estas técnicas se
pueden mencionar los clasificadores Naive Bayes, maquinas de soporte vectorial con
diferentes kernels, arboles de decisidn, redes neuronales, etcétera.

2.3. El grafo de conocimiento de Google

El grafo de conocimiento de Google [8] es una base de conocimiento creada y
utilizada por los servicios de Google. Para su creacion se utilizan diferentes fuentes de
informacion; por ejemplo, Freebase, Wikipedia, CIA World Facebook, entre otras. El
grafo cuenta actualmente con méas de 500 millones de objetos y 3.5 billones de hechos
y relaciones entre estos objetos, y gracias a este grafo es posible obtener informacion
relacionada con personas, eventos, lugares etcétera.

Esta herramienta puede ser consultada utilizando el motor de busqueda de Google
de dos formas, utilizando un web browser o un API de programacion. En la figura 1 se
observa la consulta de la palabra “INAOE”, donde la informacion devuelta por el grafo
de conocimiento se encuentra dentro del rectdngulo del lado izquierdo. En dicho
rectangulo se muestra la informacién relacionada con el concepto principal al que se
asocia el término buscado; por ejemplo, de la consulta realizada, el término “INAOE”
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se asocia con un centro de investigacion del cual se puede conocer su direccién, horario,
nombre de su director, entre otras. Por otro lado, al realizar la consulta utilizando un
API de programacion [10] es posible obtener el conjunto de conceptos asociados al
término, como son, entre otros, una descripcién del objeto y su tipo.

Por ejemplo, al realizar consulta de la palabra “INAOE” utilizando el API de Google,
se obtienen, entre otros, los siguientes términos relacionados:

1. “name”: “14674 INAOE”, “description”: “Asteroid”, “@type”: [“Thing”].

2. “name”: “National Institute of Astrophysics, Optics and Electronics”, “description”: “Research institution in San Andres
Cholula, Mexico”, “@type”: [“Thing, “Organization, Place, EducationalOrganization, CollegeOrUniversity”].

3. “name”: “Héctor Manuel Moya Cessa”, “description”: “Physicist”, “@type”: [“Person, Thing”].

5 <

4. “name”: “Guillermo Haro”, “description”: “Mexican astronomer”, “@type”: [“Person, Thing”].

»

5. “name”: “Atacama Cosmology Telescope”, “description”: “Observatory in Chile”, “@type”: [“Place, Thing”].
2.4. Trabajos relacionados

Diversos trabajos se enfocan en buscar el mejor conjunto de caracteristicas que
permitan resolver la tarea de autor profiling; por ejemplo, en [12] se presentan
diferentes trabajos que hacen uso de diferentes tipos de caracteristicas: de estilo (signos
de puntuacion, tamafios de las sentencias, nimero caracteres, etc.), léxicas (n-gramas o
bolsa de palabras), tematicas (utilizando recursos como LIWC) o bien, caracteristicas
basadas en representaciones distribucionales identificando relaciones entre términos,
documentos, perfiles y sub-perfiles [25].

En otros trabajos, como en [6], los autores se enfocan a analizar caracteristicas que
surgen a partir de los textos de twitter, denominandolas “social behavioral biometrics”,
como son los hashtags, las menciones a usuario o los url compartidos para asi poder
inferir datos de los usuarios como patrones de comportamiento, de comunicacion, entre
otros. En [19] los autores realizan la clasificacién temética de los hashtags de un corpus
de twitter, utilizando una maquina de soporte vectorial como clasificador, utilizando un
etiquetador tematico y Wikipedia.

Finalmente, en [9] se presenta el concepto de ball del conocimiento (knowledge
vault, KV), el cual se refiere a construir un gran repositorio de informacion a partir de
la consulta online de diferentes bases de conocimiento estructuradas, como son, entre
otras, Wikipedia, Freebase, YAGO, Satori de Microsoft, incluyendo el grafo de
conocimiento de Google. En el KV se almacena informacion adicional de un concepto
a partir de su busqueda en las diferentes bases de conocimiento, esta informacién es
almacenada en forma de una tripleta (sujeto, predicado, objeto). Por ejemplo, para los
términos “Barack Obama”, el sistema almacena la tripleta (“Barack Obama”, “Place of
birth”, “Honolulu”), entre muchas otras que describen el concepto “Barack Obama”.

Como se observa en parrafos anteriores, existen diferentes trabajos que proponen el
uso de diversos tipos de caracteristicas para identificar los temas de interés para un
autor y con ellos, en conjunto de informacidn estilistica, intuir el perfil de dicho autor.

En el caso particular de Twitter, los hashtags son etiquetas propuestas por los
usuarios para nombrar un tema. Desafortunadamente, el hashtag no puede interpretarse
directamente, de ahi que para obtener las caracteristicas tematicas sea necesario el uso
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Tabla 1. Conceptos extraidos a partir del grafo de conocimiento.

Hashtag Conceptos

video_sharing_company technology_company social_network_company
#facebook  drama_series book_by_david_kirkpatrick song_by_rhett_and_link
broadcasting_television_network

visual_art_type 1973_film studio_album_by_chris_brown
#graffiti studio_album_by_led_zeppelin video_game_series 1979 _film 1990_film
american_singer-songwriter comic_magazine_series company

capital_of_lebanon, band, university in_beirut_lebanon,

#oeirut country_in_the_middle_east city_in_oregon

fictional_superhero television_program fictional_character 2019_film
#shazam company rock_band american_television_show comic_series
studio_album_by the_move

league football_competition tournament competition sports_association
soccer_team

country_in_east_asia soccer_team music_company state capital_of japan war
internet_services_company

video_sharing_company orchestra swedish_comedian award_ceremony
#youtube television_company event court_case american_sitcom
public_university_in_milton_keynes_england

#concacaf

#japan

recursos adicionales. El presente trabajo analiza el uso de un recurso semantico: el grafo
de conocimiento de Google, para evidenciar el o los conceptos detras de un hashtag. A
través de esta transformacion se espera impactar el proceso de clasificacion en la tarea
de perfil de autor.

3. Metodologia

Para este trabajo se utiliz6 el corpus del PAN-2014, el cual es descrito en la seccion
3.1. En los apartados subsecuentes se describen los pasos utilizados en la metodologia
presentada en este trabajo: en la seccion 3.2 se describe el proceso de tokenizacion y la
obtencion de los conceptos a partir de la consulta del grafo de conocimiento de Google;
finalmente, en la seccion 3.3 se indica el proceso para construir los diferentes conjuntos
de caracteristicas mencionados en la seccién 3.2 y su clasificacion, calculando los
valores de las medidas precisién, cobertura (o recall) y f1 para su posterior analisis y
comparacion.

3.1.  Corpus PAN 2014

Una de las tareas del PAN-2014 [11,12] es la de author profiling, en la que el
objetivo es: dado un documento identificar el género y la edad de su autor. Para llevar
a cabo la tarea se construy6 un corpus que incluye textos de blogs, revisiones de hoteles
y twitter, en dos idiomas: inglés y espafiol. Con base en este corpus se extrajo la parte
relacionada con twitter en idioma inglés, y se obtuvieron 306 archivos.

En el caso de género, el corpus se encuentra balanceado ya que el corpus cuenta con
153 archivos para género femenino y 153 para género masculino. Sin embargo, en el
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Tabla 2. Caracteristicas.

Caracteristica Descripcion
normales Tokens extraidos del corpus, en mindsculas, se incluyen las stopwords.

. Tokens que pertenecen a la caracteristica “normales”, se lematizan todos
lematizadas dque p

ellos excepto las caracteristicas de twitter.

urls Urls extraidas del corpus.

Dominios de las urls extraidas del corpus, se sustituyen cada una de las urls

dominios S
por estos dominios.
hashtags Hashtags extraidos del corpus.
Conceptos indicados por el grafo del conocimiento para los hashtags, se
grafo -
sustituyen cada uno de los hashtags por estos conceptos.
usuarios Usuarios mencionados en los tweets.

caso de edad el corpus no se encuentra balanceado, ya que se tienen 5 clases con
diferentes nimeros de archivos: se tiene 20 archivos que corresponden a autores cuyo
rango de edad se encuentra entre 18 y 24 afios; 88 corresponden a aquellos entre 25y
34; 130 se relacionan a personas entre 35y 49; 60 a aquellos entre 50 y 64 y, finalmente,
solamente 8 corresponden a autores con mas de 65 afios.

3.2. Caracterizacion del corpus y grafo del conocimiento

Para realizar la caracterizacion del corpus se tomo cada uno de los 306 archivos y
utilizando la herramienta de software Ark Tokenizer [5], se separd cada archivo en
tokens, incluyendo cada uno de ellos en cada uno de los 5 conjuntos de caracteristicas
definido por la herramienta.

Se lematizaron cada uno de los tokens obtenidos, excepto aquellos que pertenecen
al conjunto denominado “twitter/online specific” ya que contiene caracteristicas
especificas de twitter, utilizando para ello la herramienta CoreNLP de Stanford [20],
obteniendo asi conjuntos de caracteristicas lematizadas y normales.

Utilizando el conjunto de caracteristicas de twitter se separaron las direcciones url y
a partir de cada una de ellas se separ6 el dominio de la url; por ejemplo, de la siguiente
url compartida “http://bit.ly/j51178” el dominio extraido es “bit.ly”, con esto se
obtienen dos conjuntos, uno de ellos normales y el otro denominado dominios.

Para extraer la informacion relacionada con cada uno de los hashtags aplicando el
grafo del conocimiento, se desarroll6 una aplicacion en el lenguaje de programacion
Python [21], donde se realizé la consulta de cada hashtag en el grafo. De la informacién
devuelta para cada consulta se extrajeron los datos mostradas en el campo
“description”. Algunos conceptos extraidos se muestran en la tabla 1, en esta tabla se
observa, por ejemplo, que para el hashtag #facebook, el grafo de conocimiento de
Google lo identifica como una red social 0 una compafiia en la que se comparten videos,
aungue también lo identifica en menor medida como una cancién o un libro, otro
ejemplo son los conceptos relacionados con #japan, éste es relacionado con un pais o
un equipo de soccer.

Finalizado el proceso de caracterizacion del corpus, se construyeron los diferentes
conjuntos de caracteristicas, las cuales se describen en la tabla 2.
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3.3.  Construccion y clasificacion de los conjuntos de caracteristicas

Considerando las caracteristicas mostradas en la tabla 2 y la descripcion del corpus
que se realizé en la seccion 0, se construyeron los diferentes archivos para la tarea de
clasificacion. En el caso de la clasificacion para género se consideré un esquema 10-
fold cross validation, construyendo un archivo de entrenamiento y uno de validacion
por fold. Por otro lado, para el caso de edad se utiliz6 un esquema 5-fold cross
validation, ya que en este caso las 5 clases no se encuentra balanceadas y se buscd
incluir principalmente archivos de todas las clases tanto en el archivo de entrenamiento
como en el de prueba.

Por otro lado, los vectores de caracterizacion de cada uno de los archivos se
construyeron utilizando un esquema de pesado binario y considerando los tokens que
se encuentren en dos 0 mas archivos.

Finalmente, utilizando la libreria Scikit-Learn [22] de Python [21] se realizd la
clasificacion de los diferentes folds. Para medir la eficacia de la representacion
propuesta se aplicaron las medidas precision y recall para por clase, asi como los
promedios generales. Para el calculo de la medida F1 se utiliz6 la ecuacion mostrada
en (1), tanto por clase, como de forma general:

Fl=2% precisionsrecall (1)

precision+recall’

4.  Experimentos

En esta seccion se mostraran los resultados obtenidos por la representacion propuesta
en este trabajo. Como clasificador se utilizo el algoritmo SVM de Scikit-Learn [22].

4.1. Bolsa de palabras

Para la bolsa de palabras, en el caso del género se obtuvieron los resultados que se
muestran en la tabla 3. Como se puede observar, el mejor resultado se obtuvo al utilizar
el conjunto de los lemas de las palabras del corpus y sustituyendo las url compartidas
por los dominios de ellas, que se denomina lematizadas_dominios. En segundo término,
se encuentran los tokens del conjunto de caracteristicas normales, las url que se
incluyen dentro de este conjunto de caracteristicas que se encuentran como en el corpus,
este conjunto es llamados normales_urls.

A continuacion, se encuentra el conjunto de caracteristicas normales donde se
utilizaron los dominios de las url en lugar de todas ellas, dicho conjunto se identifica
como normales_dominios y, finalmente, el conjunto llamado lematizadas_urls en el
que se incluyen los lemas de los tokens y donde las url compartidas no sufren ninguna
modificacion, una descripcién mas detallada del conjunto de caracteristicas se
encuentra en la tabla 2. Finalmente, cabe hacer notar que los valores de F1 no varian
demasiado entre los diferentes conjuntos.
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Tabla 3. Resultados macro de clasificacion para género.

Precision Recall F1
lematizadas_dominios 0.81075 0.8 0.79745
normales_urls 0.7985 0.78333 0.78003
normales_dominios 0.80205 0.78333 0.77955
lematizadas_urls 0.78832 0.78 0.77772

Tabla 4. Resultados macro de clasificacion para edad.

Precision Recall F1
lematizadas_dominios 0.39064 0.45 0.40389
normales_urls 0.36542 0.44333 0.3928
lematizadas_urls 0.37096 0.43667 0.39162
normales_dominios 0.35124 0.43 0.38097

En el caso de la clasificacion por edad, los resultados se muestran en la tabla 4, como
se puede observar al igual que en el caso de género el conjunto de caracteristicas mejor
clasificado es el conocido como lematizadas_dominios.

De acuerdo con los valores obtenidos para género y edad, el conjunto denominado
como lematizadas_dominios obtuvo los valores mas altos de F1, por lo que estos seran
utilizados como baseline en los experimentos posteriores.

4.2. Caracteristicas de twitter extraidas del corpus

Utilizando las diferentes caracteristicas propias de twitter se tienen los siguientes
resultados de clasificacion. Para el caso de género, estos se muestran en la tabla 5.
Como se puede observar, el conjunto de caracteristicas que obtiene el mejor valor de
F1 son los dominios que se extraen de las url compartidas. Un valor similar, pero por
debajo, es el que se obtiene al utilizar las menciones de usuarios, los hashtags y sus
conceptos extraidos a partir del grafo. EIl peor resultado es el que se indica al utilizar
las url sin modificarlas. Es importante mencionar que ninguno de estos resultados
mejora el baseline propuesto.

Para el caso de la clasificacion por edad, se obtuvieron los siguientes datos
mostrados en la tabla 6. Se puede ver que nuevamente el uso de los dominios ofrece el
mejor resultado de F1; sin embargo, los conceptos representados por el grafo obtienen
un resultado muy similar al del baseline. Sin embargo, los resultados obtenidos por los
hashtags, las url completas y las menciones de usuarios se encuentran por debajo
de éste.

Finalmente, en las tablas 7 y 8 se pueden revisar los valores obtenidos de la medida
F1 micro para cada una de las clases para género y edad, respectivamente, y las
caracteristicas utilizadas.

Para género, el mejor resultado para ambos sexos se obtiene utilizando el baseline,
analizando las caracteristicas de twitter, el uso de dominios obtiene buenos resultados
tanto para el género femenino y masculino, aunque las menciones de usuarios obtienen
el mejor resultado para el género femenino.
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Tabla 5. Resultados macro para la clasificacién de género.

Precision Recall F1
dominios 0.65509 0.64 0.63115
usuarios 0.63388 0.61667 0.60237
hashtags 0.61169 0.6 0.59026
grafo 0.56705 0.564 0.55648
urls 0.58497 0.52333 0.45354

Tabla 6. Resultados macro para la clasificacién de edad.

Precision Recall F1
dominios 0.41255 0.43333 0.41746
grafo 0.41038 0.42745 0.41143
hashtags 0.35619 0.36667 0.34743
urls 0.42057 0.42667 0.32523
usuarios 0.31029 0.32667 0.30802

Tabla 7. F1 micro para género.

Caracteristicas Femenino Masculino
lematizadas_dominios (baseline) 0.809 0.787
grafo 0.562 0.551
hashtags 0.643 0.536
usuarios 0.674 0.53
urls 0.642 0.263
dominios 0.666 0.598

Tabla 8. F1 micro para edad.

Caracteristica 18-24 25-34 35-49 50-64 65+
lematizadas_dominios (baseline) 0.0 0.438 0.572 0.162 0.0
grafo 0.18 0.4 0.524 0.256 0.0
hashtags 0.124 0.29 0.48 0.242 0.0
usuarios 0.058 0.262 0.444 0.19 0.0
urls 0.0 0.162 0.582 0.134 0.0
dominios 0.168 0.404 0.518 0.336 0.0

Para edad, se puede observar que el uso de los dominios o conceptos del grafo de
conocimiento como caracteristica ofrecen los mejores resultados en 4 de 5 clases, en
comparacion con el baseline, esta Gltima caracteristica ofrece buenos resultados en 3
de 5 clases, siendo la clase de 65 o mas afios donde ninguna caracteristica obtiene
resultados al clasificarse, pero en la 18 a 24 afios el baseline no obtiene resultados, pero
el uso de conceptos o dominios si los obtienen.

5. Conclusiones y trabajo futuro

A partir de los resultados obtenidos para la tarea de perfil de autor se puede observar
que, para el caso de género, el conjunto de caracteristicas que ofrece los mejores
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resultados son aquellas que se basan en la utilizacion de todas las palabras, siendo el
conjunto que se compone por los lemas de los tokens y los dominios de las url el que
mejor resultado obtiene. Cabe hacer notar que no presenta una gran diferencia con los
otros conjuntos de caracteristicas basadas en bolsa de palabras. Por otro lado, con
respecto a los resultados obtenidos utilizando las caracteristicas propias de twitter no
se observa ninguna mejora. Al analizar cada caracteristica, en particular se observa que
el uso de los dominios de las url mejora la clasificacion en el caso del género masculino,
lo que permite presuponer que los hombres comparten diferentes tipos de contenido
pero que proviene de sitios similares. Mientras para el caso del género femenino el uso
del dominio o de toda la url ofrece resultados similares, lo que puede interpretarse como
que comparten informacion de sitios distintos. En el caso de las menciones de usuario,
hashtags y conceptos identificados via el grafo de conocimiento ofrecen resultados
similares para el caso de los hombres, por lo que comparten contenidos similares y en
el caso de las mujeres, la clasificacion cae utilizando solo los conceptos.

Para el rasgo de edad se observa gue el uso de conceptos del grafo de conocimiento
y el uso de dominios presenta una ligera mejora en la clasificacion, de acuerdo con el
conjunto de caracteristicas basado en el uso de lemas y dominios, caso contrario para
los hashtags, los usuarios y las url. A nivel micro se tiene que el uso de conceptos o
dominios mejora la clasificacion en edades de 35-49 y 50-64, no asi en el resto de ellas,
resultados que a su vez mejoran la clasificacion final.

En general se identifica que el uso de conceptos extraidos a partir de hashtags y
dominios de las url compartidas como caracteristicas en la tarea de perfil de autor
permite obtener resultados interesantes. Aunque es importante mencionar que esto
depende de la presencia de hashtags en el corpus a analizar, por lo que como trabajo
futuro es importante realizar un estudio estadistico de la cantidad de url y hashtags que
contienen las clases que mejoraron.

Por otro lado, la identificacion de conceptos utilizando herramientas semanticas
como el grafo de conocimiento, permite conocer el significado de caracteristicas
tematicas, por lo que pueden ser Utiles en otras tareas de mineria de textos. Un trabajo
a futuro es comparar los resultados que se obtienen con ellas con los obtenidas
utilizando algoritmos de semantica latente.

Otra vertiente a explorar es la combinacion con técnicas de analisis de sentimientos.
Ya que una vez que se obtiene el tema asociado a un hashtag también es posible
identificar la aprobacion o rechazo a ese tema.

Informacion que enriqueceria la caracterizacién del mensaje y ayudaria a una mejor
identificacion de los rasgos del perfil del usuario.
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Resumen. El proceso de aprendizaje de ontologias comprende tres pa-
sos fundamentales: creacion de clases y relaciones, poblacién y evalua-
cion. Este documento se enfoca en la creacion de clases y relaciones,
realizando un estudio sobre la detecciéon de subclases para la ontologia.
Como caso de estudio se seleccioné un dominio pedagodgico, donde se
construyé un corpus semiautomético, a partir de articulos escritos en
espafiol publicados en el area de Ciencias Sociales. Para la deteccion
de subclases fueron implementadas cuatro métricas de similitud textual
basadas en términos, con las cudles se construydé una heuristica para
determinar cudles de los conceptos tienen posibilidades de convertirse en
una subclase de la ontologia y tienen una relaciéon taxondémica con la
clase principal. La evaluacion se realizé mediante un gold verificado por
un experto en el dominio y el contexto teérico de las clases y se obtuvo
el recuerdo de cada clase. Los resultados muestran un recuerdo de 100 %
72% y 67% respectivamente para cada una de las clases, ademas de
que se recuperaron conceptos relacionados a la clase principal mediante
relaciones no taxonémicas.

Palabras clave: métricas seméanticas, ontologia, conceptos principales,
relacién Is_ a, pedagogia, dice, Jaccard, traslape, coseno.

Domain Taxonomical Relationships
Identification Using Textual Metrics

Abstract. The ontology learning process comprises three fundamental
steps: creation of classes and their relationships, population and evalua-
tion. This document focuses on the first step, by performing a study
on the detection of ontology subclasses. As a case study was selected a
pedagogical domain. A semiautomatic corpus, based on articles written
in Spanish published in Social Sciences journals was built. Four textual
similarity metrics based on terms for the detection of subclasses were
implemented, with which a heuristic was conducted to determine which
of these concepts have the potential to become in a subclass of the
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ontology and at the same time keep a taxonomic relationship with the
superclass. The evaluation was carried out through a gold, which was
validated by an expert in the theoretical context domain. The results
show a recall of 100% ,72% and 67 % for each class respectively. In
addition, concepts related to the super classes were recovered through
non-taxonomic relationships.

Keywords: semantic metrics, ontology, class, is_a relation, pedagogy,
dice, Jaccard, overlap, cosine.

1. Introduccion

La informacién disponible en diversos repositorios va en aumento, especial-
mente en la Web. Por lo tanto, es necesario implementar técnicas para procesar
esa informacién y relacionarla con otros repositorios a fin de incrementar el cono-
cimiento extraido. Las ontologias se presentan como una opcién para procesar es-
ta informacion, que se pueden utilizar para gestion del vocabulario, aplicaciones
de procesamiento del lenguaje natural, bisquedas, sistemas de recomendacién,
e-learning, entre otros [5]. El proceso de aprendizaje de la ontologia integra la
deteccion de clases, la creacion, la poblacion y la evaluacion [6].

Este documento se centra en el primer paso del proceso de aprendizaje
ontologico: la deteccién de clases. En investigaciones previas se trabajé con la
deteccitén y validacién de clases principales, por lo que este articulo se centra en la
deteccién de las subclases y relaciones entre conceptos. Para los experimentos se
utiliza un corpus formado por documentos pedagégicos en espanol. El dominio
pedagogico es extenso, por lo que la investigacién consiste en la creacién de
herramientas que respalden las clases de los profesores en el aula. El corpus
contiene tres clases principales: estilos de aprendizaje, tipos de inteligencias y
estrategias de ensenanza-aprendizaje. Cada una de estas clases principales se
subdivide de acuerdo a enfoques teéricos propuestos en la literatura pedagogica.
El método propuesto utiliza métricas de similitud textual para extraer los tér-
minos mas relacionados con cada una de las clases principales, tomando estos
como subclases. En el proceso también se recuperan términos importantes que
figuran como relaciones no taxonémicas con la clase principal.

El articulo esta organizado en siete secciones que se describen a continuacién.
La seccion 2 presenta los trabajos relacionados con la deteccion de clases y
relaciones en el proceso de construccion de ontologias. La seccién 3 describe
tedricamente las ontologias, asi como las tres clases principales del corpus. La
seccion 4 presenta las métricas de similitud textual utilizadas en los experimen-
tos. La seccion 6 presenta la metodologia propuesta y la seccién 7 muestra el
analisis de los resultados. Finalmente, la seccién 8 presenta las conclusiones y el
trabajo futuro de la investigacion.
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2. Trabajos relacionados

Es importante mencionar que antes de iniciar el proceso de extraccién de
elementos principales, se debe tener un corpus para el dominio a trabajar, por
lo que se analizaron algunas investigaciones sobre la construccién de corpus en
diferentes dominios. EL trabajo que se discute en [12] se centra en la creacion de
un corpus lingiiistico relevante escrito en lengua serbia, en dicha investigacion,
el enfoque es el andlisis de sentimientos de los contenidos generados por los
estudiantes en la educaciéon superior. En el trabajo realizado en [22] se analizo
el problema de crear un corpus de referencia para la clasificacién de articulos de
noticias en escenarios de etiquetas multiples. Los autores proponen un enfoque
semiautomatico para crear un corpus de referencia que utiliza tres métodos de
clasificacién auxiliares: maquinas de vectores de soporte, clasificadores de vecinos
més cercanos y otro basado en un diccionario.

En investigaciones como [20] se presentan métodos para la extraccion de cla-
ses de manera semiautomatica, utilizan una base de datos de verbos, alternancias
de diétesis y esquemas sintactico-seméanticos del Espaiol (ADESSE) [7] la cual
contiene aproximadamente 160,000 clausulas recuperadas de un corpus; con la
ayuda de ADESSE se extraen patrones seméanticos que llevan a la determinacion
de las clases para una ontologia. Esta metodologia fue aplicada en un subdominio
educativo y replicada en ambito financiero [19]. La extracciéon de clases se com-
plemento con la opinion de expertos en el dominio. En [16] se presenta un método
para la extracciéon de conceptos utilizando extraccién de patrones lingiiisticos y
calculo de pesos con métricas de procesamiento de lenguaje natural como el
etiquetado morfologico.

Dentro del ambito pedagogico, en la investigacion de [I1I] se propone el pro-
yecto OURAL (Ontologies for the Use of digital learning Resources and semantic
Annotations on Line) el cual integra las disciplinas de ciencias de la educacion,
informatica y psicologia cognitiva con el fin de crear servicios para E-learning.
Como resultados, se muestran las clases obtenidas mediante la aplicaciéon de
técnicas de PLN a situaciones de aprendizaje descritas en lenguaje natural. Este
dominio se analiza también en [6], sin embargo, al ser aplicado al idioma Chino,
utilizan un preprocesamiento para analizar las caracteristicas de dicho idioma:
acoplamiento, relevancia y consenso.

Otras investigaciones se centran en la educacion en linea como [3], [4], [15]
y recientemente [14], donde las ontologias se definen manualmente a partir de
recursos XML disponibles en Internet, y la evaluacién también es un proceso
manual. Investigaciones como [23] se enfocan en el aprendizaje automatico; en
este trabajo, se crea una ontologia basada en Internet de las cosas utilizado en un
aula, teniendo en cuenta las inteligencias estudiantiles. [I8] propone utilizar un
modelo ontolégico para la personalizacién del aprendizaje que involucre el perfil
de los estudiantes de acuerdo con la teoria de inteligencia miltiple de Howard
Gardner, asi como usar una ontologia de dominio que ayude a representar el
conocimiento en plataformas de aprendizaje virtuales.
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3. Ontologias de dominio

En las ciencias computacionales, una ontologia se define como una especifi-
cacion formal de una conceptualizacion [I3]. Es una base de datos que describe
los conceptos en el mundo o algin dominio, algunas de sus propiedades y como
los conceptos se relacionan entre si [24]. Esta base de datos se define a partir de
un corpus base, en donde se extraen los elementos principales o palabras clave.
Posteriormente, del mismo texto se infieren las relaciones entre palabras clave,
de esta manera, se crea una estructura de grafo donde los nodos son las palabras
clave y las aristas representan la relaciéon existente entre ellas.

Entre las aplicaciones mas representativas de las ontologias se encuentran la
representacién formal del conocimiento, lo que facilita el manejo e integracién
de datos con estructuras diferentes. Formalmente, una ontologia se define como
la sextupla O = (C, H,I, R, P, A) [5] donde:

= (' es el conjunto de entidades de la ontologia,

= H son las relaciones taxondémicas entre los conceptos,

= [ indica las relaciones entre instancias,

= R en el conjunto de relaciones no taxonémicas,

= P es el conjunto de propiedades de la ontologia,

= A representa el conjunto de axiomas y reglas que prueban la consistencia de
la ontologia que realizan el proceso de inferencia.

Una relacién de ontologia es una formalizacién de las manera en que las
entidades estan asociadas. La relacion que se analiza en esta investigacion es la
de tipo Is-a, la cual es un vinculo entre clases en forma de jerarquia, una columna
vertebral de una ontologia. La organizacién jerarquica de las entidades, siempre
por relaciones Is-a, permite la herencia de propiedades y la estructuracién de la
taxonomia.

3.1. Dominio pedagégico

Dado que el dominio pedagodgico es muy extenso, se establecieron tres clases
principales a fin de obtener una herramienta de apoyo para el docente en clases
presenciales.

Estilos de aprendizaje. Los estilos de aprendizaje reflejan la forma en que el
individuo aprende. Existen variaciones en cuanto a la manera en que los seres
humanos captan y procesan informacién. Se han propuesto varias teorias para
describir los distintos tipos de aprendizaje, para esta investigacién se tomé como
referencia el modelo de David Kolb [I7], en el cual se determina un estilo de
aprendizaje usando una escala denominada Learning Style Inventory (LSI). La
teoria propone un método para describir como los estudiantes resuelven sus
problemas y aplican conocimientos nuevos a partir de la experiencia personal
dentro de su entorno de aprendizaje. Considera los procesos psicologicos de
percepciéon y procesamiento [2I]. El método propone 4 estilos de aprendizaje:
activo, reflexivo, pragmaético y tedrico.
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Inteligencias miltiples. La inteligencia se define como “la capacidad de re-
solver problemas o de crear productos que sean valiosos en uno o més ambientes
culturales” [§]. Los seres humanos poseen una gama de capacidades y potenciales
que se pueden emplear de muchas maneras productivas, tanto juntas como
por separado, esta idea da origen a las inteligencias multiples, las cuales han
sido identificadas por Gardner: 16gico-matematica, lingiiistica, espacial, musical,
corporal, intrapersonal, interpersonal y naturalista.

Estrategias de aprendizaje. Una estrategia de aprendizaje es un conjunto de
procedimientos que un alumno usa de manera consciente, controlada e intencio-
nal como herramientas flexibles para aprender y resolver problemas [I], también
pueden ser definidas como conductas y pensamientos que un aprendiz utiliza
durante el aprendizaje con la intencion de influir en su proceso de codificacién
[25]. Aunque existen muchos enfoques para la clasificacién de las estrategias
de aprendizaje, [10] menciona tres principales tipos de estrategias: cognitivas,
metacognitivas y las estrategias de manejo de recursos.

4. Meétricas de similitud textual

La tarea de similitud textual se encarga de comparar textos para conocer el
parecido entre ellos. Para lograr este objetivo, se han propuesto en la literatura
métricas que comparan la proximidad entre las palabras o caracteres de dos
textos.

- Subsecuencia comUn mas
larga

- Jaro-Winkler

- Algoritmo de Levenshtein
- N-gramas

- Distancia coseno

- Coeficiente de Dice

- Coeficiente Jaccard

- Coeficiente de traslape

- Hiperespacio anélogo al

Basadas en
caracteres

Basadas en cadena

Basadas en
términos

Métricas de

I Basadas en corpus| lenguaje (HAL)
similitud Informacion - Andlisis semantico latente
semantica (LSA)

- Informacion Mutua

- Resnik
Basadas en ~Lin
conocimiento - Jiang y Conrath
- Leacock y Chodoro

Fig. 1. Clasificacion de las métricas de similitud textual segiin [3 y 10].

La Figura [I] muestra la clasificacion propuesta por dos autores. Se presen-
tan 3 clases principales: métricas basadas en cadenas, basadas en informacion
semantica e hibridas.
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Las métricas basadas en cadena contienen los enfoques basados en caracteres
y en términos, mientras que las basadas en informacién seméntica integran las
métricas basadas en corpus y basadas en conocimiento.

Para la presente investigacién se trabajan con las métricas basadas en tér-
minos. Las métricas basadas en caracteres pierden informaciéon al manejar un
corpus lematizado; las métricas basadas en corpus suelen obtener resultados
altos, pero son costosas en su implementacién y necesitan un corpus extenso para
calcular el valor de la co-ocurrencia de cada par de palabras [2]. Las métricas
basadas en conocimientos estan basadas en WordNet, y son utilizadas para el
idioma inglés, por lo que no son pertinentes para esta investigacion. Las métricas
basadas en términos solo necesitan el corpus de entrada, aunque a mayor tamano
del texto se espera maés exactitud en los resultados, aun asi requieren menos
recursos que las basadas en corpus. Las métricas mas citadas en la literatura se
describen en los siguientes parrafos.

Coeficiente de Jaccard. Se obtiene al dividir la interseccién de términos entre
la uni6n de los mismos. Su férmula se presenta en la ecuacion [Ty da por resultado
el grado de superposicién de dos conjuntos, en este caso, de dos N-gramas:

[ tnt |

(1)

Coeficiente de Dice. Se basa en la teoria de conjuntos. Toma el ntimero de
las palabras que comparten ambas cadenas y los divide entre el niimero total de
la suma de las palabras del texto uno y dos. Su célculo esta determinado por la
ecuacion [2] El coeficiente Dice da el doble de peso a las coincidencias positivas
entre los términos. El resultado estd normalizado entre cero y uno donde cero es
nula similitud, mientras que uno se refiere a la maxima similitud [1]:

t1 Nt
M_ (2)
[t ]+ | t2 |

Coeficiente de Traslape. Considera la cardinalidad de caracteres del texto
mas pequenio en lugar de la unién de los caracteres [9]. Para esta métrica, una

coincidencia completa de dos cadenas es cuando una es un subconjunto de la
otra, ecuacién 3:

simD (t17t2) =2

|t1ﬂt2|

) t1,ty)) = ———————.
sime (b t2) = T TR D

(3)

Coeficiente de Coseno. Se obtiene dividiendo la cardinalidad de la unién
de los dos conjuntos entre la raiz cuadrada del producto de las cardinalidades
de los conjuntos considerados, ecuaciéon 4:

| t1 Nta |

Vit |

El coeficiente de Dice y de traslape son similares al coeficiente Jaccard, solo
que el coeficiente de Dice da el doble de peso a las coincidencias positivas entre los

Simc (tl, tg) =

(4)
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términos, y el coeficiente de traslape considera solo la cardinalidad de caracteres
del texto mas pequeno en lugar de la unién de los caracteres, como lo hace el
coeficiente de Jaccard.

5. Metodologia

La Figura [2| muestra la propuesta para la obtencién de las subclases y las
relaciones en el corpus. En la parte superior se muestra la metodologia general,
mientras que la flecha segmentada dirige al método seguido para esta investiga-
cion.

Articulos
cientificos .
| Extraccién de cl (g
xtraccion de clases y Lo §
relaciones 3 \\—\ =
Seo | 5 —
oo .~ Orperores D
- .o o
- - -
'S
B Dialnet
@refayc A S0 I — e ——— PR,
e ;’Procesammnto\} { Obtener (" Evaluacion y
icare \_decorpus | métricas e )
- - Recuperar
_ - Dividir - Extraer | P

 CLASES: corpus D variables Inter PP lemas

- Tipos de aprendizaje f recuerdo
. y Size 4

- Estrategias de - 5-gramas - Andlisis
ensefianza - aprendizaje o
- Tipos de inteligencias cualitativo

Fig. 2. Metodologia general y proceso realizado para la obtenciéon de subclases.

Previo a esta investigacion, se realizo la validaciéon de clases principales (C)
mediante técnicas de agrupamiento, donde C' = { TiposInteligencias, EstilosA-
prendizaje, EstrategiasEnsenianza }. Para esto, se recolect6 de manera manual un
corpus compuesto por 51 articulos obtenidos de fuentes como Dialnet, Redalyc,
SciElo y Educare.

El método propuesto tiene tres fases principales: En la primera, se tiene como
entrada el corpus procesado (sin palabras cerradas ni signos de puntuaciéon y
lematizado). Dicho corpus se separa de acuerdo a la clase principal obteniendo
3 corpus diferentes de 17 instancias cada uno. Las métricas utilizadas en este
experimento nos dicen en un rango de 0 a 1 que tan similar es una oracién a otra,
sin embargo, en este caso se utilizardn para determinar qué tan relacionado esta
un concepto respecto a otro, por lo que en lugar de utilizar oraciones completas
se extraen 5-gramas y estos se toman como unidad de anélisis.
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En la segunda fase, se obtienen las variables necesarias para el calculo de las
métricas. Todas las métricas implementadas estan basadas en el traslape de dos
palabras a analizar: t; y t3, en este caso, ¢ representa la clase principal y to
cada uno de los lemas del vocabulario. Se extrajeron dos variables: Inter =x1,
To, T3, ... , Tp y Size =21, X9, X3, ... , T, donde Inter es el nimero de n-gramas
en los que el lema y la clase principal coinciden, Size es el nimero de n-gramas
en los que el lema aparece, independientemente si coincide o no con la clase, x
representa cada uno de los lemas y n es el total del vocabulario para el corpus
analizado. La Figura 3| muestra un ejemplo de c6mo se obtienen estos vectores en
dos n-gramas, uno en el que aparece la clase y otro en el que no. Como se puede
observar, en el n-grama del ejemplo 1 aparece la clase ( Estilos de aprendizaje)
por lo que los dos vectores incrementan su valor para las palabras que aparecen
en el n-grama, en el ejemplo 2 no aparece la clase, por lo que solo se incrementan
los valores correspondientes al vector Size.

Ejemplo 1: Ejemplo 2:
activo_involucrar_total_prejuicio_experiencia

persona_estilo_aprendizaje_activo_involucrar

',' o Size[persona]++ o Inter[persona]++ ‘-_ ! o Size[activo]++ ‘:

+ o Size[estilo]++ o Inter[estilo]++ E E « Size[involucrar]++ E

E « Size[aprendizaje]++ o Inter[aprendizaje]++ E E o Size[total]++ E

E o Size[activo]++ « Inter[activo]++ E E « Size[prejuicio]++ E

L« Size[involucrar]++ « Inter[involucrar]++ J E o Size[experiencia]++ ’:
\

Fig. 3. Dos ejemplos en los que se obtienen los valores de los vectores Inter y Size para
la clase Estilos de aprendizaje.

La tercera fase consiste en determinar cuéles lemas serdn tomados como
resultados, ya que los calculos se hacen para todo el vocabulario. La hipotesis
que se plantea es que si un lema tiene una similitud alta con la clase principal,
significa que tiene una relacion con esta, por lo que es una subclase para la
ontologia. Como se determinaran 4 métricas, se establecié un tope de 0.03 para
determinar que un lema esta relacionado con la clase, por lo que si un lema
obtiene més de 0.03 en dos 0 mas métricas, esta se toma como resultado, si no,
se desecha. El tope es pequeno por el tamano del corpus, aunque estis métricas
suelen obtener resultados altos, el tamano del corpus no es suficiente como para
esperar resultados mayores al 50 %. El total de subclases recuperadas se evalia
utilizando el recuerdo, el cual es una métrica de recuperacion de informacién
que representa la fraccion de los datos relevantes que son recuperados (Ecuacion
5). Finalmente, se presenta un anélisis cualitativo sobre los lemas relevantes
recuperados por clase de acuerdo al tipo de relacién que guardan con la clase
principal:

items relevantes recuperados

R= . (5)

items relevantes
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6. Resultados

Los resultados finales se muestran en la Tabla [I} en donde se observan el
total de subclases a recuperar, las subclases recuperadas, el recuerdo por clase
y otros conceptos que se recuperaron. Estos conceptos no son subclases, pero
tienen relaciones no taxonémicas con la clase principal, ya sea que forman parte
de la definicién, aplicacién o autor de dicho referente teérico.

Tabla 1. Analisis de los lemas obtenidos por cada clase.

Subclases Otras
Clase Reales Recuperadas Recuerdo relaciones
Tipos de inteligencias 8 5 0.625 9
Estrategias de ensehanza 3 2 0.667 10
Estilos de aprendizaje 4 4 1.00 8

Solo la clase de Estilos de aprendizaje tuvo un recuerdo del 100 % recuperando
a las dos clases restantes, Tipos de inteligencias recuperd6 cinco de ocho, bajando
su recuerdo a 63 %. En cuanto a la clase de Fstrategias de ensenanza, solo se
recuperaron dos de las tres subclases, por lo que obtuvo un recuerdo de 67 %. La
clase Estilos de aprendizaje es la més estructurada ya que sélo cuenta con cuatro
subclases, por lo que estan muy bien definidas, en cuanto a Tipos de inteligencias,
aunque la clasificacion propuesta por Gardner es definida y cada una de las
inteligencias propuestas tiene fundamentos y caracteristicas propias, en cuanto
a tareas de procesamiento de lenguaje natural, es complicado manejar siete
clases distintas, esto hace que en los experimentos no se separen completamente
las instancias y no se recuperen la totalidad de las clases. Ademas, puede que
alguno de los articulos se enfoque en solo una o dos inteligencias, por lo que el
vocabulario asociada a estas es mayor al vocabulario de otras menos mencionadas
en los articulos. La clase Estrategias de ensenanza presenta una clasificaciéon
muy general y en muchas ocasiones los autores usan nombres especificos para
nombrarlas, no solo como metacognitivas, cognitivas o de apoyo.

En las siguientes tablas se presentan los resultados por clase. Se anexa el
valor del vector Inter, ya que este sirve para determinar en cuantos n-gramas
coincide cada lema y la clase, y los valores de cada una de las métricas, donde
los resultados vas de 0 a 1. Solo se muestran los lemas que cumplen la heuristica
planteada: Obtener mas de 0.03 en al menos dos métricas de las calculadas. Los
lemas que son considerados como subclases se muestran en negritas, mientras
que los que tienen otro tipo de relacién con la clase principal se muestran en
itélicas.

En la Tabla[2] se muestran los resultados para la clase Tipos de inteligencias.
Como se menciona en la seccién [3.1] este enfoque tedrico distingue ocho tipos de
inteligencias, de las cuales cinco aparecen en negritas en la tabla: musical, lin-
glifstica, interpersonal, emocional y l6gico-matemaética. Las inteligencias de tipo
espacial, intrapersonal y naturalista no aparecen en la lista. Como se menciond
antes, si existen muchas subclases es complicado determinar las caracteristicas
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especificas de cada una de ellas. Ademas, estos resultados dependen totalmente
del corpus y es posible que en algunos articulos se mencionen los 8 tipos de
inteligencias, pero los experimentos o las discusiones se centren en las mas
predominantes dentro de la muestra estudiada. En la mayoria de los casos, los
coeficientes de traslape y coseno tienen valores mayores a los coeficientes de Dice.

Tabla 2. Resultados para N-gramas en la clase Tipos de inteligencias.

Lema —Interseccion— —— Dice - —— Jaccard - —— Traslape - —— Coseno -
inteligencia 5702 1.0000 1.0000 1.0000 1.0000
maltiple 1332 0.3589 0.2187 0.774 0.4252
poder 163 0.0456 0.0234 0.1131 0.0569
numero 211 0.0611 0.0315 0.1758 0.0807
teoria 418 0.1231 0.0656 0.3835 0.1677
desarrollar 214 0.0632 0.0326 0.1998 0.0866
capacidad 170 0.0507 0.0260 0.1685 0.0709
ser 105 0.0314 0.0159 0.1062 0.0442
gardner 233 0.0698 0.0361 0.2385 0.0987
alumno 139 0.0421 0.0215 0.1544 0.0614
cada 209 0.0643 0.0332 0.2606 0.0977
diferente 153 0.0474 0.0243 0.2032 0.0738
persona 105 0.0328 0.0167 0.1491 0.0524
relacion 235 0.0735 0.0381 0.3381 0.1180
considerar 104 0.0331 0.0168 0.1781 0.0570
rendimiento 159 0.0510 0.0262 0.2983 0.0912
tipo 294 0.0944 0.0495 0.5558 0.1693
musical 103 0.0332 0.0169 0.2060 0.0610
lingitiistico 231 0.0747 0.0388 0.4793 0.1393
interpersonal 105 0.0340 0.0173 0.2253 0.0644
emocional 168 0.0552 0.0284 0.4386 0.1137
basar 120 0.0394 0.0201 0.3141 0.0813
todo 97 0.0321 0.0163 0.2820 0.0693
légicomatematica 156 0.0521 0.0267 0.5379 0.1213

En cuanto a los otros lemas relacionados con la clase principal, se recuperaron
9 lemas que describen o forman parte del concepto de Tipos de inteligencias: La
teoria de la inteligencias mailtiples fue propuesta por Gardner, cada persona o
estudiante tiene un tipo de inteligencia dominante, con la cual desarrolla capa-
cidades diferentes, el correcto manejo de estas inteligencias permite aumentar el
rendimiento académico. Si bien estos términos no son relaciones taxonomicas,
son importantes para describir a la clase principal. Es importante mencionar que
en esta clase es que las palabras que describen a la clase obtuvieron tienen més
intersecciones que las subclases, pero en el resultado de las métricas, a excepcion
del coeficiente Jaccard, los resultados de las subclases son mas altos que los de
estos lemas.

La Tabla [3| muestra los resultados para la clase Estilos de aprendizaje. De
acuerdo a la secciéon existen cuatro tipos de aprendizaje, y todos estos
se recuperan en la lista de la tabla: reflexivo, activo, tedrico y pragmaético.
Al igual que en la clase anterior, con el coeficiente de Traslape se obtuvieron
los resultados més altos. En cuanto a los otros lemas recuperados, algunos
son parte de las caracteristicas de esta clase por ejemplo: Para determinar el
estilo de aprendizaje en un estudiante, se utiliza un cuestionario propuesto por
Honey-Alonso llamado CHAEA (Cuestionario de Honey y Alonso de Estilos de
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Aprendizaje). El conocer el estilo de aprendizaje también puede ir encaminado a
la mejora del rendimiento académico del alumno, para implementar estrategias
que ayuden al aprendizaje significativo. En esta clase, no se muestra una divisién
entre las relaciones taxonémicas y no taxonémicas, las subclases se encuentran
distribuidas a lo largo de la tabla.

Tabla 3. Resultados para N-gramas en la clase Estilos de aprendizaje.

Lema —Interseccion— —— Dice - —— Jaccard - —— Traslape - —— Coseno -
aprendizaje 6160 1.0000 1.0000 1.0000 1.0000
estilo 3903 0.5661 0.3948 0.6336 0.5694
estudiante 717 0.1616 0.0879 0.264 0.1753
estrategia 509 0.1422 0.0765 0.5095 0.2052
chaea 394 0.1076 0.0568 0.3382 0.1471
académico 312 0.0827 0.0431 0.2254 0.1069
reflexivo 266 0.0725 0.0376 0.2268 0.0990
activo 254 0.0688 0.0356 0.2077 0.0925
cueslionario 227 0.0641 0.0331 0.2459 0.0952
rendimiento 214 0.0607 0.0313 0.2415 0.0916
alumno 212 0.0580 0.0299 0.1839 0.0795
Vol 196 0.0524 0.0269 0.1492 0.0689
namero 191 0.0501 0.0257 0.1306 0.0636
tedrico 190 0.0527 0.0270 0.1798 0.0745
preferencia 184 0.0522 0.0268 0.2081 0.0788
proceso 175 0.0509 0.0261 0.2441 0.0833
alonso 158 0.0467 0.0239 0.2607 0.0818
universitario 154 0.0446 0.0228 0.2064 0.0718
andlisis 140 0.0403 0.0206 0.1768 0.0634
promedio 134 0.0382 0.0195 0.1582 0.0587
pragmatico 126 0.0361 0.0184 0.1518 0.0557
octubre 116 0.0361 0.0184 0.4265 0.0896
estudio 113 0.0317 0.0161 0.1177 0.0465
honey 111 0.0333 0.0169 0.2216 0.0632
relacion 105 0.0319 0.0162 0.2530 0.0657
variable 104 0.0308 0.0157 0.1772 0.0547
predominante 102 0.0322 0.0163 0.5543 0.0958

Finalmente, la Tabla [6] muestra los resultados para la clase Estrategias de
ensenanza, donde se pueden observar que se recuperaron dos de las tres subclases:
cognitiva y metacognitiva. Aunque esta clase cuenta con una clasificacion, esta
no es adoptada por todos los autores, e incluso, aparte de esta clasificacion,
cada estrategia tiene un nombre, independientemente de la subclase a la que
pertenezca. Por ejemplo, una estrategia para comprension de lectura puede
ser una estrategia de manejo de recursos, pero los autores se refieren a ella
como estrategia de lectura, de hecho, la palabra lectura esté en la lista de los
lemas recuperados, pero al no ser parte de la clasificacién, no se toma como
relacién taxonomica. Esta riqueza de nombres hace que se dificulte localizar
estas subclases en el corpus.

Para esta clase también se recuperaron algunos conceptos que tienen rela-
ciones no taxondémicas con el concepto principal como aprendizaje, ensenanza,
conocimiento, planificacion, proceso, motivacion. Estos conceptos ayudan a la
descripcién de una estrategia de ensenanza aprendizaje como una herramienta
para que el estudiante adquiera conocimiento, estas estrategias son planificadas
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Tabla 4. Resultados para N-gramas en la clase Estrategias de enserianza aprendizaje.

Lema —Interseccion— —— Dice - —— Jaccard - —— Traslape - —— Coseno -
estrategia 3803 1.0000 1.0000 1.0000 1.0000
aprendizaje 867 0.2289 0.1292 0.2297 0.2289
cognitivo 524 0.1957 0.1085 0.3378 0.2158
metacognitivas 410 0.1827 0.1005 0.5985 0.2540
estudiante 214 0.0656 0.0339 0.0785 0.0665
uso 203 0.0886 0.0463 0.2599 0.1178
conocimiento 176 0.0666 0.0345 0.1188 0.0742
emplear 175 0.0803 0.0418 0.3142 0.1202
utilizar 170 0.0760 0.0395 0.2534 0.1064
categoria 146 0.0668 0.0346 0.2575 0.0994
poder 128 0.0495 0.0254 0.0936 0.0561
estilo 116 0.0571 0.0294 0.4514 0.1173
autorregulacién 106 0.0501 0.0257 0.2482 0.0832
motivacion 106 0.0491 0.0251 0.2046 0.0755
ensenanza 104 0.0457 0.0234 0.1387 0.0616
permitir 89 0.0384 0.0196 0.1075 0.0502
proceso 88 0.0317 0.0161 0.0502 0.0341
numero 83 0.0315 0.0160 0.0568 0.0352
patréon 80 0.0397 0.0202 0.3493 0.0857
frecuencia 80 0.0389 0.0198 0.2564 0.0734
enfocar 76 0.0386 0.0197 0.5547 0.1053
elaboracion 74 0.0369 0.0188 0.3610 0.0838
nivel 74 0.0323 0.0164 0.0956 0.0431
utilizacién 71 0.0354 0.0180 0.3333 0.0789
significativo 70 0.0319 0.0162 0.1207 0.0471
deber 69 0.0306 0.0155 0.0980 0.0422
tipo 68 0.0312 0.0158 0.1216 0.0466
usar 65 0.0322 0.0164 0.2778 0.0689
lectura 64 0.0303 0.0154 0.1509 0.0504
planificacién 63 0.0307 0.0156 0.2059 0.0584

por los docentes procurando incentivar la motivacién de los estudiantes, por
ejemplo, las estrategias para la comprensién de lectura.

7. Conclusiones y trabajo futuro

En este articulo se presenté el anélisis de métricas de similitud basadas en
término, a fin de determinar las subclases para la construcciéon de una onto-
logia. Para los procedimientos se utiliz6 un corpus pedagogico con tres clases
principales. En los resultados se muestran los lemas recuperados por clase, entre
los que se encuentran subclases, conceptos descriptivos y algunas palabras no
relacionadas con la clase o que aportan poca informacién para la ontologia.

La clase de Estilos de aprendizaje recupera todas las subclases, y los otros
conceptos recuperados describen bien a la clase. En la clase Estrategias de
aprendizaje solo se recuperan dos de tres mientras que en la clase Tipos de
inteligencia se recuperan cinco de ocho; estas clases no presentan subclases
bien definidas, por lo que el tamano del corpus no permite establecer todas
las subclases.

En cuanto a las métricas utilizadas, el coeficiente de traslape es el que obtuvo
resultados mas altos en las tres categorias, pero esta métrica puede ser enganosa,
ya que si un lema tiene pocas apariciones, pero estas estdn en el mismo n-grama
que la clase, el coeficiente de traslape es igual a 1. Es por eso que se utilizan las
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otras métricas para recuperar los lemas. Los coeficientes de Dice y de Jaccard
obtienen resultados muy bajos, incluso mas que el tope establecido de 0.03. Esto
tiene que ver con la longitud del corpus, que para efectos de estas meétricas,
puede considerarse pequeno. Sin embargo, a pesar de los resultados bajos en las
meétricas, los valores méas altos se encuentran en los lemas importantes para la
clase, ya sea como una subclase 0 como una relaciéon no taxonémica.

Como trabajo futuro, se pretende incrementar el corpus a fin de obtener
una mayor riqueza en el vocabulario. Al incrementar las instancias del corpus
de entrada, los resultados en las métricas permitiran recuperar solo términos
importantes. Ademés, se implementaran las métricas basadas en corpus.

Referencias

1. Barriga, F., Hernandez, G.: Estrategias docentes para un aprendizaje significativo.
Una interpretacion constructivista. McGraw Hill, México (2004)

2. Alvarez Carmona, M.n.: Deteccion de similitud semantica en textos cortos. Ph.D.
thesis, Instituto Nacional de Astrofisica Optica y Electronica (2014)

3. Dai, X., Li, X.: Study of learning source ontology modeling in remote education.
In: 2010 International Conference on Multimedia Technology. pp. 1-4 (Oct 2010)

4. Du, L., Zheng, G., You, B., Bai, L., Zhang, X.: Research of online education
ontology model. In: 2012 Fourth International Conference on Computational and
Information Sciences. pp. 780-783 (Aug 2012)

5. Faria, C., , Girardi, R.: A domain-independent process for automatic on-
tology population from text. Science of Computer Programming 95, Part
1, 26 — 43 (2014), http://www.sciencedirect.com/science/article/pii/
S50167642313003419, special Issue on Systems Development by Means of Semantic
Technologies

6. Fu, J., Jia, K., Xu, J.: Domain ontology learning for question answering system in
network education. In: 2008 The 9th International Conference for Young Computer
Scientists. pp. 2647-2652 (Nov 2008)

7. Garcia-Miguel, J.M., Vaamonde, G., Dominguez, F.G.: Adesse, a Database with
Syntactic and Semantic Annotation of a Corpus of Spanish. In: Proceedings of
the Seventh International Conference on Language Resources and Evaluation
(LREC’10). European Language Resources Association (ELRA), Valletta, Malta
(may 2010)

8. Gardner, H.: Estructuras de la Mente (Sep 2001)

9. Gomaa, W., Fahmy, A.: A survey of text similarity approaches 68 (04 2013)

10. Gonzalez, M., Touron, J.: Autoconcepto y rendimiento escolar: sus implicaciones
en la motivacion y en la autorregulacion del aprendizaje. Eunsa (1992)

11. Grandbastien, M., Azouaou, F., Desmoulins, C., Faerber, R., Leclet, D., Quenu-
Joiron, C.: Sharing an ontology in education: Lessons learn from the OURAL
project. In: Seventh IEEE International Conference on Advanced Learning Tech-
nologies (ICALT 2007). pp. 694-698 (July 2007)

12. Grljevic, O., Bosnjak, Z.: Development of serbian higher education corpus. In:
2015 16th IEEE International Symposium on Computational Intelligence and
Informatics (CINTI). pp. 177-181 (Nov 2015)

13. Gruber, T.R.: Toward principles for the design of ontologies used for knowled-
ge sharing. Int. J. Hum.-Comput. Stud. 43, 907-928 (December 1995), http:
//portal.acm.org/citation.cfm?id=219666.219701

ISSN 1870-4069 83 Research in Computing Science 147(6), 2018


http://www.sciencedirect.com/science/article/pii/S0167642313003419
http://www.sciencedirect.com/science/article/pii/S0167642313003419
http://portal.acm.org/citation.cfm?id=219666.219701
http://portal.acm.org/citation.cfm?id=219666.219701

Yuridiana Aleméan, Maria Somodevilla, Darnes Vilarifio

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

Hssina, B., Bouikhalene, B., Merbouha, A.: An ontology to assess the performances
of learners in an e-learning platform based on semantic web technology: Moodle
case study. In: Europe and MENA Cooperation Advances in Information and
Communication Technologies, pp. 103-112. Springer (2017)

Hu, J., Li, Z., Xu, B.: An approach of ontology based knowledge base construction
for chinese k12 education. In: 2016 First International Conference on Multimedia
and Image Processing (ICMIP). pp. 83-88 (June 2016)

Kang, Y.B., Haghighi, P.D., Burstein, F.: Cfinder: An intelligent key concept
finder from text for ontology development. Expert Systems with Applications
41(9), 4494 — 4504 (2014), http://www.sciencedirect.com/science/article/
pii/S0957417414000189

Kolb, D.: Learning style inventory. MA: Hay Group, Hay Resources Direct, Boston
USA (1976)

Meéndez, N.D.D., Carranza, D.A.O., Ocampo, M.G.: Representacion ontologica de
perfiles de estudiantes para la personalizacion del aprendizaje. Revista Educacion
en Ingenieria 10(19), 105-115 (2015)

Ochoa, J.L., Hernandez-Alcaraz, M.L., Almela, A., Valencia-Garcia, R.: Learning
semantic relations from Spanish natural language documents in the financial do-
main. In: Proceedings of the 3rd International Conference on Computer Modeling
and Simulation, held at Mumbai, India. Chengdu: Institute of Electrical and
Electronics Engineers, Inc. pp. 104-108 (2011)

Ochoa, J.L., Hernandez-Alcaraz, M.L., Valencia-Garcia, R., Martinez-Bejar, R.:
A semantic role-based methodology for knowledge acquisition from Spanish docu-
ments. International Journal of Physical Sciences 6(7), 1755-1765 (2011)

Olivos, P., Santos, A., Martin, S., Caifias, M., Gémez, E., Maya, Y.: The relationship
between learning styles and motivation to transfer of learning in a vocational
training programme. Suma Psicologica 23(1), 25-32 (2016)

Teixeira, J., Sarmento, L., Oliveira, E.: Semi-automatic creation of a reference
news corpus for fine-grained multi-label scenarios. In: 6th Iberian Conference on
Information Systems and Technologies (CISTI 2011). pp. 1-7 (June 2011)

Uskov, V., Pandey, A., Bakken, J.P., Margapuri, V.S.: Smart engineering edu-
cation: The ontology of internet-of-things applications. In: 2016 IEEE Global
Engineering Education Conference (EDUCON). pp. 476-481 (April 2016)
Weigand, H.: A multilingual ontology-based lexicon for news filtering-the TREVI
project. In: Proceedings of the IJCAI Workshop on Multilingual Ontologies-Nagoya
(1997)

Weinstein, C.E., Mayer, R.E.: The teaching of learning strategies. In: Innovation
abstracts. vol. 5. ERIC (1986)

Research in Computing Science 147(6), 2018 84 ISSN 1870-4069


http://www.sciencedirect.com/science/article/pii/S0957417414000189
http://www.sciencedirect.com/science/article/pii/S0957417414000189

ISSN 1870-4069

Sistema para la generacién personalizada de
resimenes a partir de multiples documentos

Orlando Herndndez Herndndez, Esau Villatoro Tello,
Christian Lemaitre Ledn

Universidad Auténoma Metropolitana (UAM) Unidad Cuajimalpa,
Departamento de Tecnologias de la Informacion,
México

orlandoox5@gmail.com,
{evillatoro,clemaitre }@correo.cua.uam.mx

Resumen. En el mundo actual las necesidades de informacién son cada
vez mayores y al mismo tiempo muy diversas, esto tltimo debido a los
distintos perfiles de usuarios en la web. Durante la ultima década el
aumento en la generacién de contenidos ha crecido tanto que se requiere
una gran cantidad de recursos para almacenar y procesar toda esta infor-
macion. Esta explosién de informacién obliga a desarrollar herramientas
inteligentes que faciliten la bisqueda, organizacién y recuperacién de
la informacién para los distintos usuarios. Dentro de este trabajo se
describe el desarrollo de una herramienta para la generacién automética
de resimenes de multiples documentos, los cuales son guiados por la
consulta de un usuario. La herramienta desarrollada emplea técnicas de
Inteligencia Artificial para identificar los distintos sub-tépicos contenidos
en una coleccién de documentos, con los cuales es posible construir
un resumen que satisface las necesidades de informacién de usuarios
especificos.

Palabras clave: resumen automatico de miltiples documentos, resumen
guiado por consulta, aprendizaje automéatico, agrupamiento de documen-
tos, similitud de textos.

User’s Profile-Aware Multi-Document
Summarization System

Abstract. Nowadays the information needs are constantly increasing
and at the same time they are very diverse, this last due to the presence
of users with different profiles. During the last decade the increase in
content generation has grown so much that it requires a great amount
of resources for storing and accurately processing all this information.
This explosion of information requires the development of intelligent
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tools that facilitates searching, organizing and retrieving information for
different users. In this paper we describe the development of a tool for
the automatic generation of summaries of multiple documents, which are
guided by the query given from the user. Developed tool uses Artificial
Intelligence techniques to identify the different subtopics contained in a
collection of documents, then, the most relevant pieces od information
are used for building a summary that satisfies the information needs of
specific users.

Keywords: multiple document summarization, query focused summa-
rization, machine learning, clustering, textual similarity.

1. Introduccién

Actualmente la generaciéon de contenido textual ha crecido de una manera
exponencial, de tal forma que se hace una tarea casi imposible leer toda la
informacion referente a uno o varios temas. La informacién que actualmente
podemos encontrar en la red gracias a los buscadores, nos facilitan en gran
medida la tarea de recuperacion de informacién ya que el usuario solo debe de
ingresar una consulta. Sin embargo, estos buscadores devuelven una lista muy
grande de documentos relacionados a la consulta [1]. Debido a que los resultados
de la busqueda son demasiados, es tarea del usuario realizar la actividad de
discriminar entre aquellos documentos que le son relevantes y los que no, pues
es altamente probable que muchos de los documentos recuperados presentan
informacién redundante, informacion desactualizada, o incluso algunos que no
contengan informacién relevante para el usuario.

Herramientas como lo son los sistemas de generacién de restimenes pueden
impactar de manera positiva en la problematica planteada. Un resumen es la
sintesis concisa y coherente de la informaciéon mas importante contenida en uno
o mas documentos, por lo que un sistema generador de resimenes tiene como
objetivo presentar al usuario las ideas principales de los documentos de referencia
en un texto pequenio [2, 3]. Tradicionalmente, los sistemas de generacién de
resumenes se caracterizan por proponer métodos eficientes para la deteccion
de la informacion relevante de uno o varios documentos, asi como identificar
las redundancias de forma que es posible obtener un texto simplificado en el
que se plantean las ideas clave del conjunto de documentos. Sin embargo, los
sistemas de generacion de resumenes han tenido enfoques muy genéricos, es decir,
suelen construir resimenes similares para distintos usuarios. Ante la diversidad
de usuarios y de necesidades de informacién, es que surgen los sistemas de
generacién de resimenes guiados por consulta. El objetivo principal de este tipo
de sistemas es construir un resumen que satisfaga las necesidades de informacién
de usuarios especificos [2, 4, 5].

En este sentido, el presente trabajo describe el desarrollo de una herramienta
para la generacion de resimenes de multiples documentos guiados por consulta.
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Nuestro software emplea técnicas de Inteligencia Artificial y de Procesamiento
de Lenguaje Natural para la identificacién de informacién redundante asi como
de la diversidad de los tépicos contenidos en una coleccién de documentos.
Una caracteristica relevante del sistema desarrollado es la incorporacién de un
médulo de recuperacién de informacién, el cual es capaz de descargar infor-
maciéon de la web, que posteriormente es procesada para la construccién del
resumen. Esta funcionalidad permite al usuario obtener en tiempo real todos
aquellos documentos que son relevantes a una necesidad de informacién, es
decir, documentos que estan relacionados teméaticamente. Una vez descargados
los documentos, el usuario podra realizar uno o varios resiimenes que responden
a necesidades especificas informacién. Es importante mencionar la herramienta
desarrollada tiene un modo de funcionamiento 'fuera-de-linea’; con el cual el
usuario puede proporcionar a la herramienta directamente los documentos que
quiere analizar. Como se mostrard mas adelante, el software desarrollado esta
listo para descargarse y ejecutarse en plataformas Windows y Linux.

El resto del documento esta organizado de la siguiente manera. La seccién 2
describe brevemente algunos de los trabajos relacionados, la seccién 3 describe
el método de generacién de resimenes de nuestro software; la seccién 4 muestra
algunas pantallas del sistema asi como un ejemplo de como el sistema toma en
cuenta las preferencias del usuario para su funcionamiento. Finalmente la seccién
5 enuncia las conclusiones alcanzadas asi como algunas lineas de trabajo futuro
para la optimizacién del sistema desarrollado.

2. Trabajo relacionado

La generacién de restimenes es una tarea que el PLN aborda por medio
de distintos enfoques y métodos con la finalidad de mejorar la calidad de los
resumenes generados para satisfacer las necesidades de informacién del usuario.
A continuacién se describirdn algunos trabajos precursores al nuestro.

En el trabajo descrito en [7], los autores emplean a los términos més frecuen-
tes como los mas relevantes en el texto, y por lo tanto son los que ayudan a
determinar la temética principal de un texto. En [7], el autor solo extrae para
la generacién del resumen aquellas oraciones que contienen presencia de estos
términos. Por otro lado, trabajos que han empleado técnicas de aprendizaje
automdtico para la construccién de restimenes son como el descrito en [5]. En
este enfoque se utilizan atributos que describen a las oraciones en términos de
su ubicacién en el documento, nimero de palabras, etc. Con estos atributos los
autores entrenan un modelo de aprendizaje computacional, con el cual logran
generar resumenes de un sé6lo documento. Estos dos trabajos, representan refe-
rentes cldsicos de la generacion de resimenes de un sélo documento. Y muestran
que, hasta cierto punto, atributos relacionados a la posicién de las palabras, su
frecuencia, su complejidad, similitud con el titulo, longitud de las oraciones, etc.,
son atributos que ayudan a identificar porciones de texto importantes para la
construccién del resumen. Sin embargo, su funcionalidad no incorpora al usuario
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en el proceso de la construccién, es decir, los resimenes que se generan para un
mismo documento serdn similares sin importar el perfil del usuario.

Maés recientemente, con el afdn de incorporar las necesidades del usuario en
la generacién de los resumenes, surgen propuestas que incorporan el perfil del
usuario. Por ejemplo en [9], los autores proponen un método de regresién para la
clasificacién de las oraciones que podrian ser parte (o no) del resumen tomando
como referencia una consulta dada por el usuario. Se utilizan siete caracteristicas
en total para la generacién de resimenes de multiples documentos, tres son de-
pendientes de la consulta: coincidencia nombre y entidad, la similitud de palabras
y la coincidencia semantica. Las otras 4 son independientes de la consulta: la
posicién de la oracién, entidad nombrada, el resultado de TF-IDF en las palabras
y la penalizacién de palabras vacias'. Su sistema propuesto se necesita entrenar
con una serie de resimenes generados por humanos. Este método utiliza varios
técnicas basadas en n-gramas? las cuales se encargan de calcular el puntaje de las
oraciones para identificar las que son relevantes y las que no. Finalmente para
eliminar la redundancia de informacién se utilizan MMR (Maximal Marginal
Relevance), la cual es una medida para cuantificar desemejanza entre la oracién
que se estd considerando y las que ya estan seleccionadas.

De forma similar, en [11] se utiliza un modelo de aprendizaje supervisado,
utilizando el corpus del DUC 2005 para entrenar al sistema. En general, el
sistema propuesto consta de tres pasos para lograr la generaciéon de resimenes.
El primero es la clasificacién de oraciones en orden de relevancia de acuerdo
a la consulta dada, en este paso se utilizaron dos algoritmos de clasificacién:
Support Vector Regresion (SVR) [10] vy LambdaMART [3]. En este paso se
eliminan palabras vacias asi como un conjunto de palabras especificas, las cuales
son: “discuss, describe, specify, explain, identify, include, involve, note”. El
segundo es un método de compresién de oraciones, y finalmente el tercer paso
es el Post-procesamiento para la generacion del resumen, para lo cual utilizan
esquemas de pesado TF-IDF? para la identificacién de los elementos relevantes.
La desventaja principal de estos trabajos es que requieren de colecciones de datos
etiquetados para poder aplicar técnicas de aprendizaje supervisado.

Por otro lado, en [4] se propone un método que no requiere de un conjunto
de datos etiquetados. Los autores proponen un método que se compone de
cuatro etapas. La primera es un proceso que busca identificar la similitud de
los elementos de los documentos, para lo cual crea una matriz de similitudes,
misma que involucra a la consulta. El siguiente paso es la ponderacion, para
esto se suma todas las filas correspondientes a cada documento, de esta forma
se logra identificar (rankear) a los documentos més representativos. El tercer
paso es ordenar los documentos en forma descendente y eliminar los que tengan

! Del ingles stop words son términos que no tienen carga semantica como los conecto-
res, articulos, etc.

2 Es una subsecuencia de n elementos de una secuencia dada

3 Del inglés Term Frequency-Inverse Document Frequency, este esquema le da mayor
relevancia a los términos que son menos frecuentes en la coleccién, pero més
frecuentes en el documento
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menor importancia. Finalmente se generara el resumen con los documentos més
similares a la consulta.

Como se puede observar, la variedad de heuristicas utilizadas para la cons-
truccién de métodos de generacion de restimenes es muy variada. Sin embargo,
algo que tienen en comun estos trabajos es el uso de técnicas de PLN para
identificar aquellas porciones de informacién que se asemejan a la necesidad de
informacién del usuario. Inspirados por estos trabajos, nuestro sistema desa-
rrollado emplea técnicas no supervisadas de aprendizaje, aspectos que le pro-
porcionan una flexibilidad importante a nuestro sistema al no depender de un
conjunto cerrado de etiquetas. Finalmente, es importante mencionar que para el
desarrollo de nuestra herramienta de generacién de restimenes, tomamos como
base las ideas propuestas en [8].

3. Meétodo propuesto

La figura 1 muestra de manera esquemaética los componentes principales
del sistema de generacion de resimenes. En términos generales el sistema esta
conformado por dos médulos: el sistema de Recuperaciéon de Informacién, y el
modulo de Generacién del Resumen.

Sistema Generador de Resumenes

7| Recuperacion de Informacion
Consulta

J >

l

Rango de
Fecha Documentos donde se

extraerd informacion

0

Usuario

[TT1

Ndmero de
Resultados

/N

Documentos procesados|

Tasa de Preprocesamiento |

Compresion

Generacion de Resumen

Construccion BO
dela mmmgll /\crupamiento
Representaciéon

Bolsa de palabras

Extraccién de @@
E Oraciones @
Importantes

Resumen K ) Grupos

Fig. 1. Arquitectura general del sistema propuesto.

Como es posible observar en la figura 1, el sistema recibe como parametros
de entrada la ‘consulta’, ‘rango de fechas’, y la ‘tasa de compresiéon’ que debera
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contener el resumen. La consulta proporcionada sirve para que el médulo de
recuperacién de informacion descargue de la web todos aquellos documentos que
se presumen relevantes a la consulta. El parametro de rango de fechas sirve para
delimitar la bisqueda, de igual forma el parametro de ‘ntimero de resultados’.
Una vez concluida la descarga, el médulo de generacién de resumen entra en
accién. En su interior, éste utiliza técnicas de agrupamiento y de PLN para
la construccion del resumen final. Note que para la construccién del resumen se
utiliza la consulta dada por el usuario, sin embargo es importante mencionar que
esta consulta puede variar con respecto a la consulta que provoco la descarga. A
continuacion se describird con mayor detalle el funcionamiento de cada uno de
los componentes del sistema desarrollado.

3.1. Recuperacion de informacion

Nuestro médulo de Recuperacién de Informacién (RI) tiene como objetivo la
obtencién de la informacién relevante a una consulta. Para la versién actual
de nuestro sistema, la fuente de informacion donde se hace la busqueda de
informacién es el dominio del periédico ‘El Universal’.

De esta forma, como cualquier sistema de RI, el principal pardmetro de
entrada es la consulta del usuario, sin embargo, con el afin de delimitar el
proceso de busqueda, dos parametros adicionales son incorporados: rango de
fechas, y nimero de resultados. El primero ayuda a establecer los rangos de
fechas entre los cuales debieron haber sido publicados los documentos para ser
recuperados. El segundo parametro establece a través de un nimero especifico la
cantidad de documentos que se deben de recuperar. Si el usuario decide emplear
el segundo parametro, la descarga siempre se hard del documento mas reciente
al mas antiguo hasta cumplir con el valor establecido.

Especificamente, los submdédulos que se desarrollaron para el motor de RI son:
un crawler y un moédulo de pre-procesamiento de informaciéon. A continuacién
describimos los objetivos de cada uno.

Crawler. Para el desarrollo del crawler fue necesario familiarizarse con la es-
tructura del sitio de ‘El Universal’. Una vez realizado esto, lo que nuestro
crawler hace es aprovechar el motor de biusqueda propio de la pagina del
universal para localizar aquellas noticias que satisfacen la necesidad de in-
formacién del usuario, es decir, se localizan todos aquellos documentos que
contienen los términos de la consulta proporcionada por el usuario.

Una vez localizadas los documentos relevantes, el crawler navega por cada
uno de estos documentos descargando solo aquellos que satisfacen la res-
triccion de las fechas proporcionadas por el usuario, o si se da un nimero
méaximo de descargas, se descargan del mas actual al méds antiguo hasta
cubrir el requisito. Es importante mencionar que el crawler descarga en el
disco local solo el texto de cada documento, de momento, no se recuperan
fotos y/o videos. Un ejemplo de una nota descargada por nuestro sistema es

* http://www.cluniversal.com.mx/
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mostrado en la figura 2. Observe que del lado izquierdo se muestra la misma
nota en su formato original en el sitio de El Universal.

Pide INE a partidos generar
condiciones para garantizar
paz publica tras elecciones

@ El gran desafio que tenemos 10dos 1os que organizamos el proceso
electoral ‘es que la paz publica esté ahi el dia después de las elecciones”,
planteé el consejero presidente del Instituto, Lorenzo Cérdova

Foto: Archivo/EL UNIVERSAL
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El Instituto Nacional Electoral (INE) llam a los partidos a
generar compromisos para mantener |2 paz pablica tras la
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Pide INE a partidos generar condiciones para garantizar paz piblica tras elecciones
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E1 gran desafio que tenenos todos los que organizanos el proceso electoral “es que la paz piblica esté
ahi el dia después de las elecciones”, plante6 el consejero presidente del Instituto, Lorenzo Crdova
€1 Instituto Nacional Electoral (INE) lland a los partidos a generar compromisos para mantener la paz
piblica tras la jornada electoral del 1 de julio.

E] gran desafio que tenenos todos los que organizanos el proceso, quienes las hacen o protagonizan, “es
que 1a paz piblica esté ahi el dia después de las elecciones”, plantes el consejero presidente del
Instituto, Lorenzo Cérdova.

“€1 dos de julio tenemos un desafio como sociedad, porque ese dia las empresas van a abrir, las fuentes
de trabajo van a abrir, los mercados van a abrir” dijo Cérdova, al convocar por ello a las fuerzas
politicas nacionales a generar compromisos “transversales” con la ciudadania, més allé de la eleccién,
para que la paz piblica se preserve tras las votaciones.

Cérdova Vianello clausuré los trabajos de “El Seguiiento y la Gobernanza de la Estrategia Nacional de
Educacién Civica” (ENCCIVICA), marco en el que records que lo que hace democriticas las elecciones, es
que sean el cauce legal e institucional para procesar pacificamente los conflictos, “y recrear sin
derrananientos de sangres, el poder politico”.

Pero 1a mejor manera de “fortalecer el proceso democrtico que nos viene encima y del que vanos a
sobrevivir, pero para sobrevivir hay que asumir este desaffo de las elecciones, como una tarea
colectiva” y responsabilidad de todos, indicd.

Recalc6 que el 2 de julio, dia siguiente a la eleccidn, “tenemos la obligacién de que la paz piblica
perdure, porque nuestros problenas, los grandes problemas nacionales van a estar ahi, van a seguir
estando ahi. Y no le toca ni a los académicos, ni a los funcionarios piblicos hacer futurismo ni
previsiones”.

Ante autoridades electorales federales, estatales y miembros de los partidos politicos, Cordova expuso
que independientemente de quien resulte electo para la Presidencia, las gubernaturas y las presidencias
nunicipales, seguranente no habrd mayorias sino pluralidad, y con ella se deber gobernar

E1 consejero Marco Antonio Bafios, presidente de la Comisidn de Organizacién y Capacitacién Electoral
confi6 en que “vamos a sobrevivir” tras el proceso del 1 de julio

“Pero dependenos mucho del Conteo Répido, eso es realmente el detalle de ahora. Entonces, pues a ver
quién sobrevive y quién no”.

Fig. 2. Visualizacién de la noticia original(lado izquierdo) y la noticia descargada por
el Crawler(lado derecho).

Pre-procesamiento de la informaciéon. Una vez que se han obtenido los do-
cumentos relevantes, este médulo hace un limpiado de la informacién qui-
tando etiquetas XML, HTML o cédigo Java Script. Cuando el documento
ha sido limpiado el texto es guardado en documentos .txt, y son nombrados
con el numero de descarga y el nombre de la noticia, ejemplo: “12 Elecciones
2018.txt” (sin comillas), indicando que es la noticia nimero 12 descargada.
Internamente, el médulo de pre-procesamiento segmenta las noticias en ora-
ciones® y genera dos copias de cada noticia (figura 3) segmentadas por oracio-
nes. La copia 1 es utilizada para obtener las oraciones en su formato original,
mientras que las oraciones almacenadas en la copia 2 pasan por un proceso
de normalizacion, es decir truncado, llevadas a mintsculas, eliminacién de
simbolos de puntuacién, etc. Los documentos en su version de la copia 2 son
la entrada del médulo de generacién del resumen.

3.2. Generacion de resumen

Este moédulo es el encargado de procesar la informacién con la finalidad
de construir un resumen que satisfaga las necesidades de informacion de un
usuario en especifico. Como se mostré en la figura 1, este médulo comprende

5 Para hacer la segmentacién se utilizé la funcién sent_tokenize proporcionada por
la biblioteca de Python NLTK (https://www.nltk.org)
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Esta noticia ici
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ha sido una sidoun la
COPIA 1 de las mas mas sonad COPIA2
|_sonadas. |

12 Elecciones 2018 — Linea O-.txt 12 Elecciones 2018 — Linea 0-.txt

Estas .
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. — | id han sido —
12 Elecciones 2018 an t5| o difici 12 Elecciones 2018
| dificiles. |

12 Elecciones 2018 — Linea 1-.txt 12 Elecciones 2018 — Linea 1-.txt

AMLO dijo:
“Este 2018
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amlo dijo este
2018 gan

12 Elecciones 2018 — Linea 2-.txt 12 Elecciones 2018 — Linea 2-.txt

Fig. 3. Almacenamiento interno de la informacién en dos modalidades, informacién
original (izq.) , e informacién pre-procesada para su posterior andlisis (der.).

varios procesos: construccién de la representacién, agrupamiento, y extraccion
de oraciones importantes. A continuacién describiremos el objetivo de cada uno
de estos procesos.

Construccién de la representacion. El primer paso obligado es el indexado
de las oraciones (5), actividad que denota hacer el mapeo de una oracién s;
en una forma compacta de su contenido. La representacién mas cominmente
utilizada para representar textos es un vector con términos ponderados
como entradas, concepto tomado del modelo de espacio vectorial usado en
recuperacién de informacién. Esto es, cada texto s; es representado como el
vector ; = (Wi, ... ,W||;), donde 7 es el diccionario, i.e., el conjunto de
términos que ocurren al menos una vez en algin elemento de S, mientras
que wy; representa la importancia del término t; dentro del contenido del
documento s;. Este método de representacién, también conocido como bolsa
de palabras (BoW), propone varios esquemas para definir wy;, en particular,
para nuestro sistema desarrollado se utilizé el esquema de pesado TF-IDF
[2].

Clustering. El Clustering o agrupamiento es un proceso que nos permite en-
contrar los distintos sub-temas contenidos en la coleccién de documentos.
Este proceso nos ayudard a identificar la informacion relevante y redundante
que existe en dicha coleccién de documentos. Para este proceso se utilizé el
algoritmo de agrupamiento estrella [1] (Algoritmo 1). Entre las bondades de
este método se tiene que induce de manera natural el numero de grupos [6] en
una colecciéon. La salida del algoritmo son grupos de documentos en forma de
estrella en donde el centro de la estrella es el documento mas representativo
del grupo y los satélites son los documentos que estan relacionados a ese
centro de estrella.
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Datos: Grafo GG, umbral de similitud o
Resultado: Grupos en forma de estrella
Calcular G, = (V, E;) donde E, = {e € E: w(e) > c};
Poner cada vértice en GG, inicialmente marcado como no-visitado;
mientras no estén todos los vértices marcados como visitados hacer
1. Tomar el vértice de mayor grado que tenga la etiqueta “no-visitado”
como centro de la estrella;
2. Construir un grupo con éste como centro de la estrella y sus satélites con
sus vértices asociados;
3. Marcar cada nodo de la estrella recién construida como “visitados”;
fin
Algoritmo 1: Algoritmo de agrupamiento estrella.

La entrada del algoritmo de agrupamiento estrella es un grafo G el cual es
un grafo completo con aristas de peso variable. Para nuestro caso, este grafo
es generado a través de considerar a todas las oraciones s; de la coleccién
de documentos de entrada como los vértices de G, mientras que las aristas
llevan como peso el valor de similitud entre los vértices respectivos®. De esta
forma, el grafo umbralizado G, es un grafo no dirigido obtenido de G al ir
eliminando todas las aristas cuyos pesos son menores a o.

Observe que otro pardmetro de entrada del método descrito en el algoritmo 1
es el valor de o, el cual representa un valor de similitud minimo que deben de
tener los elementos de cada grupo formado. El valor de ¢ se define por medio
de la similitud media entre los documentos de entrada més la desviacién
estdndar. De esta forma, aseguramos que los grupos formados (sub-temas)
sean realmente relacionados.

Extraccién de oraciones importantes. El objetivo de este proceso es la cons-
truccién final del resumen. Para esto, se toma como entrada los diferen-
tes sub-temas encontrados por la etapa de agrupamiento y la consulta del
usuario que debera guiar el resumen. Para esto se identifican las oraciones
de mayor similitud de cada sub-tema con la consulta del usuario. De esta
forma, estas oraciones se incorporan en el resumen hasta cubrir la tasa de
compresién solicitada por el usuario.

4. Sistema desarrollado

El sistema desarrollado consiste en una aplicaciéon de escritorio la cual per-
mite al usuario generar resimenes a partir de noticias descargadas del sitio ‘El
Universal’, a lo cual le denominamos “Resumen en-linea”. Por otro lado, también
se incorpord un modo en el cual el usuario puede proporcionar directamente la
colecciéon de documentos que quiere analizar, a lo cual denominamos “Resumen
fuera-de-linea”. Para la programacion de esta herramienta se utilizo los lenguajes

6 Para la versién actual del sistema, solo la medida del coseno estd considerada [2].
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Python y Java, lo cual permite que el sistema funcione en plataformas tanto

Windows como Linux”.

Aqui seleccionaremos si
queremos generar un resumen
Resumen Online )| Resumen Offine | | con una coleccidn de datos
existente o si se requieren
descargar los datos.

B

Generador de Resumenes

En esta seccion se
introduce la
consulta del
usuario.

Consulta...

Aqui se recibe el
rango de fecha
para limitar la
busqueda.

Este bot6n detonara el
proceso de bisqueda de
resultados disponibles.

(UNIVERSIDAD
AAUTONOMA
METROPOLITANA

ALY

v eree

Fig. 4. Visualizacién de la interfaz en la seccion “Resumen en-linea’. Esta ventana
permite conectarse a Internet y descargar todos aquellos documentos relacionados con
la consulta proporcionada entre los rangos de fechas especificados.

En la figura 4 se muestra la pantalla del modo “Resumen en-linea”. Como se
puede ver en la figura los pardmetros que se requieren del usuario en esta primer
pantalla es una consulta y un rango de fechas entre los cuales desea buscar
documentos. Una vez se hace la busqueda, el sistema mostrara una ventana
como la que se visualiza en la figura 5. En esta pantalla el usuario puede ver
cuantos documentos se encontraron, y ademds de que se le da la opcion de definir
un nimero especifico de documentos a descargar. Al mismo tiempo se le pide
que defina una tasa de compresiéon para la generacion del resumen final. Al hacer
click en el botén ‘Descargar y generar resumen’, el proceso de construccién del
resumen comenzara.

En la figura 6 se muestra el modo de operaciéon ‘Resumen Off-line’. Bajo
este modo de funcionamiento no es necesario tener una conexién a Internet para
que el sistema trabajo, sin embargo el usuario debera indicar la ubicaciéon de
los documentos que se quieren analizar. Continuando con el ejemplo anterior, si
se quisiera seguir analizando una coleccién previamente descargada, basta con
especificar la ruta en donde se guardaron los documentos.

Note que en el modo ’fuera-de-linea’ se pide nuevamente una consulta (query)
al usuario asi como la tasa de compresiéon del resumen a construir. Bajo este
esquema es posible generar restimenes distintos dependiendo de la consulta
proporcionada por el usuario.

" La versién ejecutable de la herramienta desarrollada se puede descargar desde: http:
//ccd.cua.uam.mx/~evillatoro/Resources/SistemasGeneradordeResmenes.rar

Research in Computing Science 147(6), 2018 94 ISSN 1870-4069



Sistema para la generacion personalizada de restimenes a partir de maltiples documentos

' ‘Generador de Resumenes

Resumen Online | Resumen Offline

En esta seccién veremos los

resultados disponibles para la

¢ busqueda que introducimos
o

Aqui introduciremos cuantas

noticias deseall'ﬂos descargar ! , s 1 Con este botén se comenzara a
para generar el resumen Poromta R . ot realizar los pasos pertinentes
gy para la generacién del resumen
v‘ Wy

Nimero total en porcentaje de
documentos que se utilizaran
para generar el resumen

Fig. 5. Interfaz en la seccién “Resumen en-linea” que se muestra una vez que se han
identificado los documentos relevantes a la consulta. En rojo se muestran el total de
documentos encontrados; una vez que el usuario define la tasa de compresién y presiona
el botén de descarga, se comienza el proceso de generacién del resumen.

ﬂ Generador de Resumenes

Resumen Online | Resumen Offline

Ruta de la coleccién
o, de documentos
Consulta que guiara

[consulta...
el resumen i

P Botdn que nos abre

una venta de

— dialogo para

Numero total en porcentaje de Poroenta el reaimeT - seleccionar la ruta
" <

documentos que se utilizaran ) de los documentos

B

para generar el resumen

Boton con el cual
comenzara el proceso de
la creacion del resumen

.
UNIERSIDAD
AT [
HETROPOLITANA

o st e |

Fig. 6. Ventana que se muestra en el modo de funcionamiento ’fuera-de-linea’. El
usuario debe especificar la ruta de dénde estan los documentos sobre los cuales quiere
trabajar, la consulta, y la tasa de compresiéon del resumen. Una vez definidos estos
pardmetros, se procede a la construccién del resumen.

Finalmente, una vez construido el resumen se visualizard una ventana como
la mostrada en la figura 7 donde sera posible ver el resumen construido. Este
resumen es también almacenado en la ubicacién donde se encuentra la aplicacién

ISSN 1870-4069 95 Research in Computing Science 147(6), 2018



Orlando Hernandez Hernandez, Esau Villatoro Tello, Christian Lemaitre Le6n

Tabla 1. Restimenes generados ante dos consultas distintas empleando la misma
coleccién de documentos.

consultay : Dinero invertido en armas y la relacion del narcotrdfico con Estados
Unidos.

Resumen_1: De acuerdo con Pamela Starr, experta en la relacién entre Estados
Unidos y México de la Universidad del Sur de California, la medida tiene sentido
y guarda relacién con la supuesta oferta que Trump hizo al presidente mexicano,
Enrique Pena Nieto, de colaborar en la lucha contra el narcotrafico y los carteles
de la droga, la cual se habria planteado durante la conversacién telefénica que
mantuvieron hace un par de semanas. Segin expedientes judiciales, la organizacién
efectuaba sus actividades desde la zona suburbana de Dallas, y Trevifio Morales habia
invertido 16 millones de délares de dinero proveniente del narcotréfico en la compra y
entrenamiento de caballos para que participaran en carreras en el suroeste de Estados
Unidos. Desde 2004, Yarrington enfrenta acusaciones por presunto narcotréfico y
lavado de dinero. El narcotréfico, la inseguridad.

consultas : Los estados con mayor indice de violencia y corrupcion policiaca con el
narcotrdfico.

Resumen_2: Aseguré que las fuerzas de seguridad estdn siendo maltratadas, hay
corrupcién en los mandos, convenios con los carteles y corrupcién en los ministerios
publicos. Evitar que fueran reclutados por los criminales, con la prevencién social
de la violencia y la delincuencia, y por el otro, asegurar mayores oportunidades de
educacién de calidad para las y los jovenes. El narcotrafico, la inseguridad. .E» 20
anos de gobierno del PRD y Morena, nuestras familias han visto como se deteriora
la ciudad por la corrupcién.

de escritorio del sistema.

En la Tabla 1 se muestra un ejemplo de dos restimenes construidos a par-
tir de necesidades de informacién diferentes empleando la misma coleccién de
documentos. Para el ejemplo mostrado se descargaron 3,883 noticias empleando
la consulta Narcotrdfico, mientras que para la generacién de los resimenes se
emplearon las siguientes consultas: Dinero invertido en armas y la relacion del
narcotrdfico con Estados Unidos, y Los estados con mayor indice de violencia
y corrupcion policiaca con el narcotrdfico. Para la construccién del resumen se
solicité al sistema una tasa de compresién del 1 %.

Como es posible observar, el sistema genera resimenes muy diferentes a
necesidades de informacion planteadas, lo cual permite, hasta cierto punto,
responder a las necesidades de usuarios diferentes. Internamente, una vez que el
sistema identifica a las oraciones candidatas para estar en el resumen, las mismas
son ordenadas de acuerdo a su nivel de similitud con la consulta, y son colocadas
en este orden hasta cubrir la restriccién de tamano solicitado.

5. Conclusiones

Este trabajo describe la implementacién de un sistema de generacién de
resumenes de multiples documentos guiado por consulta. El sistema desarrollado
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Fig. 7. Ventana que se muestra con el resumen final. Una vez finalizado el proceso de
generacién del resumen, se muestra una ventana de texto con las piezas de informacién
que se identificaron como més relevantes. Si el usuario desea generar otro resumen con
otra consulta diferente, bastara con volver a las ventanas previas.

es capaz de responder a distintas necesidades de informacién por medio de
considerar una consulta proporcionada en lenguaje natural por uno o varios
usuarios. Una de las ventajas del sistema desarrollado es que se incorporé un
moédulo de recuperacién de informacién, el cual se conecta en tiempo real a el
sitio de noticias de El Universal para descargar documentos que satisfacen una
necesidad de informacién inicial. Posteriormente, usuarios con diferentes perfiles
o necesidades de informacién pueden generar variados resimenes que responden
a consultas especificas.

Para el desarrollo del presente sistema se utilizaron técnicas de Inteligencia
Artificial asi como de Procesamiento de Lenguaje Natural. Por un lado, en lo
que respecta a PLN, técnicas tradicionales de representacion de textos asi como
de céalculo de similitud entre documentos son utilizadas para procesar los do-
cumentos. Por otro lado, técnicas de aprendizaje no supervisado son empleadas
para la identificacién de tépicos importantes entre los documentos descargados.

Durante la implementacion del sistema fue posible observar que mejores
formas de representacién de la informacién pueden ser incorporadas al sistema,
asi como técnicas mas eficientes de agrupamiento. Como parte del trabajo futuro,
queremos incorporar representaciones que capturen de manera mas eficiente la
semantica de los documentos, de forma que sea posible identificar oraciones
relevantes aunque éstas no compartan términos de manera explicita. Agregado
a eso, queremos emplear estrategias de agrupamiento jerarquico, técnica que
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permitird construir el resumen considerando otro esquema de organizaciéon de la
informacién relevante. Ambas estrategias permitiran la construccién de restime-
nes mas valiosos para el usuario final.

Agradecimientos. Agradecemos a la Coordinacion de la Licenciatura Tecno-
logfas y Sistemas de Informacién de la Universidad Auténoma Metropolitana,
Unidad Cuajimalpa por el apoyo otorgado para la realizacién de este trabajo.
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Resumen. En la interaccién humano-robot la generacion automética de dialogos
es una parte importante. Los didlogos generados deben garantizar una
conversacion coherente entre el humano y el robot, se espera que la interaccion
sea lo mas natural y eficaz que se pueda. En este trabajo se plantea el uso de
entidades semanticas como elementos basicos que posteriormente seran
utilizados para la realizacion de un modulo de comprension del lenguaje como
parte de un sistema de dialogos. Para poder identificar las entidades seménticas
en los didlogos se evaluaron dos herramientas para reconocer entidades
nombradas (NER), que utilizan como nucleo un clasificador basado en Campos
Aleatorios Condicionales. Los resultados que se obtienen en este trabajo permiten
afirmar que estos dos NER tienen buenos resultados en el reconocimiento de las
entidades seménticas (tokens) pues de manera global superan el 84% de
exactitud. El corpus utilizado en este trabajo es el corpus espafiol DIHANA, el
cual estd compuesto de didlogos sobre un sistema de informacién de consultas
telefénicas sobre horarios y precios de trenes de largo recorrido.

Palabras clave: sistema de dialogos, entidad seméntica, reconocedor de entidad
nombrada.

Identification of Semantic Tags for Use in Dialogues

Abstract. In the human-robot interaction the automatic generation of dialogues
is an important part, the generated dialogues must guarantee a coherent
conversation between the human and the robot, the interaction is expected to be
as natural and effective as possible. In this paper, the use of semantic entities as
basic elements is proposed, which will later be used for the realization of a
language understanding module as part of a dialog system. To identify the
semantic entities in the dialogues, two tools for recognizing named entities
(NER) were evaluated, using as a nucleus a classifier based on Conditional
Random Fields. The results obtained in this work allow us to affirm that these
two NERs have satisfactory results in the recognition of semantic entities
(tokens) because, overall, they exceed 84% accuracy. The corpus used in this
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work is the Spanish DIHANA corpus, which is composed of dialogues about an
information system of telephone queries about schedules and prices of long-
distance trains.

Keywords: dialog system, semantic entity, named entity recognizer.

1. Introduccion

A medida que mejora la comprension del lenguaje y la tecnologia de generacion
automdtica de didlogos, también aumenta el interés en la construccion de sistemas de
conversacion de usuario, que pueden ser utilizados para una variedad de aplicaciones
tales como planificacion de viajes, sistemas tutoriales o soporte técnico basado en chat.
La descripcion de algunos de estos sistemas desarrollados en los Gltimos afios se puede
encontrar en [1-8].

Los sistemas de didlogo hablado o sistemas conversacionales son una tecnologia
concebida para facilitar la interaccion natural mediante el habla, entre una persona y
una computadora, son una interfaz hombre-méaquina capaz de reconocer y comprender
una entrada hablada y reproducir una salida oral como respuesta. Los sistemas de
didlogo consisten de una estructura modular en la que cada moédulo se ocupa de
determinadas tareas en interaccion con todos los demas médulos, normalmente los
mdédulos que conforman a un sistema de dialogo son: el reconocedor del habla, el
mddulo de comprension del lenguaje, el gestor del didlogo y el médulo de generacién
de respuesta.

En este trabajo nos enfocamos Unicamente al médulo de comprension del lenguaje,
en donde se maneja el concepto de entidad semantica y como reconocer estas entidades
semanticas a través del uso de reconocedores de entidades nombradas (Named Entity
Recognizer, NER) [9] y posteriormente sea mas facil el proceso de comprension del
lenguaje en la interpretacién semantica (secuencia de unidades semanticas) y que en un
futuro forme parte de un sistema de dialogo del tipo pregunta-respuesta.

El presente trabajo estd estructurado de la siguiente manera: en la seccién 2 se
describe el corpus que se utilizo para hacer la prueba de los NER; en la seccién 3 se
describe el proceso general de un NER vy se presentan los resultados obtenidos de dos
herramientas NER utilizadas en este trabajo; finalmente, en la seccion 4 se presentan
las conclusiones y el trabajo a futuro.

2.  Estudio de caso corpus DIHANA

Con la finalidad de evaluar la identificacion de entidades seménticas en el uso de
didlogos se utilizé el corpus DIHANA [10]. El corpus en espafiol DIHANA est4
compuesto por 900 di&logos sobre un sistema de informacion de consultas telefonicas
sobre horarios y precios de trenes de largo recorrido. Fue adquirido por 225 hablantes
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Tabla 1. Ejemplo de algunos dialogos del corpus DIHANA.

No. Dialogo
u0000 hola buenos dias mira queria saber horario de trenes para ir a cuenca
U0001 si que queria saber horarios de trenes para ir a cuenca
u0002 pues quiero salir el dia treinta de junio
u0003 pues no gracias
U0004 hola buenos dias queria saber horarios para ir a Barcelona
U0005 pues quiero salir el treinta de julio
U0006 pues que quiero ir el treinta de julio

si efectivamente y quisiera ir en un tren que fuese rapido tengo que estar alli antes
de las ocho de la tarde vamos

u0008 quisiera saber el horario de un tren que llegue alli antes de las ocho

uooo7

U0000:holabuenos dias mira queria saber horario de trenes para ir a cuenca

hola buenos dias: cortesia
mira queria saber: consulta
horario de trenes para ir: <hora>
a cuenca: ciudad_destino

TU0001:sique queria saber horarios de trenes para ir a cuenca

si: <afirmacion>
que: nada

queria saber: consulta
horarios de trenes para ir: <hora>

a cuenca: ciudad_destino

Fig. 1. Dos diélogos y sus correspondientes entidades semanticas.

diferentes (153 hombres y 72 mujeres). Hay 6,280 turnos de usuario y 9,133 turnos del
sistema. El tamafio del vocabulario es de 823 palabras. La cantidad total de sefial de
voz fue de aproximadamente cinco horas y media (véase la tabla 1).

La Fig. 1 muestra dos didlogos y sus correspondientes entidades seménticas.

La adquisicion del corpus DIHANA se llevo a cabo por medio de un prototipo
inicial, utilizando la técnica del Mago de Oz (WoZ). Esta adquisicion solo se restringié
a nivel semantico (es decir, los didlogos adquiridos estan relacionados con un dominio
de tareas especifico) y no se restringio a nivel léxico y sintactico (habla espontanea).
En este proceso de adquisicion, el control seméntico fue proporcionado por la
definicion de escenarios que el usuario tenia que cumplir y por la estrategia WoZ, que
define el comportamiento del sistema de adquisicion.

3. Evaluacion de reconocedores de entidades nombradas (NER)

En este trabajo se emplean dos reconocedores de entidades nombradas (NER) para
reconocer entidades semanticas en los dialogos del corpus DIHANA y esto nos ayude
en el proceso de comprensidn del lenguaje en la interpretacién semantica (secuencia de
unidades seménticas) de los dialogos.
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3.1. Descripcion general del proceso de un NER

En el procesamiento de lenguaje natural, el reconocimiento de entidad nombrada es
una tarea de extraccion de informacion que busca ubicar y clasificar elementos en texto
en categorias predefinidas, tales como personas, organizaciones, lugares, expresiones
de tiempo y cantidades entre otros. Por ejemplo, en el siguiente texto [9]:

“Jim compro6 300 acciones de Acmé Corp. en 2006
al aplicarle un NER se obtiene que se reconocen las entidades persona, organizacion y tiempo:

“[Jim] (persona) compro 300 acciones de [Acmé Corp.] (organizacisn) €n [2006] (tiempo)-

El proceso de un NER normalmente consta de tres etapas:

Primera etapa. Corresponde a la preparacion de los datos de entrenamiento, la cual se
describe graficamente en la Fig. 2, en donde inicialmente se tiene un corpus identificado
como un “Archivo plano”, al cual se le aplica un método de “tokenizacion” y
posteriormente se realiza el “ctiquetado” del corpus de acuerdo con los requerimientos
de cada NER.

0 « «
Corpus Y .
Archivo plano H Tokenizacion H Etiquetado J
\ Y, L

AN J

Fig. 2. Preparacion de los datos de entrenamiento para un NER.

Segunda etapa. Esta etapa corresponde a la etapa de entrenamiento del NER, en donde
se utiliza parte del corpus generado en la primera etapa (Training) y como resultado se
obtiene un modelo de NER entrenado, el cual se describe en la Fig. 3.

— A ]

-

NER
AA

r

Training | Modelo

A

Fig. 3. Etapa de entrenamiento de un NER.
Tercera etapa. Corresponde a la evaluaciéon del modelo obtenido en la etapa anterior

y es aqui donde se ve el desempefio del modelo, verificando la precision de las entidades
semanticas identificadas, como se muestra en la Fig. 4.
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Test]i

- Elementos )
F — NER | | semanticos

Training AA Modelo “feconocidos
Clasificacion

Fig. 4. Etapa de evaluacion de un NER.

Tabla 2. Descripcidn de los archivos de entrenamiento y prueba.

Caracteristica Archivo de entrenamiento Archivo de prueba
Intervenciones 6279 4878
Etiquetas 30 28

Tabla 3. Precision obtenida en la identificacién de tokens.

NER No. Tokens Precisién
Stanford 10,485 0.84
Xingdi (Eric) Yuan 10,485 0.89

3.2.  Resultados experimentales

Las dos herramientas NER que se utilizaron en este trabajo fueron: el NER de
Stanford [11] y el NER de Xingdi (Eric) Yuan [12]. Estas dos herramientas utilizan el
modelo de secuencia de campos aleatorios condicionales (CRF) para la clasificacion.

En ambos modelos se utilizaron los mismos archivos de entrenamiento y de prueba
del corpus DIHANA, los cuales se describen en la Tabla 2.

Las intervenciones en cada archivo son diferentes, asi como las etiquetas que se
describen son etiquetas diferentes que pueden aparecer mas de una vez en los archivos
de entrenamiento y de prueba.

Los resultados globales de la precisién obtenida en los dos NER se muestran en la
Tabla 3, aqui la precision es el namero de tokens de un tipo dado que el modelo
identificé correctamente, entre el nimero total de tokens que el modelo predijo que era
de ese tipo.

Si bien, se puede observar que el etiquetador de entidades nombradas Xingdi (Eric)
Yuan obtiene el mejor resultado global, es muy importante analizar el resultado
obtenido para cada una de las clases seménticas clasificadas. Asi, en la Tabla 4, se han
incluido dichos resultados, los cuales procedemos a analizar a continuacion.
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Entity P R Fl TP FP FN
<afirmacion> 0.9730 0.9665 0.9698 433 12 15
<duracion> 0.0000 0.0000 0.0000 © 0 2
<hora> 0.8152 0.8113 0.8132 172 39 40
<hora_llegada> 0.9412 0.9412 0.9412 1¢é > | 1
<hora_salida> 0.8571 0.€€67 0.7500 ¢ 1 3
<negacion> 0.8561 0.9154 0.8848 238 40 22
<no_entendido> 0.5000 0.1429 0.2222 1 1 €
<precio> 0.742%9 0.7280 0.7354 182 €3 68
<tipo_tren> 0.5833 0.7000 0.6364 7 S 3
albacete 0.0000 1.0000 0.0000 O 1 0
barcelona 1.0000 1.0000 1.0000 2 0 0
ciudad 0.7778 0.6563 0.7119% 21 € 11
ciudad_destino 0.9789 0.9754 0.9772 278 € 7
ciudad_origen 0.9872 0.9625 0.9747 154 2 €
clase_billete 0.7000 0.6364 0.6€67 21 9 12
coletilla 0.7612 0.7846 0.7727 102 32 28

consulta 0.8003 0.8082 0.8042 573 143 136
cortesia 0.8537 0.8140 0.8333 105 18 24
chijceres 0.0000 0.0000 0.0000 O 0
chidiz 0.0000 0.0000 0.0000 0O 0

fecha 0.9263 0.9337 0.9300 352 28 25
gasteiz 0.0000 0.0000 0.0000 O 0 1
granada 0.0000 1.0000 0.0000 0 2 0

hora 0.8750 0.8537 0.8642 175 25 30

CRFClassifier tagged 10485 words in 1 documents at 141.85 words per second.

Fig. 5. Inicio de la ejecucion del NER Stanford.

0.9789
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Fig. 6. Final de la ejecucién del NER Stanford.
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Tabla 4. Resultados obtenidos de la evaluacion de los dos NER.

. . Exactitud Exactitud

. A Frecuencia Frecuencia NER

Etiquetas semanticas . NER .

Training Test Xingdi

Stanford )
(Eric) Yuan
<hora_llegada> 73 73 94.12% 100.00%
fecha 1678 1655 92.63% 98.63%
ciudad_destino 611 601 97.89% 98.36%
<afirmacion> 541 527 97.30% 97.41%
hora 978 949 87.50% 97.03%
ciudad_origen 323 310 98.72% 95.98%
<precio> 917 866 74.29% 94.44%
<hora> 618 578 81.52% 93.53%
consulta 1935 1758 80.03% 90.85%
<negacion> 344 302 85.61% 87.79%
numero_relativo_orden 24 21 62.50% 87.50%
m_salida 186 159 84.92% 85.48%
cortesia 253 215 85.37% 84.98%
m_llegada 136 115 69.62% 84.56%
coletilla 225 188 76.12% 83.56%
tipo_viaje 395 328 50.67% 83.04%
<tipo_tren> 65 52 58.33% 80.00%
tipo_tren 246 187 64.58% 76.02%
clase_billete 94 70 70.00% T74.47%
ciudad 44 30 77.78% 68.18%
<hora_salida> 38 20 85.71% 52.63%
precio 15 6 66.67% 40.00%
O 471 171 34.15% 36.31%
not 12 2 0.00% 16.67%
<duracion> 8 0 0.00% 0.00%
<no_entendido> 22 0 0.00% 0.00%
nombre_atributo 4 0 0.00% 0.00%
Las etiquetas semanticas “<hora llegada>”, “fecha”, “ciudad destino”,

“<afirmacion>", “hora” y “ciudad_origen” son las que han obtenido el mayor grado de
exactitud durante el proceso de identificacion automatica con un valor que supera el
95%.

Consideramos que este resultado se encuentra fundamentado en dos cosas:
primeramente, en la cantidad de datos usados durante la fase de entrenamiento, pero
también a la inherente naturaleza de las palabras del lenguaje natural asociadas a dichas
entidades semanticas, pues existe cierta uniformidad para expresar, horarios y fechas,
y en cuanto a los nombres de las ciudades, se considera que el nimero es ciertamente
limitado, lo cual facilita el proceso de identificacion.

Aun asi, existen diferencias importantes entre los dos NER evaluados, que pueden
ser vistas a detalle en la Tabla 4. La conclusién obtenida es que el NER Xingdi (Eric)
Yuan es mas estable que el proporcionado por Stanford.
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4.  Conclusiény trabajo futuro

El objetivo principal de este trabajo fue el de evaluar la tarea de comprension del
lenguaje, asociada a la generacion de dialogos en lenguaje natural. Hemos utilizado el
concepto de reconocimiento de entidades nombradas para hacer frente al problema de
traduccién de sentencias del lenguaje natural a entidades semanticas. Se evaluaron dos
sistemas que utilizan como ndcleo un clasificador basado en Campos Aleatorios
Condicionales. Los resultados que se obtienen en el presente trabajo permiten afirmar
que estos dos NER tienen buenos resultados en el reconocimiento de las entidades
semanticas (tokens) pues de manera global superan el 84% de exactitud. En particular,
es el NER Xingdi (Eric) Yuan el que produce los resultados méas confiables y estables,
por lo que consideramos importante utilizarlo préximamente durante la fase de
comprension del lenguaje.

Como trabajo futuro se tiene contemplado tomar las entidades seménticas
reconocidas y representar los didlogos mediante inferencia gramatical con la finalidad
de inducir una gramética de los componentes seméanticos que apoye en la generacion
de gramaticas mas complejas que incluyan el concepto de pregunta-respuesta y
empatamiento de contenido con su correspondiente generacion de respuesta validada.

También se tiene contemplado probar otros dos NER con el enfoque de redes
neuronales recurrentes (LSTM) y convolucionales con la finalidad de verificar si su
rendimiento es mejor que aquellos basados en campos aleatorios condicionales.

Agradecimientos. Este trabajo de investigacion ha sido parcialmente respaldado por la
beca CONACYT # 80286, bajo el Programa de Doctorado en Ingenieria del Lenguaje
y del Conocimiento (LKE) de la Benemérita Universidad Auténoma de Puebla.
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Resumen. Las representaciones vectoriales de palabras son muy efi-
cientes para muchas tareas de procesamiento del lenguaje natural y para
su construccién es necesario entrenarlos con una gran cantidad de datos
para obtener vectores de buena calidad que permitan realizar las tareas
con éxito. En este trabajo, presentamos un método basado en el algorit-
mo node2vec para aprender vectores de palabras usando un grafo que ha
sido construido tomando como base un corpus de normas de asociacion
de palabras en espanol; el grafo construido contiene en los nodos las
palabras y en las aristas diferentes pesos como son frencuencia, tiempo
y fuerza de asociacion. Los recursos computacionales utilizados por este
método son razonables y asequibles. Esto nos permite obtener vectores de
palabras de buena calidad incluso desde un corpus pequeno. Evaluamos
nuestro método en un corpus de similitud y relacionalidad de palabras,
obteniendo resultados comparables a los obtenidos con word2vec entre-
nados en un corpus de mil millones de palabras.

Palabras clave: vectores de palabras, normas de asociacién de palabras.

Word Embeddings Learned on
Word Association Norms

Abstract. Word embeddings are powerful tools for many natural lan-
guage processing tasks. In order to obtain embeddings useful for different
tasks, it is necessary a large training corpus. In this work, we present a
method based on the node2vec algorithm to learn word embeddings from
a graph built using a corpus of word association norm in Spanish. The
nodes of the graph correspond to the words in the corpus, whereas the
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edges are weighted with the frequency, time and association strength of
a pair of words. The computational resources used by this technique is
reasonable and affordable. This allows us to obtain good quality word
embeddings even from a small corpus. We evaluated our word vectors
in a word similarity and relatedness benchmark, achieving comparable
results to those obtained with word2vec trained on a billion word corpus.

Keywords: word vectors, word association norms.

1. Introduccién

La representacion seméntica de palabras en un espacio vectorial es un area de
investigacion muy activa en las iltimas décadas. Modelos computacionales como
la descomposicién de valores singulares (SVD) y el andlisis semdntico latente
(LSA) son capaces de modelar representaciones continuas de palabras (word
embeddings) a partir de matrices término-documento. Ambos métodos pueden
reducir un conjunto de datos de N dimensiones utilizando solo las dimensiones
més importantes. Recientemente, Mikolov et al. [15] introdujeron word2vec, ins-
pirado en la hipétesis distribucional que establece que las palabras en contextos
similares tienden a tener significados similares [17]. Dicho método utiliza una
red neuronal para aprender representaciones vectoriales de palabras al predecir
otras palabras en su contexto. La representacién vectorial de la palabra obtenida
mediante word2vec tiene la asombrosa capacidad de preservar las regularidades
lineales entre palabras.

Para construir un modelo de espacio vectorial adecuado y confiable, capaz
de capturar la similitud seméantica y las regularidades lineales de las palabras, se
necesitan grandes volimenes de texto. Aunque word2vec es rapido y eficiente de
entrenar, y los vectores pre-entrenados generalmente estan disponibles en linea,
todavia es computacionalmente costoso procesar mediante este método gran-
des volimenes de datos en entornos no comerciales, es decir, en computadoras
personales.

La asociacién libre es una técnica experimental comiinmente utilizada para
descubrir la forma en que la mente humana estructura el conocimiento [6]. En las
pruebas de asociacién libre, se le pide a una persona que diga la primera palabra
que se le viene a la mente en respuesta a una palabra estimulo dada. Mediante
estos experimentos se obtienen unas compilaciones de relaciones léxicas, llamados
Normas de Asociacién de Palabras (NAP), que pueden reflejar tanto contenidos
seméanticos como episédicos [4].

El objetivo de este trabajo es presentar un método para aprender representa-
ciones vectoriales de palabras a partir de nodos de un grafo obtenido a partir de
un corpus NAP. Nuestra hipotesis es que los vectores aprendidos de este grafo
mapean los contenidos de memoria seméantica y episédica en el espacio vectorial,
y asi aprenden mejores representaciones. Grover y Leskovec [9] introdujeron un
algoritmo llamado node2vec que es capaz de aprender mapeos de nodos a un
espacio vectorial continuo teniendo en cuenta las vecindades de la red de los
nodos. El algoritmo realiza caminos aleatorios sesgados para explorar diferentes
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vecindarios con el fin de capturar no solo los roles estructurales de los nodos en
la red, sino también las comunidades a las que pertenecen.

El presente trabajo estd organizado de la siguiente manera. En la seccién 2,
discutimos el trabajo relacionado. En la Secciéon 3, presentamos el Corpus de
Normas de la Asociacién de Palabras para el Espanol Mexicano (NAP). En la
seccién 4, describimos el marco metodolégico para aprender vectores de palabras
a partir del NAP. La seccién 5, muestra la evaluacion de los vectores generados,
utilizando como corpus de evaluacién conjuntos de datos que contienen similitud
de palabras en espanol. Finalmente, en la seccién 6 sacamos algunas conclusiones
y senalamos las posibles direcciones del trabajo futuro.

2. Trabajo relacionado

Sinopalnikova y Smrz [19] presentaron un marco metodoldgico para construir
y extender redes seménticas con tesauros de asociaciones de palabras (WAT,
por sus siglas en inglés). Ademds, hacen una comparacién de la calidad y la
informacion que ofrece WAT vs. otros recursos lingiiisticos. Finalmente, los
autores muestran que el WAT es comparable y se puede usar como un corpus
balanceado de texto en ausencia de este.

Borge-Holthoefer y Arenas [4] describen un modelo para extraer relaciones
de similitud seméntica desde informacién de asociaciones libres (denominado
RIM por sus sigla en inglés). Los autores aplican un método basado en redes
para descubrir vectores de caracteristicas en una red de asociaciones libres. Los
vectores obtenidos fueron comparados con representaciones vectoriales basadas
en LSA y el modelo WAS (Word Association Space). Los resultados de este
trabajo indican que RIM puede extraer con éxito vectores de caracteristicas de
palabras desde una red de asociaciones libres.

En los dltimos anos, Bel-Enguix et al. [3] usaron técnicas de anélisis de grafos
para calcular asociaciones desde grandes colecciones de textos. Por otra parte,
Garimella et al. [8] presentaron un modelo de asociaciones de palabras sensible
al contexto demografico basado en una arquitectura de redes neuronales con
n-gramas no consecutivos. Este método mejoré el funcionamiento de las técnicas
genéricas para calcular asociaciones que no tienen en cuenta la demografia del
escritor.

En este trabajo se propone el uso de un recurso que recoge normas de
asociacién de palabras en espafiol de México [1]. Desde este corpus, se aprenden
representaciones vectoriales de las palabras.

3. Normas de asociacién de palabras (NAP)

Las normas de asociacién de palabras (WAN, por sus siglas en inglés), son
corpus de asociaciones libres de palabras. Uno de los primeros ejemplos de estas
recopilaciones es el que ofrecen Kent y Rosanoff [13], quienes usaron el método
para estudiar la demencia a partir de 100 palabras estimulo emocionalmente
neutras. Los autores llevaron a cabo el primer estudio a larga escala, con 1000
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informantes, y concluyeron que existia uniformidad en la organizacién de las
asociaciones, de manera que los adultos sanos comparten redes estables de co-
nexiones de palabras [11].

Muchas lenguas cuentan con recopilaciones de Normas de Asociacién de
Palabras. En las décadas pasadas se han elaborado algunos trabajos intere-
santes con gran cantidad de voluntarios. Entre los recursos méas conocidos en
inglés accesibles desde la web se encuentra el Edinburgh Associative Thesaurus®
(EAT) [14] y la compilacién de Nelson et al. [16].

Para el espanol, existen algunos corpus de asociaciones libres, entre los que
se encuentra el Corpus de Normas de Asociacion de Palabras para el Espanol de
Meézico (NAP, a partir de ahora) [1], que es el primer recurso de este tipo espe-
cialmente recopilado entre hablantes nativos mexicanos del espanol. El corpus
NAP fue elaborado con una muestra de 578 adultos jévenes, hombres (239) y
mujeres (339), con un rango de edad que va desde los 18 a los 28 anos, y con un
rango de educacion de al menos 11 anos. El nimero total de tokens del corpus
es 65731, con 4704 palabras diferentes.

Para esta tarea se usaron 234 palabras estimulo, todas ellas sustantivos
comunes tomados del Inventario de Compresion y Produccion de palabras Ma-
cArthur [12] de Jackson-Maldonado et al. Es importante mencionar que si bien
los estimulos son siempre sustantivos, las palabras asociadas son de seleccién
libre, es decir, los informantes pueden relacionar a la palabra estimulo con
cualquier palabra sin importar su categoria gramatical.

Los estimulos se dividieron en dos listas A y B de 117 palabras cada una.
Para cada estimulo y sus asociados, los autores investigaron diferentes medidas.
Entre ellas, las més relevantes para nuestro trabajo son tiempo, frecuencia y
fuerza de asociacién.

4. Representaciones distribuidas de palabras sobre el
NAP

El grafo que representa el corpus NAP se define formalmente como G =
{V,E, ¢} donde:

» V ={v]i = 1,...,n} es un conjunto finito de nodos de longitud n, V # 0,
que corresponde a los estimulos y sus asociados.

» E = {(vi,vj)|vi,v; € V,1 <4,5 <n}, es el conjunto de aristas.

s ¢: EF — R, es una funcién de peso sobre los ejes.

Hemos experimentado con grafos dirigidos y no dirigidos. En los grafos dirigi-
dos, cada par de nodos (v;, v;) sigue un orden establecido donde el nodo inicial v;
corresponde a la palabra estimulo y el nodo final v; a una palabra asociada. Para
el grafo no dirigido, se toman todos los estimulos y se conectan con todas las
palabras asociadas sin ningin orden de precedencia. Evaluamos tres funciones
de peso para los ejes:

3 http://www.eat.rl.ac.uk/
* http://web.usf.edu/FreeAssociation
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Tiempo Mide los segundos que el participante tarda en dar una respuesta para
cada estimulo.

Frecuencia Establece el nimero de ocurrencias de cada una de las palabras
asociadas a un estimulo.

Fuerza de asociaciéon Relaciona la frecuencia con el niimero de respuestas pa-
ra cada estimulo. Se calcula de la siguiente manera: siendo AW la frecuencia
de una palabra determinada asociada a un estimulo, y X' F la suma de las
frecuencias de las palabras conectadas el mismo estimulo (el niimero total de
respuestas), la fuerza de asociacién (AS) de la palabra W a dicho estimulo
se obtiene con la férmula:

AW %100
ASw = —55—

4.1. Node2vec

El algoritmo node2vec [9] encuentra un mapeo f : V — R? que transforma
los nodos de un grafo en vectores de d-dimensiones. Define un vecindario en una
red Ns(u) C V para cada nodo u € V a través de una estrategia de muestreo
S. El objetivo del algoritmo es maximizar la probabilidad de observar nodos
subsecuentes en una camino aleatorio de una longitud fija.

La estrategia de muestreo disenada en node2vec permite explorar vecindarios
con caminos aleatorios sesgados. Los parametros p y ¢ controlan el cambio
entre las busquedas en anchura (BFS) y en profundidad (DFS) en el grafo.
Asi pues, elegir un equilibrio adecuado permite preservar tanto la estructura de
la comunidad como la equivalencia entre nodos estructurales en el nuevo espacio
vectorial.

En este trabajo, hemos usado la implementacién disponible en la web® del
proyecto nodeZvec con valores por defecto para todos los pardmetros. Se ha
examinado la calidad de los vectores con diferentes nimero de dimensiones d.

5. Evaluacién de los vectores de palabras

Existen diversos métodos de evaluaciéon para técnicas de vectorizacién de
palabras no supervisadas [18], categorizadas como extrinsecas e intrinsecas. En
la evaluacién extrinseca, se evalua la calidad de los vectores de palabras en tareas
de procesamiento del lenguaje natural (PLN) [9, 10] y se mide la mejora en el
rendimiento en la tarea evaluada. La evaluacién intrinseca mide la capacidad de
los vectores de palabras de capturar relaciones sintdcticas o semdnticas [2].

La hipétesis de la evaluacion intrinseca es que palabras similares deberian
tener representaciones similares. Entonces, para evaluar la similitud, primero se
llevé a cabo una visualizaciéon de una muestra de palabras usando la proyeccién
T-SNE de los vectores de palabras en un espacio vectorial bi-dimensional. En la
Figura 1 se aprecia como se agrupan las palabras que estan relacionadas entre

® http://snap.stanford.edu/node2vec/
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si. Se muestran los resultados obtenidos con las tres formas de pesado de aristas,
y se observa que todas son son capaces de detectar algunas coincidencias en
el significado. Las figuras ilustran algunos fenémenos interesantes. Por ejemplo,
cuando se toma la frecuencia como peso (la grafica de abajo), la palabra “pdjaro”
se dibuja muy cerca de “aviéon”. De aqui se infiere que la caracteristica “volar” es
mads representativa que “animal’ para el modelo. Por su parte, la palabra “Caba-
llo”, se representa més cercano a “camioneta’ que a otros animales, incidiendo
mas en su condiciéon de “medio de transporte”.

Peso = Asociacion Peso = Tiempo
‘dedo _ ‘eléfono gamioneta
@320 nang b 200 -amionggattomovil
o sombrero . guello &
gelevision
giemna e (CFiE)
zapato &iipopotamo camisa
arco
calzén falda gaca démpara camiseta @ato @eroplano&
) v aiaro suéter @djaro e
S pantalon #avadorgefn gaballo L bermudasizonperro evion
_ splancha o @vion 0 otocicleta
camis&ta ) __gpoche utom 5510€c-1n0 @Utobls  ombrepantald ipopstama®”
blusa bermu acsuadvapnagra &amioneta g G FBida py ‘:ocoé}ll oopotamo
i P~ ) ‘notocic@mior@gtobﬂsire“ &en  gaballo blusa i
J\orno ‘:uello ‘elewsn()n . dabio Zapapie @ierna
) #rea pocodrilo gaton #aca  gplancha
&° ata
gémpara ) gana gata reia ) ¢ gaton  gledo $razo
§ariz gabio ato gefri
icuadora
arco e ¢ enano
orno vadoraaspiradora
geléfono ¢ ¢ wep
gadio &oche
Peso = Frecuencia
daémpara
gharco erro
$razo . . (e
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ocodrilo
gorno &ledo  gnano ) . ,‘;
sombrero Jaton Jipopstamo
ie ata
suéter lanch zapato d o gefri
euello Plancha - 1ovadora 4
blusa 5 ; h
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Fig. 1. Proyeccién de los vectores de palabras para 5 grupos seménticos (de diez pala-
bras cada uno). Los colores estdn codificados como sigue: animales - rojo, transporte -
negro, partes del cuerpo - azul, electrodomésticos - verde y ropa - rosa.

Ademsés, evaluamos la capacidad de los vectores de palabras para capturar
las relaciones seméanticas mediante una tarea de similitud de palabras. Especifi-
camente, usamos un subconjunto (150 pares de palabras) del corpus WordSim-
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353 [7] compuesto por pares de términos semédnticamente relacionados con pun-
tuaciones de similitud dadas por humanos. Hassan y Mihalcea [10] elaboraron
una versién de este corpus en espaiiol ©.

Nosotros calculamos la similitud coseno entre los vectores del subconjunto
de pares de palabras contenidos en el corpus WordSim-353 y lo comparamos
con la similitud dada por humanos. Las Tablas 1 y 2 presentan la correlacion de
Spearman, en porcentajes, de la similitud dada por etiquetadores humanos, con
la similitud obtenida con vectores de palabras (aprendidos del NAP) de diferentes
dimensiones aprendidos en los grafos dirigidos y no dirigidos, respectivamente.

Tabla 1. Correlacién de Spearman (%) de la similitud coseno calculada con vectores
obtenidos del grafo dirigido.

Tamano del vector  Frecuencia  Asociacién  Tiempo

300 -3.07 -3.11 -3.11
200 -1.95 -1.99 -2.03
128 0.88 0.98 0.96
100 4.61 4.61 4.63
50 2.51 2.42 2.39
25 -3.79 -3.89 -3.92

Tabla 2. Correlacién de Spearman (%) de la similitud coseno calculada con vectores
obtenidos del grafo no dirigido.

Tamano del vector  Frecuencia  Asociacién  Tiempo

300 43.62 43.58 50.77
200 42.89 40.55 44.67
128 39.54 44.01 50.31
100 44.66 44.31 46.50
50 45.60 47.52 53.42
25 47.71 45.75 51.04

Se puede observar que los vectores que se obtienen con los grafos dirigidos
no son capaces de trasladar los vecindarios de los nodos al espacio vectorial.
En cambio, a causa de la naturaleza no restringida de las aristas, el algoritmo
node2vec es capaz de caminar diferentes vecindarios en el grafo no dirigido, y
por ello consigue mejores representaciones vectoriales.

La tabla 3 muestra la correlacién de Spearman entre la similitud coseno ob-
tenida con los vectores pre-entrenados de word2vec y la similitud de los humanos
(obtenida del corpus WordSim-353).

5 http://web.eecs.umich.edu/ mihalcea/downloads.html
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El valor de correlacién mas alto fue obtenido con los vectores entrenados
en el Spanish Billion Word Corpus [5] (w2v-1b). Los vectores entrenados con la
Wikipedia” en espaiiol (w2v-wk) obtuvieron resultados similares a los de nuestro
método. Los mejores resultados con los vectores entrenados con node2vec basados
en el NAP se registraron con el grafo no dirigido, considerando el tiempo como
medida de pesado de las aristas.

Tabla 3. Comparacién con vectores pre-entrenados.

Fuente Tamaifo del vector  Correlacién de Spearman

w2v-1b 300 62.20
w2v-wk 300 53.37
n2v-time 300 50.77
n2v-time 50 53.42

6. Conclusiones

Este articulo propone el uso de corpus de Normas de Asociacion de Palabras
en lugar de grandes corpus para obtener vectores de palabras. Para ello, se
ha aplicado el algoritmo node2vec a un grafo construido sobre el NAP para el
espanol de México, una pequena colecciéon con 4704 nodos.

Los experimentos muestran mejores resultados con grafos no-dirigidos. Se ha
otorgado peso a las aristas teniendo en cuenta tres criterios diferentes: tiempo,
frecuencia y fuerza asociativa. Los mejores resultados han sido los obtenidos con
la categoria tiempo. Visto desde la perspectiva del funcionamiento del sistema
node2vec, esto no deberia ser una sorpresa. Las palabras con una indice mas
alto de asociacion normalmente tienen un tiempo de formulacion mas breve, y
el algoritmo busca los caminos més cortos. Como trabajo futuro, se propone
repetir el experimento realizando ajustes a las variables de frecuencia y fuerza
asociativa para obtener resultados més concluyentes.

Los resultados que reportamos son comparables a los obtenidos con word2vec
entrenado con grandes corpus. El rendimiento incluso mejora los resultados
alcanzados con word2vec entrenados en wikipedia. Sin embargo, algunas estra-
tegias simples ayudarian a mejorar nuestros resultados. Algunas de ellas serian
ajustar los parametros del algoritmo y adaptar el sistema a diferentes tipos de
vecindarios para los nodos, que podrian producir diferentes configuraciones de
los vectores.

Las evaluaciones realizadas con los vectores generados con el corpus NAP
mostraron resultados prometedores respecto a los indices de similitud y relacio-

7 Vectores de palabras de més de 30 lenguajes:
https://github.com/Kyubyong/wordvectors
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nalidad, queda como trabajo a futuro la evaluacion de estos vectores en alguna
tarea de Procesamiento de Lenguaje Natural.
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Resumen. La similitud seméntica se utiliza para conocer si dos con-
ceptos son semejantes en cuanto a su significado en una ontologia de
dominio. En esta investigacién, se propone un algoritmo para evaluar
las relaciones taxondémicas existentes en una ontologia de Inteligencia
Artificial (IA), a través de la medida de exactitud. En este caso, para
evaluar las relaciones, se emplearon tres medidas de similitud seménti-
ca basadas en conocimiento: Path, Wu y Palmer y Li. Los resultados
experimentales indican que de acuerdo a la medida Path la ontologia
tiene el 88 % de relaciones taxondémicas correctas, la medida de Wu y
Palmer indica que solo el 85 % son correctas y Li indica que el 84 % son
correctas. Adicionalmente, definimos una similitud promedio, a partir de
estas medidas, logrando un 92 % de exactitud para este tipo de relaciones
seméanticas. Comparando los resultados experimentales con las respuestas
de validacién de un experto de dominio el sistema concuerda en un 85 %.

Palabras clave: similitud seméantica, ontologia, relaciones taxonémicas.

Semantic Similarity Measures Applied
to a Domain Ontology

Abstract. The semantic similarity is used to know whether two con-
cepts are similar with respect to their meaning in a domain ontology. In
this article, an algorithm to assess taxonomic relationships in an ontology
of Artificial Intelligence is proposed, this is done through the accuracy
measure. In order to assess the relationships, three semantic similarity
measures based on knowledge are used: Path, Wu & Palmer, and Li.
The experimental results show that according to the Path measure the
ontology has an 88 % of right taxonomic relationships, with Wu & Palmer
an 85 % is got, and the Li measure gives an 84 %. Computing the mean
of these results, a 92 % of accuracy is reached for this kind of semantic
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relationships. Comparing the experimental results with the assessment
done by a human expert, an 85 % of agreement is found.

Keywords: semantic similarity, ontology, taxonomic relationships.

1. Introduccion

En tiempos actuales, la similitud seméantica ha ganado importancia en areas
como el procesamiento del lenguaje natural, la inteligencia artificial, la biomedi-
cina, la psicologia, entre otras. Debido a la enorme cantidad de datos generados
electronicamente y dado a que estos datos no se encuentran de una forma
estructurada es dificil su procesamiento para obtener informacién util. Por lo
tanto, se han desarrollado métodos para estructurar estos datos, por ejemplo:
desde bases de datos u otras representaciones como son las ontologias; para
recuperar informacién relevante se usan métodos de procesamiento del lenguaje
natural o de recuperacion de informacién.

La similitud seméantica entra en accién ante la problematica de la ambigiiedad
y variacién lingiiistica en el lenguaje natural, ademas tiene multiples aplicaciones
como en la web semdntica, en la bisqueda de respuestas, en la desambiguacién
del sentido de las palabras, en el reconocimiento de entidades nombradas, en la
traduccién automatica, en la respuesta a preguntas, etc.

En este articulo se aplicardn algunas medidas de similitud seméantica a una
ontologia de dominio. Chabot [1] define una ontologia como: “Modelo de repre-
sentacion del conocimiento utilizado especialmente en las areas de Web Seménti-
ca e Inteligencia Artificial. Las ontologias se usan para representar conocimiento
de dominio utilizando conceptos, relaciones y axiomas”. Gruber [2] define a una
ontologia como “una especificacién explicita y formal de una conceptualizacién
compartida”. En general, este tipo de recurso seméantico estd formado por con-
ceptos o clases, relaciones, instancias, atributos, axiomas, restricciones, reglas y
eventos. Las ontologias de dominio son un sistema de representacién del cono-
cimiento que se puede organizar en estructuras taxondémicas y no taxondémicas
de conceptos de algiin drea o dominio de conocimiento especifico. Cuando una
ontologia contiene relaciones de tipo“is-a”, por ejemplo, una clase A es una
subclase de B, se dice que tiene una relacién taxonémica.

En la actualidad existen propuestas de sistemas computacionales para la
generacién automatica de ontologias, pero, en la mayoria de los casos carecen de
una evaluacién automadtica, por lo que regularmente se desconoce la calidad de
los recursos semanticos que estos sistemas generan.

La evaluacién de ontologias es una tarea que consiste en medir la calidad de
estos recursos. El objetivo final de la evaluacién de la ontologia es facilitar la labor
del ingeniero del conocimiento o del experto del dominio para verificar la calidad
de la misma, debido a que cuando la ontologia es de un tamano considerable,
esta tarea consume mucho tiempo (horas-persona). El proceso de evaluacién no
suele ser trivial, pues es necesario elegir qué elementos de la ontologia deberian
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considerarse en el proceso de medicién de la calidad de la misma, asi como los
criterios especificos a usar.

La similitud seméntica es una medida para conocer la relaciéon entre dos
conceptos o palabras basado en sus significados, mide la distancia entre ellos,
mientras menor sea la distancia mas similares son los conceptos, y el resultado
es expresado numéricamente. La similitud seméntica se puede aplicar a una
ontologia dada y permite que se pueda conocer, si dos conceptos en la ontologia
son semanticamente similares.

El objetivo de esta investigacién es implementar en un lenguaje de progra-
macién algunas medidas de similitud seméantica propuestas en la literatura, y
evaluar las relaciones de tipo “is-a” en una ontologia del dominio de inteligencia
artificial. Con la finalidad de medir el grado de relacion existente entre cada par
de conceptos que modelan una relacién taxonémica y emitir un juicio de calidad
automaticamente.

Este articulo se estructura de la siguiente manera, en la Seccién 2 se presentan
algunos trabajos relacionados con los métodos de similitud seméntica. En la
seccién 3 se exponen algunas medidas de similitud propuestas en la literatura;
en la Seccion 4 se presenta el algoritmo propuesto, en la Seccién 5 se exponen
los resultados de la investigacién y finalmente en la Seccion 6 se presentan las
conclusiones y el trabajo a futuro de esta investigacion.

2. Trabajos relacionados

A continuacién se describen los trabajos de algunos autores que han desarro-
llado medidas de similitud seméntica aplicadas a relaciones taxonémicas (“is-a”).

En [3] proponen una métrica llamada Distancia que evalia el camino mds
corto entre dos conceptos en una base de conocimientos jerarquica, especialmente
con relaciones “is-a” y asi conocer la distancia entre los conceptos, esta métrica
tiene sus bases en la teoria de activacién propagante.

En [4] se propone una medida de similitud seméntica para resolver el pro-
blema de seleccién léxica en la traduccién automatica. Los autores definen la
similitud de dos conceptos que se da por la cercania de la relacién en la jerarquia.
Para el calculo de la similitud de los dos conceptos C; y Cs, primero se calcula el
nimero de nodos del camino de cada concepto C; y C5 al superconcepto menos
comun y después se calcula el niimero de nodos del superconcepto menos comin
a la raiz.

En [5] se introduce una medida de similitud seméntica que combina la pro-
puesta del camino mas corto entre un concepto a otro con el contenido de
informacion, que es la probabilidad de ocurrencia de un concepto en un corpus.
Por lo que esta medida mejora la propuesta tradicional del camino maés corto,
donde s6lo se tiene informacién a nivel taxonomia y se anade el contenido de
informacién desde el corpus a su factor de decisién.

En [6] se propone una medida de similitud en base al contenido de la infor-
macién que se puede aplicar a dominios diferentes. Esta medida quiere lograr
dos objetivos: el primer objetivo es la universalidad, que se refiere a que se
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pueda aplicar a muchos dominios diferentes, siempre y cuando el dominio tenga
un modelo probabilistico, y el segundo objetivo es la justificacion teorica, que
quiere decir que la medida no se define con una sola férmula sino con un conjunto
de suposiciones sobre la similitud.

En [7] se plantea una medida de similitud seméntica para una taxonomfa
con relaciones “is-a” que se basa en el contenido de informacién compartida.
La evaluacién experimental indica que esta medida tiene mejores resultados
comparados al enfoque de conteo de aristas. Definen que en un conjunto de
conceptos en una taxonomia de tipo “is-a”, la clave para obtener la similitud
entre dos conceptos es la informaciéon que comparten, con este enfoque se dice que
mientras mas abstracto es un concepto, menor es el contenido de informacién,
entonces mientras més contenido de informaciéon compartan, mas similares son.

En [8] se propone una medida de similitud semdntica para una taxonomia
de tipo “is-a” y “has-a” que combina el camino mads corto, la profundidad del
subsumidor, (subsumidor es el ancestro comin més especifico de dos conceptos
en una ontologia [7]), y la densidad seméntica local, donde el camino més corto y
la profundidad del subsumidor se obtiene de una base de datos léxica, la densidad
semantica local se obtiene del corpus.

En [9] se define un método de similitud semdntica en grafos de conocimiento,
llamado wpath, en este trabajo se describe que hay métodos que estan basados
en medir la similitud seméntica en base a la distancia del camino més corto entre
dos conceptos en una taxonomia. Por otra parte, hay métodos que contemplan el
contenido de informacién de los conceptos desde el corpus para mejorar el resul-
tado de similitud seméantica. Entonces lo que los autores proponen es combinar
el método de medir la distancia entre conceptos y el contenido de informacién
calculado desde el grafo de conocimiento y no desde un corpus.

Por otro lado, en Tovar et al. [10-17] se ha llevado a cabo la evaluacién o
validacion de relaciones semanticas en ontologias, por medio de enfoques basados
en patrones o por andlisis formal de conceptos utilizando corpora de dominio.

En esta investigacion, en base a las medidas de similitud seménticas [3-5] y el
trabajo realizado en [18] se evalia las relaciones taxonémicas “is-a” de pares de
conceptos en una ontologia del dominio de Inteligencia Artificial. Usando estas
medidas de similitud seméantica se calcula el grado de relaciéon que existe en esos
pares de conceptos que representan una relacién taxondémica.

3. Medidas de similitud semantica

La similitud seméantica se define como la estimacion del parecido taxonémico
de dos términos, basados en la evaluacion de las evidencias semanticas comunes
extrai{das de una o varias fuentes de conocimiento [19] (por ejemplo, corpus
textual, tesauro, taxonomias/ontologias, etc.).

En la literatura se han propuesto diferentes tipos de medidas, éstas se pueden
clasificar en dos grupos: los basados en corpus y los basados en conocimiento.
Las medidas basadas en corpus miden la similitud semantica entre conceptos
basandose en la informacion obtenida de un corpus, mientras que las medidas
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basadas en conocimiento miden la similitud semantica de conceptos en grafos de
conocimiento [9].

En este articulo se aplicaran algunas medidas de similitud basadas en co-
nocimiento que son las que se pueden utilizar en estructuras de representacion
del conocimiento como las ontologias. Basandonos en el trabajo realizado en
[9] el objetivo es implementar algunas de las medidas de similitud haciendo una
adaptacion en el lenguaje de programacion Python, usando las bibliotecas NLTK
[20], RDFlib! y el framework Sematch [18], para una ontologfa en particular,
se obtendran los resultados de los cédlculos de cada medida y se evaluaran los
resultados obtenidos.

A continuacién se describen las medidas de similitud que se implementaron
para esta investigacion.

3.1. Path

En [3] se propone una medida llamada Distancia, y en base a esta medida
en el trabajo de [9] se definié la ecuacién simpg (ver Ecuacién (1)), usando el
camino més corto (length) entre dos conceptos ¢; y ¢j, mediante esta distancia
se puede saber la similitud entre los conceptos en una taxonomia:

1
1+ length (c;, ¢j)

$iMpatn (i, ¢j) = (1)
Para las siguientes medidas presentadas en el trabajo de [9] se necesitan dos
conceptos para implementarlas, primeramente se define el concepto de profundi-
dad o depth. La profundidad de un concepto (depth(c;)) es el camino més corto
desde un concepto ¢; al concepto rafz ¢.q;, y se define en la Ecuacién (2):

depth (¢;) = length (¢, Craiz)- (2)

El segundo concepto es el subsumidor menos comun o Least Common Subsu-
mer (LCS) que en [9] se define como el concepto més especifico que es ancestro
comin de dos conceptos. Por ejemplo, en la Fig. 1 el LCS de los conceptos
conditional planning y state space search es subfields of artificial intelligence.

Por ejemplo, si ¢; =conditional planning y c; =state space search, el resultado
de esta medida de similitud es 0.20.

3.2. Wu y Palmer

En base a las definiciones antes presentadas y a la investigacién de [4] se
define la medida de Wu y Palmer en [9], donde se mide la similitud de dos
conceptos ¢; y ¢; donde se mide la distancia més corta de cada concepto ¢; y
c¢; con el concepto raiz y la distancia del LCS de cada concepto ¢; y c; con el
concepto raiz.

! https://github.com/RDFLib/rdflib
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owl:Thing
subfields of artificial intelligence entities intelligence
/\ ) autonomous entity artificial intelligence
search planning | |
| intelligent agent strong ai
state space search  congitional planning automated planning nL
reflex machine
|
thermostat

Fig. 1. Fragmento de la taxonomia de TA [21].

2 % depth (¢jes
SiMaypup (¢, ¢j) = epth (cies) (3)

 depth(c;) + depth(c;)’

donde depth(c;) y depth(c;) es la distancia més corta de cada concepto con el
concepto raiz y depth(c.s) es la distancia del LCS con el concepto raiz.

Como ejemplo, para los conceptos ¢; =conditional planning y c; =state space
search (ver Fig. 1), el valor de depth(cics) es de 2, mientras que los valores
para depth(c;) y depth(c;) es de 4 para cada uno, si depth(c,q;.) = 1, entonces
el célculo de la similitud semdntica utilizando la Ecuacién (3) es de 0.5, ver
resultado en la Ecuacién (4):

) 2% 2
SiMupup (¢, ¢j) = T =0,5. (4)

3.3. Li

En base al método disefiado por Li [8] se formula la Ecuacién 5 propuesta
por [9], donde se combina el camino més corto(depth) de ambos conceptos ¢; y
¢; v el LCS (¢ics) de los conceptos, para calcular su similitud:

eBdepth(cics) _ o—Bdepth(ces)

e,@depth(clcs) + e—Bdepth(clcs) )

—alength(c; NI

simy; (¢, ¢j) =e (5)
donde « es un parametro que contribuye a la longitud del camino y [ es el
pardmetro para la profundidad del camino. De acuerdo con el trabajo de [8], el
pardmetro 6ptimo para « es 0.2 y para 3 es 0.6.

Por ejemplo, para los conceptos ¢; =conditional planning y c; =state space
search (ver Fig. 1), el valor para length(c;, cj) es de 4 y el valor para depth(cics) es
de 2, con estos valores se calcula la similitud seméntica de este par de conceptos
y se obtiene el resultado de 0.374 (ver Ecuacién 6):

0,6%2 —0,6%2
o 0:2%4 € —¢

20,652 | —0,6%2 = 0,3745. (6)

simy; (¢, ¢j) =
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Dados los resultados obtenidos con el ejemplo y las medidas de similitud,
observamos que los conceptos no son tan similares y eso lo podemos confirmar
al observar que se encuentran en diferentes ramas de la taxonomia de la Figura
1, atin teniendo un ancestro comun, es decir, entre los dos conceptos no existe
una relacién directa de tipo “is-a”.

4. Algoritmo propuesto

En esta seccién se presenta un algoritmo para la evaluacién de relaciones
taxonémicas de una ontologia de dominio utilizando la medida de exactitud, la
cual se presenta en la Ecuacion 7. Donde el Total de casos es el total de relaciones
taxondmicas existentes en la ontologia de dominio y el Total de casos correctos
son las relaciones consideradas por el algoritmo como relaciones taxonémicas:

Fractitud — Cantidad de casos correctos. M)

Total de casos

El funcionamiento general del Algoritmo 1 consiste en: Por cada par de con-
ceptos se calculan las tres medidas de similitud semantica. Después, se calcula un
umbral por cada medida, llamado (umbral,edida), ¥ €S la suma de los resultados
de similitud por cada par de conceptos dividido entre el ntimero de relaciones
taxondmicas. Si el resultado de la medida de similitud para ese par de conceptos
supera el umbraledida, entonces la relacién taxonoémica es verdadera, de lo
contrario es falsa. Posteriormente, aplicamos la medida de exactitud al total
de relaciones taxdémicas. Por otro lado, calculamos un promedio de umbrales
(umbralpromedio) v se realiza el mismo procedimiento, es decir, si el promedio de
las similitudes para ese par de conceptos supera el umbraly,omedio, entonces la
relacion taxondémica es verdadera, de lo contrario es falsa. Nuevamente, calcu-
lamos la exactitud para estos resultados. A continuacién se describe con mayor
detalle los pasos del algoritmo.

En el Algoritmo 1 se utiliza el llamado al framework Sematch propuesto
en [18] implementado en el lenguaje de programacién Python y publicado en
GitHub?. Los datos de entrada en este algoritmo son: |RT| que se refiere al
total de relaciones “is-a”, la lista de conceptos y subconceptos de la ontologia
de entrada, la lista de validacién de las relaciones por parte de un experto de
dominio. La salida es la evaluacién de las relaciones “is-a”, por cada medida de
similitud utilizada: Path, Wu y Palmer y Li.

Del paso 1-4 se realiza el llamado al framework Sematch, donde Simedida
corresponde a una de las tres medidas utilizadas, los resultados se almacenan en
una lista res,eqide. Antes de estos pasos, el framework requiere la ontologia de
Inteligencia Artificial en formato OWL (ai.owl). Esto no es parte del algoritmo,
es un requirimiento del framework para el funcionamiento de las medidas de
similitud semantica.

Continuando con el Algoritmo 1, en el paso 5 se calcula el umbral para cada
medida de similitud seméntica.

2 https://github.com/gsi-upm /sematch/
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Algoritmo 1 Algoritmo propuesto

Entrada: concepto[], subConcepto[], experto[], |RT|, ai.owl

Salida: Exactitud de cada medida de similitud seméantica

1: {Llamar al framework Sematch para usar las funciones de similitud seméantica.}
2: para i=0 hasta |RT| hacer

3 T€Smedidall] = SiMmedida (conceptoli], subConceptoli])

4: fin para

5: umbralmedida < promedio(resmedidal])

6: umbralpromedio < promedio( umbralmedida)

7: tablaVerdadmedida|] + compUmbral( resmedidal], umbralmedida, |RT|)

8: exactSistemamedida[] < promedio(tablaVerdadmedidal])

9: exactitudmedida + exactMedida(tablaVerdadmedidal], experto[],|RT)

10: tablaPromGeneral[] < promedioSist(respath ,7€Swup,r€Sii,umbralpromedios| RT|)
11: PromGeneral < promedio(tabla PromGeneral]])

12: PromEuzperto + exactMedida(tablaPromGenerall], experto[],|RT)

Para cada lista obtenida en el paso 2, se suman los resultados almacenados
y se divide entre el nimero de relaciones, es decir, se calcula el promedio. En el
paso 6, se calcula el umbralyromedio que es el resultado del promedio de los tres
umbrales.

En el paso 7 se llama a la funcién compUmbral, que compara los resultados
de similitud de cada medida contra el umbral de esa medida, que se detalla en el
Algoritmo 2. Esta funcién toma como entrada la lista de resultados (resmedida)
y el umbral por cada medida, asi como el nimero de relaciones “is-a” en la
ontologia y el algoritmo regresa la lista tablaVerdadcqiqa.- Esta lista es el
resultado de comparar el valor de similitud del par de conceptos contra el umbral,
si el valor de similitud es mayor que el umbral, el valor de verdad que toma
esa relacién es verdadero (1 en el algoritmo) de lo contrario es falso (0 en el
algoritmo).

Algoritmo 2 Funcién compUmbral

Entrada: resmedidal], umbralmedida, |RT|
Salida: tablaVerdadmedidall

1: para i=0 hasta |RT| hacer

2: sl reSmedidall] >= umbralmedida €ntonces
3: tablaVerdadmedidali] < 1

4: si no

5: tablaVerdadmedidali] < 0

6: fin si

7: fin para

8

: devolver tablaVerdadmedidal|

En el paso 8, se obtiene la exactitud que tiene el sistema con cada medida
de similitud, en este paso se calcula el promedio de los resultados de la lista
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tablaVerdad, por cada medida. En el paso 9, se procede a calcular la exactitud
de cada medida y se realiza llamando a la funcién exactMedida que se detalla
en el Algoritmo 3. Esta funcién toma como entrada la tablaVerdad de cada
medida, la lista anotada de esas relaciones por un Experto en el tema y el ntimero
total de relaciones. Si el Experto y el valor almacenado en tablaVerdadcqida
coinciden, se asigna el valor 1 (verdadero) a la lista exactitudT ablamedida, de
otro modo se asigna un 0 (falso). Al terminar, la funcién regresa la exactitud
de los resultados obtenidos de la lista exactitudT abla,,edide, oObteniendo como
resultado la Exactitud de cada medida de similitud (exactitudedida)-

Algoritmo 3 Funcion exactMedida

Entrada: tablaVerdadmedidal], expertol], ,|RT|
Salida: exactitudmedida

1: para i=0 hasta |RT| hacer

2 si tablaVerdadmedidaa[i] = 1 'y experto[i] >= 1 entonces

3 exactitudT ablamedida[i] < 1

4 si no, si tablaVerdadmedida[i] = 0 y experto[i] = 0 entonces
5 exactitudT ablamedida[i] + 1

6: si no
7

8

9

0

1

exactitudT ablamedidali] < O
fin si
: fin para
10: ezactitudmedida < Exactitud(exactitudTablamedida|[],|RT|)
11: devolver exactitudmedida

En el paso 10, se hace el llamado a la funciéon promedioSist que se muestra
en el Algoritmo 4, esta funcién toma como entrada las listas de los resultados de
similitud de cada medida, el umbraly,omedio y €l nimero de relaciones, después
devuelve tablaPromGeneral con los resultados obtenidos. En el paso 11 se
calcula el promedio de los resultados obtenidos en tablaPromGeneral para
obtener el promedio general. Por 1ltimo en el paso 12, se llama a la funcién
exactMedida para comparar los resultados de tablaPromGeneral contra la lista
anotada de las relaciones por el Experto.

5. Resultados experimentales

En esta investigacion se utilizé la ontologia de TA propuesta en [21]. La Tabla
1 muestra el total de conceptos (|C|) y relaciones taxonémicas (|RT'|) existentes
en la ontologia de dominio.

En la Tabla 2 se muestran los resultados experimentales de las medidas de
similitud aplicadas a un subconjunto de relaciones taxonémicas de la ontologia de
dominio. Por ejemplo, en los conceptos RDF'y Standard que tienen una relacién
de tipo “is-a”, la medida Path indica que son 50 % similares, Wup que son un
40 % similares y Li que son un 43 % similares.
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Algoritmo 4 Funcién promedioSist

Entrada: T€Smedida [] , F€ESmedida [] , F€Smedida [] 5 umbralpromedio, |RT|
Salida: tablaPromGeneral|]

1: para i=0 hasta |RT| hacer

2:  si promedio(respath[i], T€Swupli], resii[i])>= umbralpromedio €ntonces
3: tablaPromGeneralli] < 1

4: sino

5: tablaPromGeneralli] - 0

6: finsi

7: fin para

8

: devolver tablaPromGeneral|]

Tabla 1. Total de conceptos y relaciones taxonémicas de la ontologia IA.

Ontologia |C| |RT|
IA 233 205

Por otro lado, las tres medidas indican que los conceptos Natural Language
y Language tienen una relacién semantica entre ellos.

Tabla 2. Muestra de los resultados obtenidos por cada medida de similitud sematica.

Conceptoy [ConceptOQ [Path[ Wup[ Li
Standard RDF 0.5| 0.4/0.439
Language Natural Language 0.5/0.857|0.775
Ability Human Cognitive Ability| 0.5 0.8]/0.683
Artificial Intelligence|Strong Al 0.5/0.333|0.439
Set of Inference Representation 0.5/0.667|0.682

Sin embargo, con la finalidad de emitir un grado de similitud entre los pares
de conceptos, se procedié a calcular un umbral por medida de similitud. En este
caso, el umbral es el promedio de todos los resultados obtenidos de las relaciones
taxondémicas de cada medida de similitud. Para tener un mejor criterio, se calculé
un nuevo umbral obtenido del promedio de los umbrales de cada medida. Los
umbrales obtenidos en los experimentos se muestran en la tabla 3.

Por 1ltimo, en el Algoritmo 1 se calcula la exactitud de las relaciones ta-
xonémicas, considerando cada medida de similitud seméntica. El algoritmo asig-
na a cada par de conceptos el valor verdadero si el resultado de la medida de
similitud supera el umbral, de lo contrario asigna el valor falso. Los resultados de
la medida de exactitud se muestran en la Tabla 4 comparadas con los resultados
de la exactitud que un experto le asigné al total de relaciones taxonémicas de
la ontologia de dominio. Como puede apreciarse los resultados experimentales
indican que més del 84 % de las relaciones taxonémicas mantienen una relacién
semantica entre si.
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Tabla 3. Umbral para cada medida de similitud.

Path| Wup| Li|Promedio
0.5/0.779|0.68 0.653

Ademss, en la Tabla 4 se presenta los resultados obtenidos con el umbral
promedio (Prom Sistema) que indica que las relaciones taxonomicas son un 92 %
similares y que los resultados con respecto al experto este se encuentra muy
cercano al mismo. Por lo tanto, consideramos que los resultados nos indican que
las relaciones taxonémicas son correctas en un 92 % de exactitud.

Tabla 4. Exactitud obtenida para la ontologia IA por cada medida de similitud.

Ontologl’a[ExpertolPath [Wup [Li [Prom Sistema[Prom Experto
IA [0.888  [0.888]0.854[0.849] 0.927] 0.854

6. Conclusiones

En esta investigacion se implementé un algoritmo en Python utilizando el
framework Sematch, para la evaluacién de relaciones taxonénomicas de una on-
tologia de Inteligencia Artificial, a través de tres medidas de similitud semdntica
basadas en conocimiento: Path, Wu y Palmer y Li. Estas medidas se basan en la
distancia que existe entre un par de conceptos colocados en el grafo de la onto-
logia. En particular se aplicaron a las relaciones de tipo “is-a” o taxonémicas. En
base a los resultados experimentales, observamos que las tres medidas muestran
que por lo menos el 84 % de las relaciones taxonémicas mantienen este tipo de
relaciéon seméntica en la ontologia.

Como trabajo a futuro se propone implementar otras medidas de similitud
semadntica basadas en contenido de la informacién. Asimismo aplicarlas a otras
ontologias y compararlas con los resultados de otros expertos de dominio y
realizar pruebas estadisticas, con la finalidad de emitir un juicio en cuanto a
la evaluacién de las relaciones semanticas y conceptos definidos en ontologias de
dominio.

Agradecimientos. Esta investigacién es apoyada por el Fondo Sectorial de
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Resumen. El presente trabajo muestra los resultados alcanzados al
aplicar un método originalmente propuesto para perfilado de autores a
la deteccién automética de engano. El método representa cada perfil (i.e.
autores de cierto género o rango de edad) a través de subperfiles para cada
categoria. Es decir, no supone que todos los jévenes, o todos los adultos,
escriben con el mismo estilo. Este trabajo, retoma la misma suposicion,
e intenta afinar la discriminacién entre notas enganosas y verdaderas,
al suponer que existe mas de un posible estilo para redactar este tipo
de textos. El presente trabajo analiza el comportamiento del método
variando el nimero de subperfiles en dos tipos de colecciones usadas para
la deteccién del engafio: resenias sobre hoteles y temas controversiales. El
método alcanzé resultados alentadores, difiriendo los resultados segun el
tipo de documentos donde se pretende detectar el engano.

Palabras clave: mineria de textos, clasificacién no-temética de textos,
deteccién de engano.

Automatic Deception Detection in Opinion Notes
using Author Profiling Techniques

Abstract. The present work shows the results achieved by applying a
method originally proposed for author profiling to the automatic detec-
tion of deception. The method represents each profile (i.e. authors of a
certain genre or age range) through sub-profiles for each category. That
is, it does not assume that all young people, or all adults, write with the
same style. This work takes up the same assumption, and attempts to
refine the discrimination between deceptive and true notes, assuming
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that there is more than one possible style to write such texts. This
paper analyzes the behavior of the method by varying the number of
sub-profiles in two types of collections used for the detection of deception:
hotel reviews and controversial issues. The method achieved encouraging
results, with results differing according to the type of documents where
the deceit is intended to be detected.

Keywords: text mining, non-thematic text classification, deception de-
tection.

1. Introduccién

El uso de la internet se ha generalizado de tal forma que se recurre a este
medio de informacién casi para cualquier cosa. En especial, consultar la internet
para informarse sobre valoraciones de productos o servicios es habitual. De este
modo, una persona que desea adquirir un producto o un servicio recurre a
la web para responder preguntas como jel producto o servicio cumple con lo
que promete?, ;jla tienda o el vendedor es confiable?, ;la tienda o pagina web
me ofrece alguna garantia por defectos o si no llega el producto?, entre otras.
Basicamente, estas preguntas se responden con los comentarios o resenas de
compradores previos.

Algunos vendedores de productos y servicios, se han dado cuenta de esta
situacion y a través de estrategias poco éticas han intentado sacar provecho de
este comportamiento al agregar comentarios positivos referentes a sus productos,
y/o escribir resefias negativas a productos o servicios de sus competidores.

La busqueda de métodos automédticos para detectar opiniones que fueron
escritas con la intencién de enganar se le conoce como deteccion de engafio.
La importancia de detectar automdticamente el engafio (u opiniones falsas®) es
clara en situaciones como el caso de TripAdvisor. Dicho sitio cuenta con millones
de opiniones de viajeros acerca de alojamientos, y se tiene particular interés en
la deteccién de opiniones falsas, cuyo fin generalmente es aumentar o disminuir
la reputacién de un establecimiento por parte de propietarios o competidores,
respectivamente?. Sin embargo, existen muchas otras situaciones en que este tipo
de métodos podrian ser de ayuda al experto para la toma de decisiones, como
es el caso de evaluacién de veracidad de testimonios.

La detecciéon automatica del engano recae principalmente en observar elemen-
tos que brinden evidencia de haber experimentado en carne propia los hechos
relatados. Elementos como el uso de la primera persona, expresiones incluyendo
valoraciones sensoriales, y la descripcién puntual y detallada de la experiencia
pueden proporcionar evidencia de la veracidad de la opinién. Trabajos previos
han demostrado que estos elementos pueden capturarse a través de técnicas de

3 Si bien las opiniones falsas no implican necesariamente la existencia de engafio, o
sea, la intencién de engafnar, en este documento se mencionarda “opiniones falsas”
como expresién alternativa para referirse a “opiniones engafiosas”.

* https://www.tripadvisor.es/vpages/review_mod_fraud_detect.html
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mineria de texto, al capturar rasgos preponderantemente asociados al estilo de
escritura de la resefia [10].

El presente trabajo explora y evalia la aplicacién de una técnica usada con
éxito para la discriminacién entre perfiles de autor identificando caracteristicas
como género o rango de edad. Dicha técnica [6] recurre al supuesto que el estilo
y los temas tratados en el documento permiten discriminar, por ejemplo, a qué
género pertenece el autor. Lo que es mas, abre la posibilidad de capturar diversas
actitudes entre autores pertenecientes a la misma clase, al considerar la existencia
de subperfiles, ya que es dificil de imaginar que todos los autores recurren al
mismo estilo de escritura. Extendiendo esta idea a la tarea de deteccién del
engano, no sélo deseamos discriminar entre opiniones verdaderas y falsas, sino
incluso se puede suponer que el estilo en cada clase no es homogéneo. Es decir,
es de suponer que existen diferentes estilos entre los autores de notas falsas asi
como diferentes estilos entre autores de notas verdaderas.

A continuacién, en la Sec. 2, se presentan algunos trabajos relacionados a
la deteccién de engano. En la Sec. 3, se describe el método llevado a cabo. En
la Sec. 4 se detallan los datos sobre los corpus de prueba y se muestran los
resultados obtenidos junto con una breve discusion de los mismos. Finalmente
se dan conclusiones preliminares en la Sec. 5.

2. Trabajo relacionado

Existen diferentes trabajos donde se intenta detectar las opiniones enganosas
de las verdaderas. Estos trabajos difieren en las representaciones usadas asi como
en el tipo de documentos donde se desea hacer la detecciéon. Respecto al tipo de
documentos se identifican dos grandes tipos de colecciones: (i) opiniones spam®
sobre productos o servicios, tales como libros, restaurantes, hoteles y doctores
[10, 3, 9] y (ii) engano en opiniones sobre tépicos controversiales como aborto,
pena de muerte, y sentimientos sobre mejores amigos[8, 7, 11]. Las colecciones
varian considerablemente no sélo por el tipo de contenido sino también desde el
punto de vista psicolégico. En la primera coleccién se recurrié a voluntarios para
realizar el trabajo de redaccién, y ellos estuvieron conscientes de que sus notas
falsas no tendrian ninguna implicaciéon. En el caso del otro tipo de coleccién,
el autor estaba consciente de que plasmaba creencias propias y tendrian una
repercusién sobre su imagen ante terceros, posibilitando asi la presencia de
emociones negativas vinculadas anteriormente con el acto de mentir [2, 16].

Respecto al tipo de atributos utilizados para enfrentar esta tarea, se han
experimentado diferentes rasgos que se diferencian en cuanto a su complejidad
y a lo que son capaces de capturar: n-gramas de palabras y de caracteres [15],
estructuras sintdcticas [3, 13], lista de criterios psicolingiiisticos [5] y atributos
semdnticos [1].

5 Opiniones spam o fake reviews, son opiniones engafiosas, escritas de forma que

parezcan auténticas, y en las que deliberadamente se da informacién falsa influyendo
en la decisién de usuarios y clientes [2,4].
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Sorprendentemente, las secuencias de n palabras (o n-gramas de palabras),
han servido para discriminar engano de no engano con un desempeno superior
al del ser humano. En [10] abordaron la tarea como una clasificacién de textos
mediante un clasificador basado en n-gramas de palabras. Con el propédsito de
modelar el contenido y el contexto, consideraron tres conjuntos de atributos: uni-
gramas, la combinacién de unigramas y bigramas (bigramas™), y la combinacién
de unigramas, bigramas y trigramas (trigramas™). Los autores contrastaron los
resultados de la clasificacién de 800 opiniones positivas sobre hoteles mediante
n-gramas, frente a otro enfoque usando criterios psicolingiiisticos (LIWC). Los
resultados sugieren que con unigramas se discrimina mejor que con un conjunto
de criterios preestablecidos como LIWC, y que aproximaciones sensibles al con-
texto (bigramas™) pueden mejorar la clasificacién (89% de exactitud). En [9]
se mostré igualmente una mayor efectividad de bigramas™ (86 % de exactitud)
frente a las predicciones de jueces humanos, esta vez incluyendo 800 opiniones
negativas.

En el caso de opiniones controversiales, en [7] se recolectaron opiniones en
tépicos de pena de muerte, aborto, y sentimientos hacia el mejor amigo. En este
trabajo, se aplicé un proceso de stemming, elimindandose las diferentes variaciones
de una misma palabra y tomandolas como sinénimos. El desempeno promedio
de los tres dominios fue de un 70 % de exactitud. Como se mencioné en pérrafos
anteriores, se trata de colecciones de caracteristicas muy distintas a las opiniones
spam, de ahi la diferencia de resultados.

Finalmente, una representaciéon mas compleja que los simples patrones 1éxicos
fue la empleada por [3] tratando de describir més ampliamente el estilo de los
enganadores. Los autores aplicaron su método en opiniones de productos, servi-
cios y opiniones controversiales. Este consistié en el uso de reglas de produccién
basadas en arboles de derivaciéon de acuerdo a gramaéticas libres de contexto
(CFG, por siglas en inglés). Con esta informacién fue posible detectar engafio,
alcanzando aun mejores resultados cuando estos atributos se combinan con
atributos léxicos (90 % de exactitud). Claro estd que este método depende de
recursos linglifsticos incrementando su costo computacional y restringiendo su
ambito de utilidad.

Cabe mencionar un ultimo trabajo que antecede y motiva el presente estudio.
En [13] se probaron varias representaciones entre las que destacé el discriminar
primeramente por género del autor para posteriormente detectar el engano. Los
autores indican en sus experimentos que los unigramas fueron la representacién
mdés robusta, que las mentiras en general son méas dificiles de detectar que las
verdades, y que las mentiras dichas por mujeres son més faciles de identificar
que las de los hombres.

El presente trabajo no distingue entre los géneros de los autores, informacion
que no esta presente en las colecciones de prueba. Pero si se busca discriminar
el engafio de la verdad afinando la granularidad de la representacién al suponer
que posiblemente existen subperfiles tanto entre los enganadores como entre
aquellos que dicen la verdad. La siguiente seccion describe la representacién y
metodologia utilizadas.
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3. Metodologia

3.1. Representacion de documentos

La representacién usada parte directamente de lo expuesto en [6]. Esta técni-
ca, también conocida como SOA2, hace la suposicién que los autores de una
clase de documentos estan repartidos en diferentes subperfiles. Es por esto que
se tiene interés en aplicar esta técnica en la deteccion del engano, al suponer que
podrian encontrarse diferentes subperfiles de mentirosos, lo cual podria aportar
informacién significativa en el analisis y clasificacién de nuevos documentos. Los
siguientes pédrrafos detallan la aplicacién del método SOA2.

Notacién. Tomada de [6]:

« D ={(d1,y1),,(dn,yn)}, D es una coleccién de n parejas de documentos
(d;) y variables (y;), donde la variable representa el perfil al cual estd asociado
el documento.

vy, € P = {p1,...,pq}, P es el conjunto de diferentes perfiles y ¢ es la
cardinalidad de P.

» V=Avy,...,um}, V es el vocabulario de la coleccién de documentos D.

» v; es representado como un vector t; € R, por lo tanto t; = (t;1,...,%i4),
donde cada elemento t; ; indica el grado de asociacién entre el término v; y
el perfil p;.

w tf(dg,v;) es la frecuencia del término v; en el documento di, len(dy) es la
cantidad de términos que contiene el documento dy.

= Xx) representa al k-ésimo documento, donde xj € RY.

Representacion de funcién de los perfiles. Dado que se tiene una coleccién
de documentos etiquetados, las diferentes etiquetas son vistas como los perfiles,
por ejemplo, en el corpus de OpSpam se tienen las clases de engano y veraz, por lo
tanto se tendrian dos perfiles. Sabiendo esto, se llevara a cabo la representacion
del vocabulario del corpus, por lo que se crea una matriz del tamano del voca-
bulario por la cantidad de perfiles (véase Figura 1). Como se puede observar en
la Figura 1, cada perfil aporta informacién a las palabras que son usadas dentro
del mismo, este aporte estd dado por la ecuacién 1. Posteriormente se hace un
normalizado por perfil, es decir, se normalizan las columnas de la matriz, y
finalmente se hace una normalizaciéon por término, es decir, por fila. De esta
forma se construye la representacion de los términos en el espacio de perfiles:

tiJ‘ = Z logg(l + M) (1)

Vdg:yr==p; len(dk)
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Fig. 1. Se crea una matriz de tamafio m x ¢, donde m es el tamafo del vocabulario
y q es el numero de perfiles, posteriormente los documentos de cada perfil aportan
informacién a las palabras que son usadas dentro del mismo, este aporte esta dado por
la ecuacién 1. De esta forma se obtiene la representaciéon de los términos en el espacio
de perfiles.

Representacién de documentos. Una vez que se tiene la representacion de los
términos en el espacio de perfiles, se usan estos para representar los documentos
en el mismo espacio. Esto es, cada palabra del documento aporta informacién
para la representacién en el espacio de perfiles (véase Figura 2), este aporte estd
dado por la ecuacion 2. Consecuentemente se obtienen las representaciones de
los documentos en el espacio de perfiles:

Xk = Z 7tf(dk’vi) X tj. (2)

e len(dy)
pl |p2
tl |04 (0.6 pl |p2
0.210.79 d1 |0.27 |0.73
v q .. |0.18 |0.82
0.54 |0.46 0.25 [0.75
i [0:09 091 a, |0-36 |0.64

Fig. 2. Las palabras de cada documento, previamente representadas en el espacio de
perfiles (tabla izquierda), son utilizadas para representar al documento en el mismo
espacio de perfiles (tabla derecha), el aporte de cada palabra esta dado por la ecuacién
2. De esta forma se obtiene la representacién de los documentos en el espacio de perfiles.

Generaciéon de subperfiles. Una vez que se tiene la representacién de los
documentos en el espacio de perfiles se procede a hacer la busqueda de subperfiles,
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lo cual se logra en dos etapas. Primeramente se agrupan los documentos que
pertenecen al mismo perfil, y luego se aplica algin algoritmo de agrupamiento
a cada perfil, por ejemplo k-means, véase Figura 3. El problema que se tiene al
usar k-means (y otros algoritmos de agrupamiento), es que requiere la cantidad
especifica de agrupaciones que debe encontrar, sin embargo, muchas veces este
valor es desconocido, por lo que una forma de obtener un buena cantidad de
agrupaciones es ejecutar el algoritmo de agrupamiento varias veces, indicando
diferentes cantidades en cada ocasién y usando una medida de validacion para
encontrar la mejor agrupacién. En este trabajo se usé el algoritmo de k-means
con el coeficiente de Silhouette para encontrar las mejores agrupaciones por
perfil, usando las implementaciones de scikit learn.

I R Y
—H )
e . B /’_“‘l(‘_‘\.
NS N ) o
\ J —
/_\\___/ g \ o
'\__/I A /

Fig. 3. Una vez representados los documentos en el espacio de perfiles, se aplican
técnicas de agrupamiento para encontrar los subperfiles de cada perfil. Nétese que
cada perfil puede tener diferente cantidad de subperfiles.

Los subperfiles encontrados (agrupaciones por perfil), serdn vistos como las
nuevas clases/perfiles, por ejemplo, en la Figura 3 se encontraron 7 subperfiles,
de este modo se tendrfan 7 clases/perfiles. El siguiente paso es repetir la Repre-
sentacion de funcion de los perfiles y posteriormente la Representacion de los
Documentos, por lo tanto, al final se obtiene una matriz de los documentos en
el espacio de subperfiles, ver Figura 4.

subp_1 |subp_2 |subp_3 |subp_4 |subp_5 |subp_6 |subp_7
di [0.27 0.01 0.14 0.283 |0.21 0.15 0.17
0.27 025 |0.21 0.185 |0.03 0.05 0.25
0.179 |0.17 0.17 0.167 |0.07 0.08 0.16
0.008 |(0.14 |(0.04 0.024 |0.36 0.34 0.08

dl']

Fi% 4. Representacion de documentos en el eSﬁacio de subperfiles.
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Clasificacion. Una vez finalizada la representacién de los documentos a SOA2,
la matriz resultante estd lista para entrenar a cualquier clasificador que tome
como entrada una matriz de ejemplos por atributos mas una lista de la clase a
la que pertenece cada ejemplo. Para este trabajo se han usado 2 clasificadores,
el Naive Bayes y una méquina de soporte vectorial (SVM), ambos clasificadores
de WEKA 3.6, los resultados pueden verse en la Sec. 4.

Ventajas. Algunas de las ventajas de esta técnica son las siguientes:

» Reduccién de dimensién: Comparado con una bolsa de palabras (BoW),
el tamano de los vectores en general es mucho mas pequeno que los vectores
de la BoW, ya que el tamano de los vectores de una BoW esta dado por el
tamano del vocabulario.

= Matriz NO dispersa: ligado con el punto anterior, y uno de los problemas
bien conocidos de la BoW, es que se obtienen matrices con datos dispersos,
sin embargo, esto no sucede con SOAZ2.

Desventajas. Una de las posibles desventajas de este método es la dificultad
para determinar la cantidad éptima de subperfiles por clase, lo cual impacta en
el rendimiento y eficacia del método.

3.2. Corpus y preprocesamiento

En este trabajo se han usado los siguientes cuatro corpus:

= OpSpam [6, 5]: Contiene 800 opiniones reales y 800 opiniones falsas acerca
de hoteles situados en Chicago. Las opiniones verdaderas fueron extraidas
de notas reales de TripAdvisor, mientras que las falsas fueron requeridas via
Amazon Mechanical Turk (AMT).

» Temas controversiales (Abortion, Death Penalty, Best Friend) [4]:
En los 2 primeros temas, se pidié a algunas personas escribir su opinién
(opiniones reales) y posteriormente se les pidi6 que escribieran una opinién
contraria o lo que habian escrito previamente (opiniones falsas). De forma
similar para el tercer tema, se pidié a algunas personas escribir sobre su
mejor amigo (opiniones reales) y posteriormente se les pidié escribir sobre
una persona que no soporten, como si fuera su mejor amigo (opinién falsa).
Finalmente, se tienen 100 opiniones reales y 100 opiniones falsas por cada
uno de los tres temas.

El preprocesamiento que se llevé a cabo en estos corpus fue reduccién a
minusculas y la eliminacién de signos de puntuacion, enfocandose tnicamente
en las palabras. Para llevar a cabo la evaluacién, se ha hecho con validacién
cruzada de 5 pliegues, es decir, 80 % para entrenamiento y 20 % para prueba por
cada pliegue.
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4. Resultados

En las tablas 1, 2, 3 y 4 se presentan los resultados para los corpus OpSpam,
Abortion, Best Friend y Death Penalty, respectivamente. Dado que se generaron
5 pliegues, los resultados mostrados en las tablas para la Exactitud (E), Precisién
(P), Recuerdo (R) y la medida Fi, son calculadas con el macro-promedio. La
mejor exactitud la consigue en el corpus de OpSpam, alcanzando un 83.9, y
el peor resultado lo consigue en el corpus de Death Penalty, donde solo logra
alcanzar una exactitud del 56.0 %.

Tabla 1. Resultados en OpSpam.

Miéx. Prom. Subperfiles P R Fy
Clasif.|Subperfiles F \% E F \% F \Y F \Y
sar] 2 | 2O | 20 [ e o osrjoa pa
Sar| 0 | O | 20 [ i (173 0-s9s0 R0 R
SVir] 10 [MHGSD|36£(D e i s (o717 [0 R0 foss

Tabla 2. Resultados en Abortion.

Méx. Prom. Subperfiles P R Fy
Clasif.|Subperfiles F \% E F \% F \Y F \Y
Sar| 2| O | 250 | sesoioose ossolo 2 b e
S| 0| ROAY | S04 [T s [roan [0 [0 71 07T
SVRr] 10 [68.99)5.8(50) o5 o i oo o0 Jo 727 o

En general, la cantidad de subperfiles de cada clase (i. e. F'y V) tiene un
comportamiento distinto entre las opiniones sobre hoteles y las controversiales.
En particular, en las primeras el promedio de subperfiles es menor y con menor
varianza, mientras que en las segundas parece aumentar proporcionalmente al
parametro de maximo agrupamiento, con excepcién del corpus Death Penalty.
Esto puede deberse tanto ala cantidad de datos que se tienen como a la forma en
que cada corpus fue construido. Por ejemplo, para las opiniones verdaderas sobre
hoteles, TripAdvisor insta a los usuarios a evaluar el hotel en funcién de aspectos
especificos como localidad, limpieza, calidad del suetio, precios [2]. Sin embargo,
las opiniones controversiales fueron adquiridas sin ningun tipo de restriccion,
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Tabla 3. Resultados de Best Friend.

Méax. Prom. Subperfiles P R Fy
Clasif.|Subperfiles F \% E F \ F \% F \%
Sar| 2| O | 20 s [rrnosio oo 0.8
S| 0 A8 e T e fo-950/0 757
SVAr] 10 |96 s s [0 w0 fo AT 03

Tabla 4. Resultados de Death Penalty.

Max. Prom. Subperfiles P R Fi
Clasif.|Subperfiles F \Y E F \Y F \% F \%
W : o | wo (R s
S| 0| EO) | 20 e e o 0.650/0 507 0,591
S| 10 G280 S e 0 o 6o o 07 o e

por lo que los individuos tuvieron total libertad de expresarse en dichos temas
pudiendo ser tan especificos o amplios segin quisieran.

Para poner en contexto los resultados obtenidos, en la tabla 5 se comparan
los resultados contra el método tradicional de bolsa de palabras (BoW), y otros
métodos del estado del arte que no utilizan recursos externos o herramientas de
andlisis lingiiistico.

Tabla 5. Comparacion con el estado del arte

Corpus Trabajos Exactitud
bigramas™ [1]| 86.0
OpSpam SOA2 83.9
BoW 84.5
unigramas [3] 63.8
Abortion SOA2 76.0
BoW 69.5
unigramas [3)] 74.5
Best Friend |SOA2 81.5
BoW 77.5
unigramas (3] 58.1
Death Penalty|SOA2 56.0
BoW 62.5
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Como puede observarse los resultados obtenidos al aplicar SOA2 son superio-
res en funcién del tipo de engano. En el caso de OpSpam el método no muestra
ventajas cayendo su rendimiento ain por debajo del método tradicional de BoW.
En el caso de las controversiales, utilizar un enfoque basado en subperfiles tiene
resultados alentadores, superando incluso el estado del arte en los corpus Best
Friend y Abortion. Aun es necesario profundizar més en el andlisis de estos
resultados para determinar las diferencias de comportamiento entre los corpus
de notas controversiales. No obstante, estos resultados sugieren que la hipétesis
de que existen subperfiles de enganadores y veraces se debe tener en cuenta
en futuros trabajos para la deteccién del engano. Finalmente, los resultados de
propuestas que emplean recursos externos [6] o reglas gramaticales [1] para la
representacién de los textos siguen estando més por encima de los alcanzados
por los métodos simples. Asi que en futuros trabajos se podria buscar estrategias
que permitan incluir este tipo de informacién en las representaciones de SOA2,
de forma que se considere esta informacién en la bisqueda de subperfiles.

5. Conclusiones y trabajo futuro

Se ha mostrado cémo el uso de la técnica SOA2 [3], la cual crea una re-
presentacién basada en subperfiles, ha alcanzado resultados interesantes, prueba
de ello se puede apreciar en la tabla 5, donde se compararon los resultados con
métodos del estado del arte. No obstante, el comportamiento difiere en funcién
del tipo de engano. En el caso de las valoraciones sobre hoteles el método no
brinda ninguna ventaja, por el contrario con los corpus de notas controversiales se
tienen resultados interesantes. Atn es necesario realizar un andlisis més profundo
para explicar este comportamiento el cual puede deberse tanto al tamano de las
colecciones, a la diversidad de tépicos y por ende al tamano del vocabulario, etc.

Para el trabajo futuro se propone, por un lado: (i) retomar los subperfiles
encontrados en el paso de Generacién de Subperfiles, y agregarlos como sub-
clases, lo cual darfa un problema multidimensional, el cual podria ser tratado
usando un enfoque de clasificadores encadenados, de modo que estas nuevas
subclases aporten informacién relevante a la clase original. Alternativamente
podria verse como un ensamble, donde se construye un clasificador para cada
subclase, se evaltia el nuevo documento y la clase que tenga més votos serd a
la que pertenece (cada subclase pertenece en principio a una clase, por lo que
el voto de la subclase es para la clase a la que pertenece); y por otro lado,
(ii) dado que los métodos que usan recursos externos o informacién sintéctica
han demostrado su potencial, se podria buscar estrategias que permitan incluir
informacién de este tipo en la bisqueda de subperfiles dentro del SOA2.
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Resumen. Las redes sociales contienen suficiente elementos para cons-
truir corpus acerca de temas novedosos,en dichos corpus existe la posibi-
lidad de que se conviertan en obsoletos debido a la naturaleza efimera de
dicha informacién. La tarea de retroalimentar corpus para mantenerlos
vigentes es muy importante y a su vez, una tarea muy dificil cuando se
hace manualmente debido a la cantidad de informacién que se tiene que
manejar. En este trabajo se presenta la comparativa de los resultados
de la aplicacién de la técnica de ensamble de clasificadores Bagging con
votacién simple para la seleccién de Tweets candidatos con la finalidad de
retroalimentar el corpus de entrenamiento. Dicho corpus estd balanceado
y dividido en cuatro clases (alegria, tristeza, ira y miedo) y el proceso
de clasificacion es realizado por medio de tres modelos: Ranking, Naive
Bayes y Probabilidad de Bigramas. La candidatos son seleccionados de
un conjunto de prueba etiquetado manualmente y la retroalimentacién
del corpus serd evaluada por medio de pruebas K-Fold Cross Validation.

Palabras clave: bagging, ranking, Naive Bayes, probabilidad de bigra-
mas, retroalimentacién de corpus, ensamble de clasificadores.

Candidates Evaluation for Corpus
Feedback by Bagging

Abstract. The social networks contains enough elements for build cor-
pus about novel topics in which there is the possibility of become obsolete
because to their fleeting nature. The feedback corpus task for keeping
them current is very important and in turn a difficult and cost task
because the used information amount for this. In this work, the com-
parative among the results of classifier ensemble technique with simple
voting in order to candidates Tweets selection for train corpus feedback
has been presented. The train corpus is divided in four classes (happiness,
sadness, anger and fear) and the classification process is performed by
three models: Ranking, Naive Bayes and Bigrams Probabilities. The
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candidates are selected from a manually tagged test set and the feedback
is evaluated by K-Fold Cross Validation.

Keywords: bagging, ranking, Naive Bayes, bigrams probability, corpus
feedback, classifier ensemble.

1. Introduccién

Las redes sociales como Twitter contienen una gran cantidad de informacién
cambiante, es decir, los temas manejados dentro de estas son recientes y solo se
mantienen vigentes por cortos lapsos de tiempo. Al trabajar con corpus de dicha
informacién es necesario mantenerlos actualizados, lo cual es un proceso muy
dificil y costoso si se hace manualmente. Existen técnicas como Bootstrapping
para retroalimentar corpus de forma dindmica, por medio de un proceso de
clasificacién de informacién a base de etiquetado partiendo de lo particular
a lo general, es decir parte de un elemento semilla para extraer un conjunto
mayor de informaciéon que serd clasificado mediante uno o varios modelos de
clasificacién [1]. Para que esto sea posible es necesario implementar estrategias de
seleccién de elementos candidatos por medio de un clasificador, el cual considera
algunas caracteristicas y desprecia otras. Una forma de aprovechar miiltiples
caracteristicas de la informacién es a través de la implementacién de multiples
clasificadores que puedan aportar resultados segun su naturaleza, siendo esta
una de las principales ventajas del ensamble de clasificadores.

Se puede definir al ensamble de clasificadores como un trabajo colaborativo
entre diversos modelos de clasificacién dentro de una misma tarea, de tal forma
que dicha colaboracién ofrezca mejores resultados respecto a los que puedan
otorgar cada uno de los clasificadores participantes por separado, simulando
la naturaleza humana de pedir opiniones [2]. Existen diferentes técnicas de
ensamble y entre las més populares podemos mencionar al Bagging, en el cual se
generan multiples versiones de una prediccion de clase, la prediccion final sera
definida mediante un proceso de votacion. En términos generales, las diferentes
versién se crean a partir de la agregacién de elementos tomados al azar del
conjunto de entrenamiento para generar nuevos conjuntos de entrenamiento que
varfan en cada iteracién obteniendo asi las versiones de la prediccién [3]. Otra
técnica popular es el boosting en el cual se le asigna peso a cada ejemplo y en
cada iteracion se modifica, al finalizar las iteraciones se realiza una votacién de
los resultados considerando los pesos finales [10].

En este trabajo se compara los resultados de la técnica bagging aplicada
a un proceso de seleccién de tweets candidatos para la retralimentacién de un
corpus etiquetado manualmente en cuatro clases (alegria, tristeza, ira y miedo),
mediante tres modelos de clasificacién: uno basado en la técnica de recuperacion
de la informacién Ranking, Naive Bayes y Probabilidad de bigramas.

Este documento estd dividido en las siguientes secciones: la seccion 2 contiene
los trabajos relacionados al ensamble de clasificadores, la seccién 3 describe los
clasificadores utilizados en este trabajo, la seccién 4 contiene los resultados de
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la evaluacién de los candidatos proporcionados por el ensamble, por ultimo la
seccidn 5 contiene las conclusiones de este trabajo.

2. Trabajos relacionados

Dentro del campo del procesamiento del lenguaje natural, la técnica de
ensamble de clasificadores ha sido utilizada en diversos proyectos, uno de ellos
es la mejora de procesos de andlisis de opinién afectiva, mediante elementos
morfosintacticos para la bisqueda de relaciones avanzadas dificiles de detectar,
utilizando algoritmos de aproximacién simple, basado en DAL (Diccionario de
Afecto en el Lenguaje), basado en otro diccionario de mayores dimensiones
y un arbol de sintdxis con informaciéon morfolégica. Para la clasificacion se
utiliza el algoritmo MaxEnt (Mdxima Entropia) y para el ensamble se utiliza
la técnica bagging con muestras del 80 % para entrenar y los resultados son
analizados en un nuevo clasificador [8]. Otra aplicacién del ensamble es durante
la extraccion de caracteristicas de rostro y audio por medio de los algoritmos
PCA-engenfaces y MFCC respectivamente, los clasificadores utilizados fueron
Redes Bayesianas, Naive Bayes, K-vecinos cernos, Redes Neuronales y Arboles
de desicion; para el ensamble entre ellos se utilizo la técnica Staking, en la cual los
clasificadores tienen una jerarquia y la prediccién de los clasificadores mas altos
influye en los mas bajos [9]. También se ha aplicado el ensamble en la identifiacién
de correos electronicos denomidaods spam, donde los datos utilizados fueron
extraidos de corpus publicos considerando de estos solo el contenido que el
usuario puede leer representado en vectores de relevancia, para la clasificacién
se utilizaron los modelos: SVM (Support Vector Machine), Arbol de desicion,
Red Neuronal, K vecinos cercanos, Naive Bayes, entre otros. El ensamble se
realiz6 mediante la técnica Boosting apoyando la desicién por medio de votos
simples [11]. GuoDong Zhou et al. [12] presenta un modelo de reconocimiento de
nombres de genes y protenias en texto considerando también sus abreviaturas
por medio de un médulo donde cada término sea empatado con un diccionario.
Los modelos de clasificacién utilizados son: SVM y dos modelos ocultos de
Markov discriminatorios, dejando la desicién final a una votacion mayoritaria
simple. Por su parte, Onan Aytug et al. [13] presenta la comparativa de varias
técnicas de ensamble como AdaBoost, Bagging, Dagging, Random Subspace y
Votacion mayoritaria simple; en la tarea de extracién de palabras clave usando
los modelos de clasificacién Naive Bayes, SVM, Regresién Logistica y Random
Forest. Los mejores resultados de esta comparativa fueron los otorgados por la
técnica Bagging aplicada al clasificador Random Forest.

3. Clasificadores

En esta seccion se describen los clasificadores utilizados para la técnica del
ensamble en este trabajo.
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3.1. Ranking

El modelo de clasificacion utilizado en este trabajo esta basado en la técnica
de recuperacion de la informaciéon Ranking simple, donde se aplican algoritmos
para crear listas de relevancia basandose en las caracteristicas propias de una
coleccién de documentos [4]. Para esto se crearon cuatro documentos (uno por
clase) para formar un corpus o coleccién, posteriormente es necesario conocer
la frecuencia de cada palabra dentro de cada documento (T'F; 4) v la relevancia
que tiene la misma dentro del corpus (I DFy, Inverse Document Frequency of the
Term), para esta dltima se emplea la Eq.1, donde N es el total de documentos
del corpus, DF; (Document Frequency of the Term) el ntimero de documentos
en el que aparece la palabra y se le aplica el logaritmo base diez para suavizar
la relevancia. Para obtener el valor de relevancia final se utiliza la ecuacién 2:

IDF, =log,,(N/DF,), (1)

TF — IDF, 4 = TF, 4 x IDF,. (2)

El proceso para clasificar un tweet nuevo es similar a realizar una consul-
ta, primero se hace un pesado de cada una de las palabras que lo conforman
considerando la frecuencia de la palabra en el tweet T'F; ; (Term Frequency in
the Query) y en el IDF; de cada documento (Eq. 3), obteniendo asi un vector
compuesto por el TF — I DF' de cada palabra. Finalmente, se realiza un producto
punto del vector y el documento que aporte mayor puntaje es al que corresponde
el tweet:

Wi,q = logo(1 +TF; 4 x IDF). (3)

Una de las modificaciones del algoritmo de Ranking propuesto en este trabajo
es el calculo de la relevancia de bigramas en un documento. Desde la lectura
de los documentos del corpus de entrenamiento, el modelo agrupa bigramas de
palabras consecutivas y los toma en cuenta como una sola palabra, al igual que en
los tweets a clasificar, el modelo creara los bigramas del tweet y serdan evaluados
respecto a los almacenados (ver Figura 1).

3.2. Naive Bayes

Naive Bayes es uno de los clasificadores estadisticos supervisados mas po-
pulares. Esta basado en el Teorema de Bayes y asume que una caracteristica
de una clase en particular contribuye de forma independiente a la probabilidad
de que cualquier otra caracteristica pertenezca o no a la misma clase [5]. El
funcionamiento del clasificador radica en calcular la probabilidad de pertenencia
de cada caracteristica X en cada una de las clases C, cuando se encuentra el
valor més alto se retorna el nombre de la clase al cual pertenece el objeto (Ec. 4):

§= argmazreq,.. i) PC) [ Plas | Cic). (4)
=1
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Fig. 1. Modelo Ranking con llaves compuestas.

3.3. Probabilidad de bigramas

Se puede definir al N-grama como una serie de N palabras consecutivas que
conforman a una sentencia u oracién y se denominan segin su grado (el tamano
de la N). En el procesamiento del lenguaje natural, los modelos més usados
basados en N-gramas, son comunmente unigramas (de una palabra), bigramas
(de dos palabras) y trigramas (de tres palabras) [6]. Cabe resaltar que entre
mas grande sea el N-gramas contiene mas informacién que el grado N-1. Para
el célculo de probabilidades en modelos basado en N-gramas, es frecuentemente
utilizada la suposicion de Markov, en la cual se asume que la probabilidad de una
palabra depende solamente de las N-1 palabras anteriores [7]. Por lo tanto, en
un modelo de bigramas, la probabilidad de una sentencia (P(s)) conformada por
N palabras (w1, ws, ..., w, ) estd dada por la multiplicacién de las probabilidades
de cada palabra dada la anterior (Ec. 5):

P(s) = P(w1)P(wy |wy)...P(wy, |wmn —1)). (5)

4. Resultados

Para la realizacion de las prueba se utilizé un corpus de entrenamiento con-
formado por 105,598 tweets repartidos en forma balanceada en cuatro clases, al
evaluarlo mediante k-Fold Cross Validation con una K=10, dando como resultado
un porcentaje promedio de aciertos del 90 %. Por su parte, el conjunto de prueba
estd conformado por 234 tweets (127 de alegria, 31 de tristeza, 62 de ira 'y 14 de
miedo), ambos etiquetados manualmente. Inicialmente se midi6 el rendimiento
de cada clasificador respecto a aciertos y errores en la clasificacién por medio de
pruebas Presicion, Recall y F-Measure (ver Tabla 1).
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En la seleccién de candidatos del conjunto de prueba, utilizando el corpus
de entrenamiento original en los tres modelos de clasificaciéon se obtuvieron los
siguientes resultados (ver Tabla 2).

Se realizaron cinco pruebas utilizando el conjunto de prueba y entrenando
con Bagging, tomando al azar muestras equivalentes al 80% del tamafo del
corpus de entrenamiento original para cada uno de los tres modelos. En la Tabla
3 se muestra el promedio de candidatos obtenidos para cada clase. Una vez
retroalimentado el corpus de entrenamiento, se aplicé la prueba K-Fold Cross
Validation para medir la integridad del corpus con un k=5 (ver Tabla 4).

Tabla 1. Resultado de Medidas Presicion, Recall y F-Measure de los tres modelos de
clasificacién.

Model Measure |Alegria|Tristeza| Ira |Miedo
Ranking Precision | 0.733 04 10.71/0.174

Recall | 0.693 | 0.387 [0.435|0.571
F-measure| 0.712 | 0.393 | 0.53 | 0.266
Naive Bayes Precision | 0.95 | 0.195 |0.586|0.163

Recall | 0.299 | 0.548 |0.435|0.714
F-measure| 0.455 | 0.288 | 0.5 |0.266
Bigrams Probabilities| Precision | 0.901 | 0.351 [0.396|0.239

Recall | 0.574 | 0.612 |0.338|0.785
F-measure| 0.701 | 0.447 |0.365| 0.366

Tabla 2. Niumero de candidatos por clase.

Emocién|Votacién Mayoritaria|Votacién Unanime
Alegria 89 25
Tristeza 43 11
Ira 33 14
Miedo 39 13
Total 204 63

5. Conclusiones y trabajo futuro

En este trabajo se presentd la comparacién del rendimiento de la seleccion
de tweets candidatos para la retroalimentaciéon de corpus mediante la técnica
de ensamble de clasificadores Bagging utilizando tres modelos de clasificacién:
Ranking, Naive Bayes y Probabilidad de bigramas.

El valor de las medidas Presicion, Recall y F-measure de los modelos Ranking
y Probabilidad de bigramas son cercanas entre si, mientras que las medidas
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Tabla 3. Promedio de candidatos por clase.

Emocién|Promedio Votacién Mayoritaria|Promedio Votacién Undnime
Alegria 75 26
Tristeza 46 9
Ira 40 19
Miedo 37 13
Total 198 67

Tabla 4. Validacién de corpus retroalimentado.

Retroalomentacién por Retroalimentacién por
votacién mayoritaria votacién undnime .
Iteracion |[Ranking|Naive Bayes géoé)?gk;l;ﬁzs Ranking|Naive Bayes géoé)?gk;gﬁzg
1 0.739 0.8 0.773 0.788 0.852 0.826
2 0.838 0.904 0.887 0.83 0.896 0.878
3 0.715 0.822 0.777 0.768 0.886 0.819
4 0.761 0.865 0.805 0.762 0.866 0.805
5 0.795 0.863 0.833 0.826 0.882 0.855
Promedio| 0.769 0.851 0.815 0.795 0.876 0.836

de Naive Bayes son mas bajas respecto a las dos anteriores. Los candidatos
obtenidos por la votacién mayoritaria no son confiables como se desearia puesto
que sugiere una mayor cantidad de candidatos respecto a los que se tienen
etiquetados en el conjunto de prueba, tal es el caso para las clases tristeza y
miedo.

En la prueba de seleccién de candidatos donde se utiliza el corpus de entre-
namiento original para los tres modelos, la cantidad de elementos seleccionados
estd dentro del rango del porcentaje de las pruebas que se realizaron tomando
segmentos aleatorios del corpus de entrenamiento para cada modelo, por lo que
se asume que los rendimientos de los clasificadores en ambos casos es similar.

Los resultados obtenidos de la validacion de corpus muestran que el corpus
que fue retroalimentado con los candidatos sugeridos por votacién mayoritaria
se vio mds afectado en la integridad respecto al que fue retroalimentado con los
candidatos sugeridos por votacién unamine, a pesar de esto, ambos presentan
una baja en cuanto a la validacién original que fue del 90 %.

Como trabajo futuro, se realizaran mas pruebas de retroalimentacién para
visualizar las modificaciones que pueda sufrir el corpus, ademds se implementara
la técnica Bootstrapping para la complementar una retroalimentacién automati-
ca del corpus integrando modelos de seleccion de elementos semilla para la
extraccion masiva de tweets que puedan ser clasificados por los modelos aqui
presentados.
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Resumen. El Procesamiento Analitico en Linea (On-Line Analytical Processing,
u OLAP, por sus siglas en inglés) es una solucion en el &rea de Inteligencia de
Negocios que emplea estructuras multidimensionales, es decir, cubos OLAP, con
el fin de agilizar el procesamiento y el acceso a grandes volimenes de datos,
normalmente almacenados en un almacén de datos (DW). Para acceder a los
datos almacenados en un cubo, en muchas ocasiones se requiere que los usuarios
formulen consultas en el lenguaje MultiDimensional eXpressions (MDX),
conocimiento técnico que la mayoria de los usuarios no posee. En este trabajo se
describe la implementacion de una Interfaz de Lenguaje Natural (ILN) cuyo
objetivo es traducir una consulta formulada en lenguaje natural a una consulta
MDX. El conocimiento que la ILN requiere para efectuar la traduccion es
modelado seméanticamente a partir de los distintos elementos que componen la
estructura de los cubos. EI modelado es realizado automaticamente por un
madulo de configuracion, el cual utiliza representaciones seménticas disefiadas
en el Lenguaje de Ontologias Web (Web Ontology Language, OWL por sus
siglas en inglés).

Palabras clave: interfaz de lenguaje natural, conocimiento semantico, consulta
MDX, cubos OLAP, base de datos multidimensionales.

Natural Language Interface for Querying
Multidimensional Cubes by using On-Line Analytical
Processing

Abstract. On-Line Analytical Processing (OLAP) is a solution in the Business
Intelligence field that uses multidimensional structures, that is to say, OLAP
cubes, with the aim of speed up processing and access to large volumes of data,
usually stored in a data warehouse (DW). In order to access the data stored in a
cube, it is very often for users to formulate queries in the MultiDimensional
eXpressions language, but that is technical knowledge which most of them do
not possess. This work describes the implementation of a Natural Language
Interface (NLI) which main objective is to translate a query formulated in natural
language to an MDX query. The knowledge required for the NLI to perform the
translation process is modeled semantically from the different elements that
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compose the structure of the cubes. Modeling is performed automatically by a
configuration module, which uses semantic representations designed in the
Ontologies Web Language (OWL).

Keywords: natural language interface, semantic knowledge, MDX query, OLAP
cubes, multidimensional databases.

1. Introduccion

El area de Inteligencia de Negocios esta enfocada en transformar datos provenientes
de sistemas de gestidn empresarial en conocimiento, con lo cual se pueda optimizar el
proceso de toma de decisiones estratégicas. Para lograr esto se han desarrollado
numerosas aplicaciones y herramientas de software que permiten obtener informacién
significativa de fuentes de informacion y datos, tales como bases de datos y almacenes
de datos (DataWarehouse, DW por sus siglas en inglés).

En algunas ocasiones, realizar tal labor requiere normalmente de cierto grado de
conocimientos técnicos de lenguajes de consultas como SQL (Structured Query Lan-
guage) o MDX (MultiDimensional eXpressions), obligando a usuarios convencionales
a recurrir a expertos con el fin de recuperar informacién de las fuentes mencionadas.

Para facilitar a los usuarios este proceso, investigadores se han enfocado en disefiar
interfaces que permitan traducir automaticamente una consulta expresada en lenguaje
natural por los usuarios a una consulta MDX.

En este trabajo se propone la arquitectura de una interfaz de lenguaje natural (ILN)
capaz de traducir de una consulta formulada por el usuario en el idioma inglés a una
consulta MDX, la cual se utiliza para extraer informacién de cubos multidimensionales,
almacenados en un DW. El funcionamiento se divide principalmente en dos médulos,
el Modulo Generador de Conocimiento (MGC) y el Modulo de la Interfaz (Ml). El
MGC se encarga de modelar semanticamente el conocimiento que el MI utiliza para
interpretar la consulta del usuario y generar la consulta MDX correspondiente.

El modelado se genera automaticamente a partir de la estructura de los cubos de un
DW, utilizando representaciones semanticas disefiadas en el Lenguaje de Ontologias
Web (Web Ontology Language, u OWL, por sus siglas en inglés). En la Seccion 2 se
presentan trabajos relacionados; en la Seccion 3 se presenta la arquitectura de la interfaz
propuesta; en la Seccidn 4 se presenta una discusion acerca del desempefio de la interfaz
y, en la Seccién 5 se presentan conclusiones y trabajos futuros.

2.  Trabajos relacionados

En el trabajo de Kuchmann-Beauger et al. [1] se propone una ILN capaz de procesar
preguntas expresadas por los usuarios en lenguaje natural. Su enfoque consiste en
identificar palabras clave o entidades en la expresion ingresada por el usuario y enlazar
dichas entidades a objetos definidos previamente en un modelo de datos. Su objetivo
fue demostrar que reescribir la consulta del usuario a través del uso de un tesauro
cuando no se ha encontrado ninguna respuesta, produce mejores resultados. Los
elementos semanticos identificados en la pregunta del usuario se traducen a una
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consulta MDX que el sistema pueda entender. Su ILN contiene un grafo de objetos y
restricciones descritos en el modelo del DW.

Si bien la propuesta muestra resultados prometedores, al mismo tiempo los autores
reconocen que el sistema aln podria ser mas preciso si se convierte el tesauro en una
ontologia que ya no solo permita reescribir la consulta del usuario, sino ademas
recolectar informacién de fuentes no estructuradas para validar las respuestas
proporcionadas.

Por otro lado, en el trabajo de Saias et al. [2] se desarroll6 BINLI, una ILN enfocada
al Procesamiento Analitico En Linea (OnLine Analytical Processing, OLAP por sus
siglas en inglés) cuyo funcionamiento se basa en una ontologia. Las herramientas
OLAP son soluciones para analisis de datos multidimensionales que permiten al usuario
controlar la perspectiva y grado de detalle en cada dimensidn del anélisis en grandes
volimenes de datos.

BINLI pretende simplificar y hacer mas flexible e intuitiva la interaccién de usuarios
con herramientas OLAP permitiéndoles realizar consultas en NL. A diferencia del
trabajo de Kuchmann-Beauger et al., cuya ILN tiene un tesauro como base de
conocimiento, BINLI se encuentra basado en una ontologia, permitiendo inferencia en
procesos de complejidad seméntica mayores. BINLI utiliza analisis gramatical,
reconocimiento de entidades, analisis morfosintactico, célculo de similitud seméntica
y razonamiento semantico. Cuenta con un generador de consultas OLAP MDX que
permite evaluar varias interpretaciones de una misma consulta ordenadas
descendentemente por orden de peso. La interpretacion de mayor peso es enviada a un
motor OLAP para su ejecucion.

Como motor OLAP utilizan Pentaho Analysis Services Community Edition. BINLI
también detecta errores de escritura utilizando la distancia Levenshtein. Ademas,
detecta relaciones indirectas probando la compatibilidad semantica entre los términos
a través del uso de una ontologia de apoyo.

La propuesta de Prat, Akoka at al. [3] presenta un enfoque que busca definir una
ontologia basada en ldégica descriptiva (OWL-DL) a partir de un modelo
multidimensional. Las dimensiones, jerarquias de las dimensiones, niveles de la
dimensién de la jerarquia, atributos del nivel de la dimension, rollups, hechos,
mediciones, funciones de agregacién y tipos de agregacion del modelo dimensional son
representados en una ontologia OWL-DL. Con el uso de la ontologia OWL-DL
demostraron facilitar la inferencia de la informacion deseada por el usuario, ademas de
permitir una representacion concisa y formal del conocimiento.

Configurar una ILN para una base de datos es un trabajo considerable, por tal
motivo, Popescu et al. [4] decidieron implementar una ILN llamada PRECISE con la
inclusién de un parser (analizador gramatical) estadistico. Implementaron un modelo
semantico robusto para corregir errores de andlisis gramatical y un marco de trabajo
tedrico para diferencia entre preguntas manejables y dificiles. Entrenaron el parser
utilizando un conjunto de 150 preguntas donde cada palabra es etiquetada con etiquetas
Parte del Discurso (Part of Speech, PoS por sus siglas en inglés) [5]. Utilizaron el
parser Charniak como base para sus experimentos. PRECISE puede corregir errores
sintacticos, complementos de preposicion y elipsis de preposicién. Cuando una
decision del parser resulta inconsistente con la informacion semantica del Iéxico de
PRECISE, este Ultimo intenta reparar el arbol de analisis gramatical del parser. No
obstante, PRECISE no puede realizar este tipo de correcciones en ciertos problemas
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como acoplamiento de verbos, de clausulas, frases numéricas de sustantivos, entre
otros, obligando al usuario a reformular su pregunta.

3. Arquitectura propuesta

La ILN propuesta en este articulo requiere de conocimiento del dominio, es decir,
requiere conocer la estructura de los cubos multidimensionales almacenados en el DW
con el fin de interpretar las consultas en lenguaje natural y generar las consultas MDX
correspondientes. Por tal motivo, el disefio de la ILN se dividié en dos modulos, el
Médulo Generador de Conocimiento (MGC) y el Médulo de la Interfaz (MI). En la Fig.
1 se presentan ambos médulos. En la Seccién 3.1 se describe el MGC y en la Seccion
3.2 se describe el M.

3.1.  Modulo generador de conocimiento

Como se pudo ver en la Fig. 1, el objetivo del MGC es generar el conocimiento del
MI. Para este fin, se analiza la estructura de cada uno de los cubos multidimensionales
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Fig. 3. Estructura de la representacion semantica disefiada para modelar la estructura de los cubos.

almacenados en el DW con el objetivo de identificar los elementos que la componen
(nombres de los cubos, dimensiones, jerarquia y métricas). Posteriormente, los
elementos identificados son modelados seménticamente de manera automatica
utilizando una representacion semantica que fue disefiada para este propésito.

Por ultimo, el modelado seméantico es almacenado en una ontologia, es decir, un
archivo con formato XML y extension OWL el cual constituye el conocimiento del M.
En la Fig. 2 se puede observar la arquitectura del MGC.

Como se puede apreciar en la Fig. 2, el MGC recibe como entrada los pardmetros de
conexion al DW. Mediante estos pardmetros se establece una conexion con el DW y el
Extractor de estructura de cubos analiza cada uno de los cubos del DW y extrae sus
nombres, dimensiones, jerarquias y métricas. Cabe mencionar que s6lo se extraen
elementos que conforman la estructura de un cubo y no los datos que éste almacena.
Los elementos extraidos son enviados al Modelador de conocimiento, el cual utiliza
una representacion semantica que fue disefiada para representar estos elementos.

La estructura de la representacién semantica disefiada consta de clases (CCube,
CDimension, CHierarchy, CMeasure), propiedades de objeto (hasDimension,
isDimensionOf, hasHierarchy, isHierarchyOf, hasMeasure, isMeasureOf) y
propiedades de datos (UniqueName de tipo string). Cada hombre de cubo es modelado
como un individuo instanciado a partir de la clase CCube. Cada nombre de las
dimensiones de un cubo es modelado como un individuo de la clase CDimension y es
relacionado al individuo CCube al que pertenece mediante las propiedades de objeto
isDimensionOf y hasDimension y asi sucesivamente con los demas elementos
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Fig. 5. Ejemplo del conocimiento modelado y almacenado en una de las ontologias generadas.

identificados. En la Fig. 3 se presenta la estructura de la representacién

semantica disefiada.

Después de haber modelado seméanticamente la estructura de los cubos, el modelado
es enviado al Generador de vocabulario cuyo objetivo es construir el vocabulario
inicial del Ml, el cual se compone de todos los nombres de cada uno de los elementos

modelados.
Posteriormente, para incrementar la cobertura lingiistica, cada palabra en el
vocabulario es adicionada con sinénimos, asi como con palabras que compartan el

mismo lema.
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Finalmente, todas las palabras son agregadas al modelado semantico utilizando una
representacion semantica disefiada para este fin. Esta representacidn consta de una clase
Ilamada CToken y de las propiedades de objeto mappingObject e isMappedBy. Cada
palabra es modelada como un individuo de la clase CToken y este individuo es
relacionado a través de la propiedad mappingObject a los elementos a los que éste
mapea, es decir, a los elementos de los que fue generado.

Es importante mencionar que este proceso es esencial para que el MI pueda
interpretar las consultas de los usuarios. En la Fig. 4 se puede observar la estructura de
la representacion seméantica disefiada para modelar el vocabulario y su relacion con los
elementos del modelado semantico.

Posterior a los procesos anteriormente mencionados, se genera la ontologia (archivo
de extension.owl) en la que se va a almacenar el modelado seméntico generado por el
MGC.

En la Fig. 5 se presenta un fragmento del conocimiento modelado a partir del cubo
SALES SUMMARY de la base de datos AdventureWorksDW2014, la cual es una base
de datos de ejemplo de Microsoft. En la Fig. 5 se pueden ver las clases CCube,
CDimension, CHierarchy y CMeasure, las cuales identifican las dimensiones, las
jerarquias, las métricas y el nombre del cubo.

Los nombres mostrados son instancias de estas clases. Cabe mencionar que para
facilitar la interpretacion de la Fig. 5, no se muestran los respectivos sindbnimos y
palabras que comparten el mismo lema que los nombres de las instancias de estas
clases.

_INTERFAZ DE LENGUAJE NATURAL ™.

\

Consulta en
lenguaje natural [

Procesamiento de
lenguaje natural
l Tokens (PoSy Lemas)

| SPAROL I F'*—*'T
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Fig. 6. Arquitectura del Médulo de la Interfaz.

3.2.  Modulo de la interfaz

El objetivo del MI es traducir la consulta formulada en lenguaje natural por el
usuario a una consulta MDX. Como primer paso se realiza un procesamiento de
lenguaje natural a la consulta introducida por el usuario. Posteriormente se realiza un
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Tabla 1. Procesamiento de lenguaje natural realizado por la herramienta Freeling.

TOKEN LEMA POS SIGNIFICADO POS

pos=verb

Show show VB vform=infinitive

pos=pronoun

Me me PRP
type=personal
Internet internet NP pos=houn
type=proper
pos=noun
sales sales NNS type=common
num=plural
pos=noun
amount amount NN type=common
num=singular
As as IN pos=preposition
Per per IN pos=preposition
pos=noun
customer customer NN type=common
num=singular
pos=punctuation
FP —
type=period

procesamiento semantico con el fin de identificar sin ambigliedad conceptos clave en
la consulta, asi como los elementos de la ontologia a los que hacen referencia.
Finalmente, en base a los elementos identificados, se realiza el proceso de generacion
de la consulta MDX. En la Fig. 6 se puede apreciar la arquitectura del MI.

3.3.  Procesamiento de lenguaje natural

Este paso consiste en analizar la consulta introducida por el usuario utilizando
Freeling [6], la cual es una suite de herramientas utilizadas en el procesamiento de
lenguaje natural que ofrece soporte para diversos idiomas, entre ellos, inglés y espafiol.

La herramienta Freeling es utilizada para: a) separar la consulta del usuario en
tokens, b) etiquetar gramaticalmente cada token de acuerdo a su funcién dentro de la
consulta (Part of Speech) y c) obtener los lemas de cada token. Por ejemplo, si el usuario
introduce la consulta “Show me Internet sales amount as per customer.” en el idioma
inglés, ésta es separada en tokens como se muestra a continuacion;

“Show” | “me” | “Internet” | “sales” | “amount” | “as” | “per” | “customer” | «.”

En seguida, se etiqueta gramaticalmente cada uno de los tokens y se determinan sus
lemas. En la Tabla 1 se muestra el resultado del procesamiento realizado por Freeling.
La informacién gramatical es asignada a sus respectivos tokens en la memoria del Ml
para ser enviada a las siguientes fases de procesamiento. Cada una de las siguientes
fases actualizara la informacion de los tokens.
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Tabla 2. Ejemplo de mapeos asignados a tokens.

TOKEN LEMA POS SIGNIFICADO POS
Show Show VB
me me PRP

[Internet Sales Order Details].[Sales Order Line].[Sales
Order Line]

[Measures].[Internet Average Sales Amount]
[Measures].[Internet Sales Amount]
[Measures].[Internet Tax Amount]
[Measures].[Internet Total Product Cost]

[Employee].[Sales Person Flag].[Sales Person Flag]
[Internet Sales Order Details].[Sales Order Line].[Sales
Order Line]

[Measures].[Internet Average Sales Amount]
[Measures].[Internet Sales Amount]
[Measures].[Reseller Average Sales Amount]

[Sales Channel].[Sales Channel].[Sales Channel]
[Sales Reason].[Sales Reason].[Sales Reason]

[Sales Summary Order Details].[Sales Orders].[Sales
Orders]

[Measures].[Reseller Average Sales Amount]
[Measures].[Internet Average Sales Amount]
[Measures].[Internet Extended Amount]
[Measures].[Internet Sales Amount]
[Measures].[Internet Tax Amount]
[Measures].[Reseller Sales Amount]
[Measures].[Reseller Tax Amount]
[Measures].[Sales Amount Quota]

Internet  internet NP

Sales sales NNS

amount  amount NN

as as IN

per per IN

[Customer].[Customer].[Customer]

[Clustered Customers].[Customer Clusters].[Customer
Clusters]

[Customer].[City].[City]

[Measures].[Customer Count]

[Measures].[Growth in Customer Base]

customer customer NN

FP

3.4. Procesamiento semantico

El objetivo de esta fase es identificar sin ambigiedad conceptos clave en la consulta
del usuario. Un concepto clave es aquel token o conjunto de tokens (token combinado)
que mapean a elementos de la ontologia.

Para identificar los conceptos clave se recorre cada uno de los tokens etiquetados
gramaticalmente como sustantivo, adjetivo o verbo. Por cada token, el MI genera una
serie de consultas SPARQL [7] con el fin de acceder al conocimiento modelado en la
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Tabla 3. Ejemplo de un token compuesto.

Token Lema PoS Significado PoS

Show Show VB

me me PRP

Internet sales  Internet sales NP [Measures].[Internet Average Sales Amount]
amount amount [Measures].[Internet Sales Amount]

as as IN

per per IN

[Customer].[Customer].[Customer]
[Customer].[City].[City]
[Measures].[Customer Count]
[Measures].[Growth in Customer Base]

customer customer NN

FP

ontologia para identificar si el token coincide textualmente con algun individuo de la
clase CToken.

Si existe alguna relacion token — CToken, el MI genera nuevamente una serie de
consultas SPARQL para identificar, a través de la propiedad de objeto mappingObiject,
los elementos de la ontologia (CCube, CDimension, CHierarchy y/o CMeasure)
mapeados por el individuo CToken. Todos los elementos mapeados son asignados en
memoria al token correspondiente. En la Tabla 2 se presentan sdlo algunos ejemplos de
mapeos asignados a tokens, ya que la base de datos AdventureWorksDW2014
almacena varios cubos multidimensionales compuestos por varias dimensiones,
jerarquias y métricas.

Posteriormente, el MI busca reducir el nimero de tokens de la consulta. Para este
fin, se analizan los mapeos asignados a cada token y se aplican algunas reglas
gramaticales sencillas, definidas a priori. Los tokens que tienen asignados al menos un
mapeo en comun y que satisfacen las reglas gramaticales son combinados para formar
un solo token compuesto, conservando los mapeos en comun y eliminando los mapeos
diferentes. Al reducir el nimero de tokens y al reducir sus mapeos, se simplifica el
proceso de generacion de la consulta MDX. Por ejemplo, las reglas gramaticales
indican al MI que puede intentar combinar los tokens Internet, sales y amount, pero no
customer. A continuacion, el Ml analiza los mapeos de estos tokens y determina que
tienen en comin los mapeos: [Measures].[Internet Average Sales Amount] vy
[Measures].[Internet Sales Amount]. Por tal motivo, el Ml los combina en uno solo
token y descarta los mapeos restantes.

Adicionalmente, el MI determina que ambos mapeos pertenecen al mismo cubo,
Adventure_Works. Con respecto a customer, los mapeos que no pertenecen al cubo
Adventure_Works son descartados. En la Tabla 3 se puede observar que Internet sales
amount ahora es un token compuesto, el cual contiene solamente los mapeos
[Measures].[Internet Average Sales Amount] y [Measures].[Internet Sales Amount].
Adicionalmente, también se puede notar que el mapeo [Clustered
Customers].[Customer Clusters].[Customer Clusters] de customer fue descartado
debido a que pertenece al cubo Mined_Customers.
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Por altimo, el MI identifica los tokens ambiguos con el propésito de mostrar un
didlogo de desambiguacidn que permita al usuario especificar el contexto. Un token
que poseen mapeos a diferentes elementos, es decir que mapean a diferentes
dimensiones, jerarquias o métricas es considerado como ambiguo.

3.5. Generacién de consulta MDX

Después de que el MI logré identificar sin ambigliedad los tokens y sus respectivos
mapeos en los procesos descritos en las secciones anteriores, se procede a generar la
consulta MDX.

De manera general, para generar una consulta MDX, se analiza cada uno de los
tokens que poseen mapeos asignados. Es importante mencionar que, para generar la
consulta, se verifica que todos los mapeados de los tokens pertenezcan a un mismo
cubo. Esto es debido a que, hasta nuestro conocimiento, no se puede acceder a mas de
un cubo en una sola consulta MDX.

Todos los elementos que mapean a individuos de la clase CMeasure, son agregados
a la cldusula SELECT. Posteriormente, se incluye la clausula ON COLUMNS.

Todos los elementos que mapean a individuos que no pertenecen a la clase
CMeasure, son agregados a la cldusula SELECT. Posteriormente se incluye la clausula
ON ROWS. Es importante mencionar que, si estos elementos son de diferentes
dimensiones del cubo, se incluye la clausula CROSSJOIN.

La consulta MDX generada a partir de la consulta utilizada como ejemplo en la
Seccion 3.2 se presenta a continuacion:

SELECT {[Measures].[Internet Sales Amount]} on Columns,
{[Customer].[Customer].[Customer]} on Rows
FROM [Adventure Works]

4. Discusiones

A pesar de que el desarrollo de ILNSs tuvo sus inicios en los afios 60, actualmente no
son capaces de responder correctamente todas las preguntas formuladas por los usuarios
y, en consecuencia, existen muchos problemas que aldn continGan abiertos a
la investigacién.

Sin lugar a duda, el lenguaje natural representa por si mismo uno de los principales
problemas a vencer debido a su riqueza lingdiistica y a diversas situaciones que en este
se presentan, tales como ambigiiedades (léxicas, sintacticas, semanticas, etc.), elipsis
(nominal, verbal, preposicion, etc.), anaforas (nominal, pronominal, etc.), entre otros.
Es del principal interés de la comunidad cientifica hacer frente a estas situaciones, ya
que limitan la capacidad de entendimiento de una interfaz, afectando negativamente su
desempefio. Adicionalmente, entre los problemas inherentes a una interfaz se
encuentran los relacionados con el proceso de traduccidn, con la portabilidad a
diferentes bases de datos y con la forma de representar el conocimiento, entre otros.
Abordar satisfactoriamente la mayoria de estos problemas depende del conocimiento
del que disponga la interfaz.

Con el desarrollo de este trabajo se in