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Editorial 

The uncertainty present in industrial processes requires the use of tools, methodologies 

and techniques that allowed better making decisions to managers, for this reason the 

use of systems integrated into business technologies are usually called Decision 

Support Systems (DSS). In this volume eight papers are presented that were carefully 

selected of 12 submissions about the use of different techniques for designing and 

developing Decision Support System (DSS) in industrial contexts. These papers were 

evaluated by an editorial board integrated for reviewers with international prestige in 

this area. The papers were selected by considering the originality, scientific 

contribution to the field, soundness and technical quality of the papers.  

Some used techniques about DSS in industrial contexts presented in this volume are: 

1) A conceptual model for the design of a renewable energy supply chain from biomass; 

2) Design and Implementation of a Data Warehouse to Support Decision-making in a 

Health Environment;  3) Agile Dimensional Model for a Data Warehouse 

Implementation in a Software Developer Company; 4) Multiobjective model to reduce 

logistics costs and CO2 emissions in goods distribution;  5) Multi-Agent Model for 

Urban Goods Distribution; 6) A CBIR System for the Recognition of Agricultural 

Machinery; 7) The Role of ICT in the Supply Chain of Ciudad Juarez Industrial Sector;  

8) Ontology - based Operational Risk Identification in 3PL, among other themes.  

The editors would like to express their gratitude to the reviewers who kindly 

contributed to the evaluation of papers at all stages of the editing process. They equally 

thank the Editor-in-Chief, Prof. Grigori Sidorov, for the opportunity offered to edit this 

special issue and for providing his valuable comments to improve the selection of 

research works. Guest editors are grateful to the National Technological of Mexico for 

supporting this work. This book was also sponsored by the National Council of Science 

and Technology (CONACYT) as part of the project named Thematic Network in 

Industrial Process Optimization, as well as by the Public Education Secretary (SEP) 

through 
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Abstract. Content-Based Image Retrieval (CBIR) is a technique to obtain 

images based on visual characteristics like color, texture and shape. In this 

article, an analysis of different CBIR systems is presented; also an inventory 

system that allows content-based queries is proposed to help the employees of 

a company that sells agricultural machinery and spare parts, called 

AGROMAQ. This system identifies different products, all with the aim of 

reducing customer service time, since an expert is currently needed to identify 

them, which increases attention time not only in hours but also in days.  

Keywords: CBIR system, BoofCV, SURF descriptor. 

1 Introduction 

Multimedia data provide a direct representation of the physical world in the digital 

format and include photographs, X-ray images, sound, and video [1]. A multimedia 

database is a collection of multimedia data that provides: 1) Content-based access; 2) 

Generation of knowledge; 3) Handling of large volumes of data, and 4) Good response 

times [2]. 

This article presents an inventory system for the company AGROMAQ. The system 

uses CBIR to perform the search for spare parts and machinery based on an image, 

everything with the aim of improving customer service times and reducing the 

dependence on an expert. 

The descriptor SURF (Speeded Up Robust Features) was used as a method for the 

extraction of characteristics of the pieces and their subsequent automatic recognition. 

SURF [3] is one of the most widely used algorithms in the literature for extraction of 
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invariant points of interest. The extraction of the points is done by first detecting the 

possible points of interest and their location within the image. Subsequently, the 

neighborhood of the point of interest is represented as a feature vector (by default with 

a size of 64, although it is possible to increase it). The SURF algorithm uses a basic 

approximation of the Hessian matrix to reduce computation time. The Hessian matrix 

is used because of its good relationship between accuracy and time cost. 

The main feature of SURF points of interest is repeatability, if the point is considered 

reliable, the detector will find the same point under different perspectives (different 

scale, orientation, among others). 

This article is made up of five sections. Section 2 in this paper is an analysis of 

different articles related to CBIR. Section 3 describes the different phases of the CBIR 

system. The evaluation of the system is discussed in Section 4. Finally, the conclusions 

and future work are presented in Section 5. 

2 State of the Art 

Navel et al. [4] proposed an enhanced SURF for CBIR systems, the enhanced was made 

by extracting Hu moments and eigen values from the image thus forming a 88 

dimension enhanced SURF descriptor. The experiments with this enhanced version of 

SURF proved that this version is better than the original SURF. In contrast, Kommineni 

and Chava [5], developed a CBIR system that uses the SIFT (Scale-Invariable Feature 

Transform) descriptor in conjunction with SPM (Linear Spatial Pyramid Matching), 

which improves object recognition and results in Sparse + SIFT. 

Table 1. Comparison of the related works. 

Article Evaluation Descriptor name 

[3] 
Enhanced SURF descriptor is better than SURF in preci-

sion (increased in 9.2%) and recall (increased in 3%). 
Enhanced SURF 

[4] 
Sparse+SIFT descriptor proved to be more accurate than 

the SIFT descriptor. 
Sparse+SIFT 

[5] 
The CBIR system has a precision in the range between 

69.51% and 91.19%. 
SURF 

[6] 
The CBIR system has a precision of the 94.2% with the 

use of geometric constraints. 
SIFT 

[7] 
SURF with standard deviation works better to find images 

in a database with sketches. 
SURF 

[8] 
The CBIR system has a precision of the 73.17% using 

SIFT as descriptor. 
SIFT 

[9] 
The precision of the system was 80% for MRI, 75% for 

Iris and 90% for Bones. 
SURF 

[10] 
Dynamic delimitation is more effective and robust than 

static delimitation. 

TOP-SURF 

JCD (Joint Compo-

site Descriptor). 

[11] 
LSH (Locality-sensitive hashing) was the fastest tech-

nique. 
LSH 

[12] 
The proposed method has an average precision of the 

78.97% 
SURF 
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Ronald et al. [6] constructed a CBIR system, Plantcyclopedia, that can identify plants 

given by the user using SURF, is divided into three main steps: 1) Retrieve the image 

information; 2) Define the orientation of the image, and 3) Obtain feature points from 

both images using K-Means as a classification technique. Lee et al. [7] presented a 

CBIR system for a database of tattoo images based on SIFT. The goal of the system is 

to obtain visually similar images to the query image as well as determining some extra 

feature to the shape and design of the tattoo, such as the area of the body where it is 

located and class tags of tattoos. 

Pradnya and Pravin [8] developed a SBIR (Sketch Based Image Retrieval) system, 

this system uses SURF with a standard deviation to recover the images from the 

database. Whereas SIFT was used in a system for detection and pairing of drug pills 

presented in [9], the system used as the basis the detection of the pills depending on 

their shape, stamp / figure, color, color histogram and Hu moments. Kaur and Jindal 

[10] proposed a feature extraction on medical images using SURF under the Open CV 

platform. The steps of the system are five: 1) Load test images; 2) Extract key points, 

contours and textured data; 3) Store the features in a vector; 4) Display images 

highlighting key points, and 5) Compute performance. 

Avi et al. [11] presented a two-step method for a CBIR system in large multimedia 

databases, in order to improve both the effectiveness and efficiency of the traditional 

CBIR by exploring secondary media, such as pre-filtered text or images. The two-step 

recovery method at the beginning classifies by a secondary means and then performs 

CBIR only on the best ranked K-objects. The proposal of an architecture for efficient 

image recovery, as well as Web analysis from the point of view of images, using Big 

Data technologies, is the main theme on [12]. The phases of the proposed architecture 

are: 1) Signature of the input image; 2) Search with binary trees; 3) Distributed calcu-

lation of distances, and 4) Ordination of similar images. 

Alexandra et al. [13], proposed a method for CBIR and classification, the method 

used SURF combined with Bag-of-Visual-Words (BoVW). This combination has a 

good retrieval and classification results compared to other methods. SURF has four 

major steps: 1) Integral image, 2) Fast Hessian, 3) SURF descriptor, and 4) Salient 

features. BoVW consists of three main steps: 1) Automatically extract the interest 

points and descriptor from the images, 2) Quantize the keypoints and descriptors to 

form the visual dictionary, and 3) Find the occurrences of each visual words in the 

image in order to build the BoW histogram.  

In conclusion, CBIR systems are important because they facilitate the task of 

identifying objects to people who are not experts in the field, and are not limited to a 

single area such as medicine, botany, forensic medicine, among others. Finally, it is 

possible to say that SIFT and SURF have good results (precision) in the CBIR systems 

as shown in Table 1. Nevertheless, Section 4 will show that the time and recall are 

better in SURF than SIFT, thus, SURF will be used in the CBIR system of the company 

AGROMAQ. 

3 CBIR System 

Figure 1, shows the process followed by the system for the extraction and storage of 

the descriptors each time an image is recorded and thus saving time in the search. 
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During the registration of a product the user takes one or several photographs of the 

product to be registered and uploads them to the system. Once the product is registered, 

the system extracts the points of interest of each of the images and the descriptors using 

SURF, finally, these descriptors are stored in the form of objects for their future use. 

In Figure 2, on the other hand, it is represented the process that the system follows 

for the image-query and the images in the database during the search process. The user 

chooses to write a search field to help reduce the sample of products to be compared 

during the process. If this is done, the system will search for images with those fields 

in their description and will return those that fit. After doing this, it extracts the 

descriptors stored in objects of each of these images, in case no search field has been 

written, the system will take the complete sample of all the registered images. 

Likewise, the user must enter a photograph of the product to be searched to which 

the points of interest will be extracted and the descriptors will be calculated again with 

SURF. Once the descriptors of both the images in the database and the query image are 

obtained, the system proceeds to compare the query image with each of the images in 

the database to obtain the points where the pairing is correct, once this process is 

finished, the images are sorted with respect to the number of correct pairings and the 

results are displayed. 

  

Fig. 1. Process during the recording of images. 

  

Fig. 2. CBIR process. 

 

Fig. 3.  Interface of the content based query. 
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The CBIR system was implemented using Java with the JavaServerFaces 

framework. The multimedia database was implemented using PostgreSQL. The search 

interface in Figure 3 shows two fields to proceed, which are the number of images most 

similar to the given image, and the search image (query). Once the search is done, the 

system displays the results in list form, detailing the product or products that are similar 

to the given image as shown in Figure 4. 

  

Fig. 4. Interface of the result of the content based query. 

 

Fig. 5. Comparative diagram of efficiency using SIFT and SURF. 
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4 Experiments 

There are two main parameters used to measure the performance of a CBIR system: 

efficiency and effectiveness. Efficiency is mainly concerned with the response time of 

the system, while effectiveness is related to the system's ability to retrieve relevant 

items and discard irrelevant items [13]. In order to evaluate the performance of the 

CBIR system presented in this paper, the follow experiments were made with the 

descriptor SURF from BoofCV v0.26 and the descriptor SIFT from OpenCV 2.4.13. 

4.1 Efficiency of the CBIR System 

A performance evaluation was realized on the response time of the system, the content-

based query of the figures 3 and 4 was executed in different cases which varied from 

each other by the number of images in the database, ranging from 50 images to 100 

images increased 10 images in each case both for the SIFT and SURF descriptors. In 

all cases the number of images retrieved was 5. 

Figure 5 shows clearly that the CBIR system applying the SURF descriptor has a 

better efficiency than when it implements SIFT. 

4.2 Effectiveness of the CBIR System 

Based on the state of the art presented in Section 2, recall and precision are the most 

used measures to evaluate the effectiveness of CBIR systems. Recall measures the 

ability to retrieve relevant items, and precision measures the ability to reject irrelevant 

items. A good system should have both high recall and precision values [3, 14]. 

Therefore, during the tests performed in the system where the evaluation was realized 

 

Fig. 6. Comparative diagram of effectiveness between SIFT and SURF. 
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to two different groups of images (Pieces and Machinery) in 10 iterations, applied to 

the 100 images in the database, the results that were obtained by equations (1) and (2) 

are shown in Figure 6. Five cases were considered; 2, 4, 6, 8 and 10 queries executed 

and in all cases the total number of images retrieved was 5. 

𝐑𝐞𝐜𝐚𝐥𝐥 =  
Number of relevant images retrieved 

Total number of relevant images in database
, (1) 

𝐏𝐫𝐞𝐜𝐢𝐬𝐢𝐨𝐧 =  
Number of relevant images retrieved

Total number of images retrieved 
. (2) 

Figure 6, shows a comparison between SIFT and SURF and as it can be seen the 

effectiveness of the CBIR system using SURF is better most of the times taking into 

account the precision and the recall. 

5 Conclusion and Future Work 

CBIR systems are important at the commercial level because they make easier to 

identify objects, spare parts and machinery in this case, to people who are not experts 

in the field, as well as the fact that they no longer depend so much on experts in the 

area, with the aim to make customer service times shorter.  

In this article, a CBIR system for the recognition of agricultural machinery and spare 

parts was showed, also the efficiency and effectiveness of the system was evaluated 

through the results of the experiments realized with SIFT and SURF descriptors as well 

as a brief comparison between them, with those results it was concluded that in the case 

of this article SURF is faster than SIFT and has better performance in precision and 

recall.  

The performance of the CBIR process will be tried to improve by implementing a 

system that allows an environment in which it is possible to have a control of the 

brightness during the shooting of the products.  

Acknowledgments. The authors are very grateful to the National Council of Science 

and Technology (CONACYT) for supporting this work. Also, this research paper was 

sponsored by National Technological of Mexico, as well as by the Public Education 
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Abstract. Renewable energy (RE) is one of the areas where major research and 

development efforts are currently developing. Demand for electrical energy is 

increasing because of population growth and accelerated industrialization, 

particularly in developing countries like India and China. Traditional forms of 

energy generation produce large amounts of CO2, which adversely affects the 

environment. Renewable energies include solar, wind, geothermal, hydropower 

and biomass (BM), the latter being the option with the greatest potential for 

electricity generation in Mexico [1], which ranks 20th in the world in producing 

energy from BM. However, identifying regionally important types of BM to 

evaluate their energy potential, localities of conversion and demand, besides 

integration of the conventional electrical system, represents technological 

challenges in administration and control. This generates high logistics costs and 

the need for good supply chain planning (CS). The efficient management of CS 

of bioenergy and logistics for key processes (procurement, production and 

distribution), represents key issues [2]. According to some authors, a new trend 

has arisen; where it is not enough to compete between organizations; instead, 

the competition shifts towards the terms of CS of RE and traditional forms of 

energy generation. This paper presents the conceptual development of a 

bioenergy supply chain in Mexico, using system dynamics as a methodology 

for the design and evaluation of the supply chain, since this is a suitable 

approach to model and study the interaction between variables in a complex 

system by applying feedback loops [3]. 

Keywords: system dynamics, renewable energy, biomass, supply chain. 

1 Introduction  

The fossil energies (FE) are the most commonly used energies worldwide; however, 

they have two major disadvantages: 1) they use non-renewable sources and, 2) they are 
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aggressive to the environment; because of this, studies for the implementation of 

renewable energies have increased in the last decades. In addition, many countries are 

seeking to replace FE with renewable energies (RE).  An RE is described as "Energy 

derived from a natural process that is constantly replenished"[4]. One of the leading 

countries on the subject is Spain, which has evolved as one of the countries with the 

best generation of electricity in areas where solar and wind energy are most feasible 

[5]. Conolly et al [6] carried out a study in which they proposed to achieve the 

generation of electricity through RE to fulfill 100% of energy demnd by the European 

Union. According to Gold and Seauring [2], within the concept of RE technologies, 

Bioenergy will play a decisive role in the following decades and under favorable 

conditions and based on an intelligent design can be applied for electricity generation. 

Bioenergy is the energy obtained from biomass, which is defined as "Biodegradable 

part of products, waste and residues from agriculture, forestry and related industries, 

as well as the biodegradable fraction of industrial and municipal waste" [7]. 

Although the country is highly rich in RE sources, Mexico´s potential for generating 

this type of energy has not been fully exploited. However, the diversification of primary 

energies represents an opportunity for the strengthening of national energy security, as 

the biomass industry has been expanding rapidly in recent years. The Official Gazette 

of the Federation [8, 9] lists some of the technological challenges faced by efforts to 

expand the country´s capacity to generate energy by this strategy, including, 1) The 

viability of its incorporation into the national electricity system, 2) The different 

scenarios for the participation in generating electricity from (BM), 3) The evaluation of 

technological options within the production scenarios, 4) The implications of energy 

efficiency in production, transformation and generation of energy from BM and, 5) The 

costs of the logistic processes of supply, generation and marketing of bioenergy 

(supply chain).  

The main objective of a bioenergy supply chain is to produce energy in an 

economically viable way. However, uncertainty propagates in spatial and temporal 

dimensions through it, which significantly affects the performance of the system [10]. 

This makes the design and development of the supply chain one of the most critical 

points. The main contribution of this research is, therefore, a conceptual model for the 

design of the biomass supply chain for the generation of electricity, considering the key 

logistics processes (procurement, production and distribution). Similarly, evaluation of 

the model uses system dynamics (SD) because this is an approach to model and study 

the interaction between variables in a complex system by applying feedback loops [3]. 

2 Tools for the Study of Renewable Energies 

Although studies on renewable energies have increased in the last couple of decades, 

they do not yet allow a broad idea of resources to be analyzed but partially.  

However, Engelken et al. [11]; Gatzert and Kosub [12]; Yudi and Sofri [13]; Goh et 

al. [14]; Lund [15]; Hitzeroth and Megerle [3] and Lokey [16] offer a rather detailed 

analysis of the different risks faced when designing, implementing and managing a 

renewable energy plant. Aslani and Mohaghar [17] and Andersen et al. [1] propose a 
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business model for the implementation of some type of renewable energy, such as the 

installation of stations to recharge electric cars. On the other hand, Loong Lam et al. 

[18]; López et al. [19]; Mikatia et al. [20]; Rylatt et al. [21], among others, use different 

techniques, such as P-Graph, Road map, MatLab and agent-based simulation, to solve 

different aspects of renewable energies, such as the power needed to implement a 

photovoltaic plant. Renewable energies possess many advantages, but they also present 

some major challenges to the supply system. One of the most demanding features is the 

uncontrolable variability of the source, since it is not possible to guarantee 

environmental conditions in advance and, consequently, neither the supply. 

Although there are different tools that handle uncertainty using stochastic 

programming, optimization, fuzzy programming or some other optimization technique 

under uncertainty [22], in this project, systems dynamics will be the methodology to 

use, since it is an approach to model and study the interaction between variables in a 

complex system by applying feedback loops [23]. 

2.1 Supply Chains in Renewable Energies and Systems Dynamics 

The Supply Chain (SC) is a network of interdependent and connected organizations 

that work in a coordinated way to control, manage and improve the flow of materials 

and information from raw material suppliers to customers [24].  

Rendon [25] and Ramos [26] have described some of the techniques and tools used 

in the design and evaluation of SC. Rendón analyzed the SC of biofuel generation 

through ethanol and Ramos analyzed the SC of the creation of a new product generated 

from a waste. D 'Amore et al. [27] investigated a supply chain considering cultivation 

of bio mass, transport, conversion to bio ethanol or bioelectricity, distribution and its 

final use as bio fuel and electric cars. Azadeh and Vafa [28] presented a hybrid systems 

dynamics/mathematical programming model to design and plan a bio-diesel supply 

chain. The performance of the bioenergy supply chain depends highly on good 

coordination between links. A whole range of strategies can be adopted for the efficient 

design and evaluation of the SC to ensure that these interrelationships work; the 

methodology used in this project is outlined below. 

3 Methodology to Design a Bioenergy Supply Chain 

Figure 2 represents the methodology for setting up the conceptual model of the design 

and evaluation of a bioenergy supply chain. The methodology consists of 6 main steps: 

1) Search of variables; 2) Definition of relations between the variables 3) 

Implementation of the diagram to blocks; 4) Elaboration of the causal diagram; 5) 

Evaluation of causal relationships and, 6) Final conceptual model. These steps are 

described below. 

1. Variable search. This is carried out through a systematic research of the state of the 

art concerning the key words: biomass, renewable energy, supply chain, supply 

chain design and supply chain evaluation.  
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2. Definition of relations between variables. Each variable identifies the existing 

primary relationships with other variables in addition to the link in which they are 

within the supply chain.  

3. Block Diagram. With the primary relations already identified, the block diagram is 

elaborated. 

4. Causal diagram. Once the main relationships have been identified, the most 

complex relationships between two or more variables, as well as the manner in which 

they impact each other (positively or negatively) are set. The feedback loops and the 

type to which they belong (Balance or Reinforcing), are also indicated. 

5. Evaluation of causal relationships. Once the causal diagram is finished, an 

evaluation of the causal relationships, the type of impact and the interconnected 

variables are representative of the system to be evaluated.  

6. Final conceptual model. The final conceptual model is the causal diagram with the 

causal relationships already evaluated. This diagram will be base for the simulation 

of the supply chain for its evaluation and generation of policies and strategies that 

allow its development. 

This article presents the steps for the development of this methodology, which 

culminates in the elaboration of the causal diagram that gives rise to the final conceptual 

model. The steps are described in the next section.  

  

Fig. 1. Methodology for the design and evaluation of a bioenergy supply chain. 
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4 Results of the Application of the Methodology for the Design 

of a Bioenergy Supply Chain 

This section presents the steps to follow the methodology for the conceptual model of 

design and evaluation of a general bioenergy supply chain.  

4.1 Steps 1 and 2 - Search for Variables and Definition of Relationships 

Between Variables  

Supply, production and distribution are the three main parts of a supply chain [29], 

however, for the design of the bio-energy supply chain, it is necessary to add an extra 

link for the evaluation of biomass potential. The importance of these four parts is 

described below. 

Biomass potential. The estimation of the potential energy of the biomass residue 

requires an evaluation of these residues. Authors such as Paiano and Lagioia [30] 

recommend a qualitative evaluation to identify the crop that best adapts to the needs of 

the study (region, cultivation area and harvesting period, among others). 

Procurement. The purpose of procurement is control of supplies in order to meet 

the needs of operational processes. [31]. 

Production. The production process converts raw materials into finished products, 

and in the supply chain of bioenergy generation the process becomes even more 

complex when using anaerobic digestion, since it must consider variables that are 

mostly unstable, such as Ph, temperature and bacterial growth, among others [32]. 

Distribution. It ensures that these final products reach the consumer through a 

network of distributors; however, the final product being the electrical energy, the 

considerations to take are more. These considerations depend on the analysis for 

incorporation into the national electricity system and their respective policies [33]. 

Due to the importance of the links mentioned above, the variables to be searched are 

focused on each one of them and in locating which link they are in. Table 1 lists the 

variables that are in the block diagram and that will later integrate the causal diagram.  

4.2 Step 3 - Block Diagram of the Design of a Bioenergy Supply Chain 

This section analyzes the interaction between the links in the supply chain and the 

assessment of the availability of biomass. These elements are part of the conceptual 

model proposed for the design of the bioenergy supply chain and will be analyzed by 

means of a diagram of blocks. Figure 1 shows the block diagram of the operation of a 

general bioenergy supply chain. The interactions work as described below: 
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1. A biomass availability assessment is performed, based on the type of raw material 

(RM), its area of sowing and the average yield considering the growth rates and 

decrease of the type of crop.  

2. The available biomass is transported to a supplying company (Supply), where the 

reduction obtained in previous steps is converted to RM for power generation plants. 

3. The BM received at the electric power plant (Production) must pass through a 

process of conversion (Biomass to energy). 

4. Finally, the energy generated must be distributed through the lines of the national 

electricity system. 

Table 1. Variables in the links of a bioenergy supply chain. 

Authors Variables  Authors Variables Authors  

 

11, 12 

 

Crop area 
 

14, 27 

 

Process 

yield 

30,33 

Supplier’s 

storage 

Hectare 

average 

 
Harvest 

waste 

Supplier’s 

storage 

capacity 

14, 27, 33 

 

Raw 

material 

 Processing 

waste 
Distance 

Herbaceous 
 Available 

waste 

Supplier’s 

transport 

Arboreal 
 Unusable 

waste 

Transport 

cost 

Forest 
 

32 

Initial 

transport 
Supplier’s 

transport 

capacity Growth rate 
 Storage 

cost 

Decreasing 

rate 

 

30 

Biomass as 

raw 

material 

34 

Biomass 

conversion 

plant’s 

storage 

Yield per 

hectare 

 

28 

Biomass 

allocation 
3 

Conversion 

process 

capacity 

Harvest  Type 

6,13 

Conversion 

process to 

electricity 
Process 

 Master 

program 

15, 16, 18, 

28 

Costs  

1, 7, 33 

Standards 

29, 32 

Distribution 

Demand 
 

Substrate 
Anaerobic 

reactor 
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4.3 Step 4 and 5 - Causal Diagram and Evaluation of Causal Relationships 

Once the block diagram is constructed, these primary relationships are plotted in a 

causal diagram, which is likewise a graphical representation of the interactions between 

the variables of a system. However, more complex relationships can be represented 

between them, as well as how another variable is affected either positively or 

negatively, in addition to feedback loops. 

The result of having captured the primary relationships in a causal diagram, together 

with the identification of the complex relationships and feedback loops generated is 

shown in Figure 3. As can be seen, several complex relationships are generated along 

with 3 balancing loops and 2 of reinforcement, which will be explained later. 

The feedback loops generated in the causal diagram are described below. 

B1. Supplier's storage negatively impacts the Back orders since, if there is more 

biomass in the supplier's warehouse, then the number of pending orders may decrease; 

on the other hand, if there is not enough biomass, then the number of outstanding orders 

will continue to grow. Biomass ordered is affected by back orders in a positive way. 

 

 
Fig. 3. Causal diagram of a bioenergy supply chain. 
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Fig. 2. Block Diagram of the Bioenergy Supply Chain. 
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B2. Biomass conversion plant's storage positively impacts the Boiler variable 

because, if the storage of biomass is at a good level, it will be more feasible to carry out 

the conversion process through a direct combustion boiler; on the other hand, if there 

is not have enough of biomass, then the conversion process will be hindered. On the 

other hand, the variable Boiler negatively impacts to the Biomass conversion plant's 

storage if indeed greater production goes together with smaller volume in inventory. 

B3. The relationship between the variables Biomass conversion plant's storage and 

Anaerobic reactor lies in the inventory levels, since the higher the available biomass, 

the greater the feasibility of carrying out the conversion process. Similarly, the higher 

biomass demands for the reactor, the lower amount of biomass available for processing.  

R1. The variables Unusable waste and Available waste generate a loop where, the 

greater the amount of available waste, the smaller the amount of waste that is unusable 

and vice versa.  

R2. The variables Substrate (Biomass) and Bacteria (Bio-mass) reinforce the idea of 

having 100% organic matter inside the reactor. 

After performing the causal diagram, validation tests of causal relations are 

performed. From these tests, along with the experts in the matter we conclude that the 

causal diagram is representative of the system. 

4.4 Step 6 of the Methodology Followed - Final Conceptual Model 

Once the causal relationships of the causal diagram have been evaluated and its 

representativity of the system is verified, it is taken as the final conceptual model. This 

model serves as reference so that the system can be captured in a Forrester diagram and 

then, simulated. As an example, a fraction of the causal diagram of the SC of bioenergy, 

which represents the generation of biogas, is presented. Figure 4b represents the 

Forrester diagram and Figure 4c the results of simulation. 

Although this step is terminated in the present methodology, there are still steps to 

follow within the methodology of system dynamics for the design and evaluation of a 

SC of bioenergy, as indicated in the section of conclusions and future work. 

 
a. Diagrama de Forrester 

 
b .Simulación del comportamiento de biogas 

Fig. 4. Generation of biogas in a bioenergy supply chain. 
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4 Conclusions and Future Work 

Using the system dynamics and causal diagram approach, this paper proposes a model 

for designing and evaluating a biomass power supply chain based on the regional needs 

and biomass available in the geographic region. We verified that system dynamics is 

an adequate approach for this type of studies, since it is a tool that allows to integrally 

model the different interactions between the links of the supply chain and the biomass 

evaluation link available. Likewise, the model provides the basis for the construction 

of simulation models for the design and evaluation of supply chains, not only of 

different types of biomass, but also of different types of renewable energies. As a future 

work, the proposed conceptual model will be applied in a case study following the steps 

described in the methodology section, with the aim of validating the model in its field 

of application and thus obtaining feedback from the system. 
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Abstract. Nowadays, the increasing development of Business Intelligence (BI) 

solutions in organizations, has enabled executives achieve a better 

understanding of business information for timely and rapid decision-making in 

a tremendously dynamic market. Although there is an increasing interest in 

adopting an agile approach to the software development, the emergent need of 

using agile methodologies in BI solutions is undeniable. This paper discusses 

the importance of using agile methods in the design and development of data 

warehouses taking into account the business processes, requirements analysis, 

and organizational objectives. Thus, we present a case study derived from a 

real-world business project where the agile methodology Business Event 

Analysis and Modeling (BEAM) is used to design the data warehouse. The 

project is based on a billing system with about one million operations on a daily 

basis with more than 15,000 clients. Finally, the results of this paper include the 

design of the dimensional model using an agile approach, the construction of 

the data warehouse through the ETL processes and an interactive dashboard 

according to the key performance indicators defined by the business decision-

makers. 

Keywords: business intelligence, agile dimensional model, data warehouse. 

1 Introduction 

In the business world we aim to obtain greater profits and a greater competitive 

advantage, hence, appropriate timely decision-making plays a very important role in 

the fulfillment of the organizational objectives. Thus, the use of Business Intelligence 

(BI) systems can help meet these needs as it provides a set of methodologies, 

applications, and practices focused on the information management for accurate, timely 

decisions making in an organization.  
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A major component of any BI model is the design and implementation of a data 

warehouse in organizations, since it provides valuable and strategic information to 

support decision-making through real-time access to business transactions and 

advanced business analytics [1]. According to Inmon [2] and Imhoff [3], a data 

warehouse in organizations is an integrated data collection, non-volatile and variable 

over time. Hence, it has a complete history of the organization, beyond the transactional 

and operational information favoring the data analysis for decision-making.  

Today, the two most widely used methodologies for the design and implementation 

of data warehouses are the model of Inmon [2] and Kimball [4]. They consider the data 

warehouse as the central repository of data for organizations that is used to present 

business reports. The difference between these two methodologies lies in how to make 

deliveries of progress (time) and how to manage changes during the process (see 

Table  1).  

Recent studies tend to show that use of agile methodologies for the design and 

implementation of data warehouse in organizations is playing an important role to 

obtain value information to help decision-makers and to generate competitive 

advantage by improving the extraction and processing knowledge. These studies 

present a structured methodology, inspired from the agile development models as 

Scrum, XP and AP [5]. Thus, an increasing number of companies are choosing for an 

agile philosophy in software development due to the constant need to be flexible and 

adaptable to the technological changes and the new user demands [6-10].  

For this reason, it is important to consider agile methods for the design and 

implementation of a data warehouse in a BI system (see Table 1). In this regard, it has 

been shown that agile development processes increase the potential for developing the 

success of a data warehouse by solving many of the typical problems presented in 

traditional methodologies [11, 8, 12]. 

In this paper, we use the BEAM methodology in the design, modeling, and 

implementation of a data warehouse for a management system. This system processes 

one million operations on a daily basis from more than 15,000 clients. The agile design 

and modeling of the data warehouse are presented through a case study of a Software 

Development Company located in Mexico, which offers software solutions focused on 

meeting the needs of development, implementation and support to any business sector. 

2 Agile Dimensional Modeling  

Traditional data warehousing projects follow the waterfall structure to perform 

dimensional modeling [13]. However, its use is increasingly unlikely and alternatives 

of analyzing and designing similar to those used in software development projects such 

as agile methods are looked for [7, 12, 14]. In this respect, the agile dimensional 

modeling is being considered as a solution for BI systems since it allows developers to 

reduce the risks that the waterfall structure could produce [11, 14]. All this is possible 

by adopting a highly interactive, incremental and collaborative approach to the whole 

analysis, design and development activities of a data warehouse, such as the agile 

BEAM methodology [14] ( see Figure 1). 
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2.1 BEAM Methodology  

Corr [14] proposes the BEAM (Business Event Analysis and Modeling) methodology, 

an agile data modeling method for the design and development of data warehouses and 

data marts. This method combines analysis and modeling techniques to meet data 

requirements related to business events and data modeling for database design that is 

easy to understand by stakeholders and also, easy to translate into logical/physical 

models for IT developers. The BEAM methodology involves stakeholders who think 

beyond their current reporting requirements by describing data stories, that is, 

narratives that define the dimensional details of business activities necessary to be 

measured. In order to obtain these data stories, data modelers ask questions to 

stakeholders using a framework based on the 7Ws (who, what, where, when, how many, 

why and how) [14]. The way to find these answers of the 7Ws and make sure they 

inform data warehouse design is to ask end-users about the events that are happening 

in their business. Therefore, the enhanced Start Schema is used to generate and show 

schema of physical data bases, where are they involved Data Modelers, DBAs, DBMS, 

ETL Developers, BI Developers and Testers. This framework is one of the main 

activities of the BEAM methodology because it allows discovering and modeling data 

requirements and thus, to construct the table of dimensions and facts of the data 

warehouse depicted through the star model. 

According to Corr [14], the BEAM methodology has several diagrams for the 

analysis and design of the data warehouse model, such as: BEAM Table, Hierarchy 

Chart, Timeline, Event Matrix and Enhanced Star Schema.  

Table 1. Comparison of the Inmon, Kimball, and Corr methodologies. 

 

 Inmonn [2] 

(Traditonal) 

Kimball [4] 

(Traditonal) 

Corr [14] 

(Agile) 

Business Decisions Strategic Tactical Collaborative 

Scope Product owner Project manager Team 

Approach Top – down Bottom – up Bottom – up 

Objective 

Deliver a robust 

technical solution 

based on proven 

methods 

Provide a solution that 

facilitates the end 

users to consult the 

data 

Responding to change 

and user needs 

Data requirements Enterprise-wide Business process 
Individual business 
requirement (KPIs) 

Data modeling 
Normalized form 

(3NF) 

Dimension model 

(Star or Snowflake) 

Dimension model 
(Star or Snowflake) 

Orientation Enterprise-wide Business process People 

Communication Formal Formal/Informal Informal 

Time Longer start-up time Shorter start-up time Minimal start-up time 

Project schedule risk High High Low 

Ability to respond to 

change 
Low Medium High 

End users involvement Minimal 
Oscillate depending 

on the project 
High 

Cost to build High initial cost Low initial cost Minimal initial cost 
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For instance, the BEAM Table is used to model business events and dimensions at 

the same time; people involved in this diagram are data modelers, business analysts, 

stakeholders and BI users. The Enhanced Star Schema is used to visualize the 

dimensional model for the implementation of the physical database schemas; the people 

involved in this diagram are Data Modelers, DBAs, DBMS, ETL Developers, BI 

Developers and Testers. 

3 Agile Data Warehouse: A Case Study of a Billing System 

This case study focuses on the design and implementation of a data warehouse using 

the BEAM methodology for a billing system of a company based in Mexico with 

operations in software development with around 15,000 active clients in 19 countries 

and more than a million operations on a daily basis. Despite all the information daily 

stored on the company's servers, this information is not used or analyzed so far by the 

working team, identifying an area of opportunity for the design and implementation of 

BI systems. Therefore, decision-makers could offer their customers significant 

knowledge through scorecards and thereby provide a competitive advantage. The 

management system access to a database based on the Entity-Relationship Model (ER) 

allowing to record, update, delete, and query information from the main business 

processes. This system has the following modules such as: billing, inventories, clients, 

payroll, branches, among others. Hence, in this case study, we focus on the billing 

module. The database used by the system contains around 70 tables using only the most 

relevant according to the key performance indicators (KPI). 

3.1 Analysis, Design  and Implementation of the Data Warehouse 

Unlike the development of software applications, where the requirements of the 

organizations are often relatively well defined by the result of the stability of business 

rules over time; create a data warehouse depends on the reality of the company and its 

current conditions.  

 
Fig. 1. Agile data warehouse development timeline. Source [14]. 
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Thus, the company requires identifying useful information in order to obtain 

significant information about its clients. In this way, the following key performance 

indicators (KPIs) were identified along with the business owners for the design and 

implementation of the data warehouse: a) Compare monthly growth of registered 

companies; b) Identify customer loyalty, through the use of the system more than 3 

years; c) Identify quantity and list of branches by parent enterprise; d) Visualize the 

States where there are more than four companies using the management system; e) 

Measure different types of invoices volumes identifying the invoices variations not only 

by a time period but also, for company; f) Geographically view the top 10 companies 

that make the most invoices for a period of time; g) Compare the invoices by branch, 

time and state. 

In order to model the data requirements, the 7Ws framework was used resulting in 

the identification of facts and dimensions in the star model, presented in Figure 2.  

In this regard, the proposed dimensional model contains a fact table where the 

measurements or metrics of a specific event are recorded; for example, the invoice for 

a purchase and foreign keys referencing dimensional data tables (Company, Branch, 

Bill Detail and Time) which contain descriptive information. In order to implement the 

proposed model (see Figure 2), it is necessary to perform the ETL (Extraction, 

Transformation, Load)  process which enables moving data from multiple sources, 

transform and load them into the data warehouse to analyze and thereby giving valuable 

information to organizations. In this way, Microsoft SQL Server Integration Services 

(SSIS) of Visual Studio 2015 was used to perform the ETL process. Finally, the 

information contained in the data warehouse was visualized through a scorecard 

developed using the Microsoft PowerBI tool. Thus, the KPIs were analyzed in order to 

identify the visual elements corresponding to each key indicator.  

Once the visual elements are selected, the information about the clients is then shown 

in the scorecard by using queries in which decision-makers could use it interactively.  

 
 

Fig. 2. Star schema for the proposed data warehouse. 
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On the other hand, the software company's CEO was interested in seeing through 

graphs and trend lines, the situation and invoice generation behavior of those companies 

who use the management system.  

In this way, it could be easily visualized when billing peaks are produced, i.e. sales 

generated by companies using the system. Figure 3 presents the view of the BI system 

that shows by state the number of companies who use the system, the bigger the circle 

the more companies that use the system are in the corresponding state. In this way, it is 

easy to identify the states where there is little or no presence of the system helping the 

decision-maker to pay attention in sale strategies. Likewise, Figure 4 presents the view 

related to invoice analysis where the number of invoices per type is visualized through 

an interactive list, a trend line to observe the behavior of the number of invoices is 

generated by each company who use the system and a pie chart showing the top 10 

companies with the highest number of invoices issued by the system is shown.  

In this way, it is possible to graphically observe the behavior of the number of 

invoices in a period of time by interacting with the system, allowing the decision-

makers not only to know in what years more invoices per company are registered but 

also, detect those decreases that may indicate a risk in the strategic plan in order to 

develop an action plan. 

3.2 Discussion of Results 

The design and implementation of the proposed BI system using BEAM methodology 

allowed the analysis and design of the data warehouse through an agile method that 

focused on the users' needs and that easily respond to changes. Therefore, meetings 

with the working team, i.e., stakeholders, BI users, ETL developers, business analysts, 

among others, were held in order to compile information requirements during all stages 

of the project  emphasizing uninterrupted communication and collaborative work.  

 

Fig. 3. Scorecard interface: Geographic coverage view of the system. 
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On this basis, it ensures a greater understanding of the data warehouse information 

and the functionalities of the BI system. Moreover, the agile method maintains a logical 

data structure, scalable and adaptable to future functionalities such as the integration of 

other system's modules, predictive analysis, among others.  

In this way, a robust and scalable BI system was designed and implemented where 

decision-makers can count on reliable, fast, flexible and easy-to-understand analyses 

through the scorecard, thereby facilitating the diagnosis of indicators and decision 

making. Accordingly, Figure 4 shows a scorecard of the invoices section, thus, the use 

of the scorecard provides reports of different participants in the decision-making 

process, representing an opportunity for homogenize and refine business processes. For 

this reason, it is expected to improve business opportunities through the use of key 

performance indicators by the extraction, processing and presentation of significant 

information according to the business strategic objectives. Eventually, the use of the BI 

system will positively impact the improvement of the company's value chain processes, 

its competitiveness and thus, the profitability of the business. 

4 Conclusions and Future Work 

Today, entrepreneurs need to analyze and interact with real-time visual information in 

order to support decision-making.  In this regard, the methodologies used in the design 

of BI systems should consider the current needs and challenges where business 

requirements are not static and change constantly. Hence, this paper proposed the use 

of an agile dimensional model for the design and implementation of a data warehouse 

based on the BEAM methodology applied to a case study for a Software Development 

Company. In order to complete the project successfully, the organizational 

requirements were defined, the star schema was modeled, the ETL process was 

 

Fig. 4. Number of invoices by time period. 
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executed, the data warehouse was implemented and finally, the KPIs were graphically 

displayed into the scorecard for decision-making.  

The results obtained from the use of an agile methodology are found as a model 

easy- to-understand for the stakeholders; for this reason, it is mandatory to involve them 

in the whole process.  

By adopting this agile approach, flexibility is ensure, as well as, personal 

coordination with the stakeholders, consistency and simplicity in the whole process.  

As a future work, we plan to incorporate a predictive analysis section into the BI 

system allowing decision-makers to discover patterns, opportunities and prevent risks 

by increasing the profitability of the business.  
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Abstract. This paper proposes a multi-agent model to evaluate the last mile 

distribution process in urban areas, in a network that includes a single depot, 

multiple customers and multiple homogeneous and capacitated vehicles. The 

model is based on the behaviors of the different stakeholders and their 

interactions, including coordination and collaboration of agents in the allocations 

and routing processes. The performance of the Solomon Algorithm is the starting 

point of the proposed model and the comparison of both results shows the 

advantage of using multi-agent modelling to reduce distances and number of 

vehicles needed for urban freight transportation. 

Keywords: multi-agent model, memetic algorithm, urban freight transport, 

collaboration. 

1 Introduction 

City logistics refers to the optimization of all the logistics and transport activities in 

urban areas, considering the environment, traffic, security impacts and energy savings 

[1-3]. It implies a complex system that involves transport processes, urban dynamics, 

and infrastructure planning and logistics strategies for all stakeholders that should work 

with an integrated and coordinated methodology to achieve better results [4]. According 

to Wolpert and Reuter [5], the main stakeholders in Urban Goods Distribution (UGD) 

are: carriers, public authorities, receivers, residents and shippers, each one with 

different behaviors and objectives. Other stakeholders that can be included are the 

urban consolidation centers and road operators. As all stakeholders have very different 

objectives, they should work coordinated with the aim to improve the urban freight 

transport performance. 

Multi-Agent System (MAS) Modeling is an approach used in UGD that considers 

different stakeholders and their behaviors and interactions in several scenarios and 
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policies changes as a support system for strategic, tactic and operative decisions. MAS 

can represent the reality of the UDG, the relationships between stakeholders and their 

behaviors as autonomous agents with the ability to collaborate [6]. MAS can represent 

city logistics systems in a flexible and natural way with the aim of understand and 

forecast policy measures and help to increase the efficiency and reduce the externalities 

of city logistics [7]. 

In this paper, a multi-agent model that considers the stakeholders involved in a single 

depot network with n customers and k homogeneous unlimited and capacitated vehicles 

is used to evaluate the last mile distribution process in urban areas. The model includes 

logistics behaviors, interactions and uses a heuristic algorithm to improve the 

performance of UGD system.  

An initial allocation and routing to last mile distribution is obtained by the Solomon 

heuristic that is a benchmark solution to the capacitated vehicle routing problem with 

time windows. These initial routes are analyzed and compared with those generated by 

the proposed MAS model. 

2 Multi-Agent Systems in Goods Distribution 

There are many strategies used in urban goods distribution [8-10]. These strategies 

consider different distribution structures that involve the goods flow from origin to 

destination and the space-temporal patterns in the vehicle routing in distribution 

systems. MAS modeling is a used as an approach in UGD because of its ability to 

consider different stakeholders, their behaviors and interactions in several scenarios and 

policies changes and how these changes affect the decision making process. Other 

important MAS characteristic is that it can handle complex systems with large numbers 

of heterogeneous and autonomous agents which can interact and collaborate between 

them [7, 12]. 

According to Wooldridge [13] Agents are computer systems with two important 

capabilities: First, they have the capacity to carry out autonomous actions; second, they 

can interact with other agents, not only through data interchange, but also real social 

relationships such as coordination, cooperation and negotiation, among others. An 

agent can have a collection of several actions that can be performed in the interaction 

with its environment, which may also include other agents. The issue to the agent is 

deciding what actions to take to meet their internal goals [14].  

A MAS organizes agents according to their characteristics and abilities to access 

jointly, but also in a decentralized manner to the environment in which exist and solve 

common and individual objectives. For this, a series of communication, coordination 

and negotiation protocols is established among the agents. In this case, collaboration 

between the system components facilitates problems solving and reaching out the 

defined objectives [11-15]. 

The application of MAS in transport system has been used in several research studies 

for transportation problems, but in logistics and urban freight transport there is too 

much work to do [16]. Some researches that use MAS for transport are [17- 21] and for 

Urban Goods Distribution are [14, 22, 23-27]. 
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3 Methodology 

3.1 Urban Distribution Problem 

The UGD could be performed with different strategies that implies specific structures 

and typologies [9]. The focus of this paper is the last mile distribution and operative 

decisions, where a single product is delivered to a set of customers from a unique depot 

or satellite. The depot has no limitation for the number of homogenous capacitated 

vehicles. This problem can be described as a capacitated vehicle routing problem with 

time windows (CVRPTW) and the objective is the minimization of total delivery cost. 

The mathematical model for the CVRPTW expressed by Zulvia et al. [28] is: 

∑ ∑ ∑ 𝑐𝑖𝑗𝑥𝑖𝑗,
𝑘

𝑛

𝑗=0

𝑛

𝑖=0

ℎ

𝑘=1

 (1) 

where 𝑐𝑖𝑗is the travel cost from customer i to j, the depot is the customer 0, and 𝑥𝑖𝑗
𝑘  

represent decision variable defined in (2): 

𝑥𝑖𝑗
𝑘 = {

1 𝑖𝑓 𝑡ℎ𝑒 𝑣𝑒ℎ𝑖𝑐𝑙𝑒 𝑘 𝑡𝑟𝑎𝑣𝑒𝑙 𝑓𝑟𝑜𝑚 𝑐𝑢𝑠𝑡𝑜𝑚𝑒𝑟 𝑖 𝑡𝑜 𝑗 ,
 0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 (2) 

constrained to: 

∑ 𝑥𝑖0
𝑘

𝑛

𝑖=0

− ∑ 𝑥0𝑗
𝑘

𝑛

𝑗=0

= 0,   ∀𝑘 = 1, … , ℎ, (3) 

∑ ∑ 𝑥𝑖𝑗
𝑘 = 1 ,    ∀𝑗 = 1,2, … , 𝑛

ℎ

𝑘=1

𝑛

𝑖=0

, (4) 

∑ ∑ 𝑥𝑖𝑗
𝑘 = 1,    ∀𝑖 = 1,2, … , 𝑛,

ℎ

𝑘=1

𝑛

𝑗=0

 (5) 

∑ 𝑥0𝑗
𝑘 = 1,    ∀𝑘 = 1,2, … ℎ

𝑛

𝑗=0

, (6) 

∑ 𝑥𝑖0
𝑘 = 1,    ∀𝑘 = 1,2, … , ℎ,

𝑛

𝑖=0

 (7) 

∑ ∑ 𝑞𝑖𝑥𝑖𝑗
𝑘 ≤ 𝐶,    ∀𝑘 = 1,2, … , ℎ

𝑛

𝑖=0

𝑛

𝑗=1

, (8) 

𝑞𝑖 ≤ 𝑟𝑖
𝑘 ≤ 𝐶, ∀𝑖 = 1,2, … , 𝑛; 𝑘 = 1,2, … , ℎ, (9) 
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∑ 𝑥𝑖𝑗
𝑘

𝑛

𝑖=0

− ∑ 𝑥𝑗𝑖
𝑘

𝑛

𝑖=0

= 1,   ∀𝑗 = 1,2, … , 𝑛; 𝑘 = 1, … , ℎ, (10) 

𝑟𝑖
𝑘 + 𝑞𝑗 − 𝑟𝑗

𝑘 ≤ 𝐶(1 − 𝑥𝑖𝑗
𝑘 ),    ∀𝑖 = 0,1, … 𝑛; 𝑗 = 1,2, … , ℎ, (11) 

𝑠𝑗
𝑘 = max{𝑒𝑗 , 𝑠𝑖

𝑘 + 𝑢𝑖
𝑘 + 𝑡𝑖𝑗},   𝑖𝑓 𝑥𝑖𝑗

𝑘 = 1, (12) 

𝑠𝑗
𝑘 + 𝑢𝑗

𝑘 ≤ 1. (13) 

Equation 3 is a constraint that ensures that every vehicle starts and finishes at the 

depot. Constraints 4 and 5 ensure that each customer is visited just once and constraints 

6 and 7 ensure that each vehicle is used once. The capacity constraints are expressed in 

equations 8 and 9, where the demand of the customer i is denoted by 𝑞𝑖, the load of 

each vehicle after visiting each customer must be greater than zero 𝑟𝑖
𝑘>0.  

Equation 10 and 11 ensure connectivity between the created subtours. Equation 12 

and 13 express the time window constraints, where 𝑒𝑗  is the earliest time to deliver at 

customer j, 𝑙𝑗 is the latest time to deliver at customer j, the beginning of the service time 

of the vehicle k for the customer j is 𝑠𝑗
𝑘 and 𝑢𝑖

𝑘 and 𝑡𝑖𝑗 are the time required to serve the 

customer i and the travel time from customer i to j, respectively. 

The most common heuristic used to solve this type of problem is the Solomon 

insertion heuristic [29] that will be used as a benchmark to compare the proposed model 

solution. Although this heuristic is recognized as a good solution method, we propose 

a multi-agent model to improve the solutions generated by the former heuristic. 

3.2 The Multi-Agent Model 

The proposed framework to solve the problem of a single depot with n customers and 

k homogenous capacitated vehicles is a Multi-Agent Model with a memetic algorithm. 

It allows the collaboration and coordination between the vehicles in order to improve 

the routes in terms of travel distance and number of vehicles. The multi-agent model 

considers the demands, the time windows constraints of customers and the capacity of 

the vehicles for the assignment of each customer to a different vehicle.  

 

Fig. 1. Multi-agent framework to UGD. 

 

38

Martín Darío Arango Serna, Cristian Giovanny Gómez Marín, Conrado Augusto Serna Urán, et al.

Research in Computing Science 147(3), 2018 ISSN 1870-4069



It also considers the process of coordination and collaboration between the agents to 

establish routes that improve deliveries efficiency while fulfilling the customers’ 

requirements, Fig. 1 presents the agents defined in the proposed MAS model. 

The proposed MAS model integrates autonomous agents with reactive, proactive 

and social characteristics, based on the FIPA-ACL language (language of 

communication among agents) proposed by the Foundation for Intelligent Physical 

Agents [30] looking for improving the assignment the customers according to the 

available capacity in the terminal and in the vehicles, as well as design routes that make 

efficient deliveries in the terms of the established requirements of customers. This 

process involves many activities of communication and coordination between the 

different stakeholders of this distribution network. 

The control agent has direct contact with the demands of the customer database, 

reads all the set of client’s needs, assesses the capacities and resources of the logistics 

network, accepts or rejects the customers’ orders and activates all the assignment 

process to the other agents by a Query protocol with the agent terminal. The Query 

Protocol allows the agent control to ask the agent terminal if it can accept the customer’s 

orders and the agent terminal answers if it agrees with the request or rejects it. 

The agent terminal receives the information and designs the initial route by the 

Solomon heuristic with the number of vehicles needed to perform the routes, the travel 

distance and the used capacity through a Request Protocol to the vehicles requesting 

the service of deliveries. 

The agent vehicle uses an evolutionary heuristic algorithm that allows solve optimize 

the problem with global and local search strategies, but with the advantage of autonomy 

provided by the multi-agent system. Each vehicle is an agent that evolves from the 

interaction with other vehicles and negotiates the best possible interchange of clients to 

reduce the cost of the distribution [14]. Each agent has two properties: the set of clients 

assigned to its route, that defines its phenotype and a gender that will allow interactions 

with other agents and according to [31] the believes of the agents stablishes the set of 

genes that can crossover their genes and it’s conditioned by the gender of the agents v 

and the fitness value (f) of their phenotype l. The believes of the agents can be denoted 

as the follow [14]: 

𝐵𝑖 = {

𝑔𝑖 ≠ 𝑔𝑗

(
𝑓𝑖−𝑓𝑗

𝑓𝑖+𝑓𝑗
) > 𝛼,    0 >∝≤ 1 

} 𝑖, 𝑗 𝑎𝑟𝑒 𝑎𝑔𝑒𝑛𝑡𝑠 ∈  {𝑣1,𝑣2, … 𝑣𝑛}. (14) 

The first part of the equation explains that the agent only can crossover their genes 

with an agent of other gender. There are two types of gender: the male agents search 

actively a couple to crossover information; the female agents receive the corresponding 

bids and decides if it accepts or rejects the male agent. In the second part, 𝛼 is factor of 

selection according to the fitness value, while the 𝛼 value is closer to 0, the greater it is 

the probability of selecting other agent with a higher 𝛼 value. 

The behavior of the agent vehicles, are directly related to actions of selection, 

crossover and refinement of the evolutionary framework which can be explained in the 

following pseudo-code: 

Algorithm 1: evolutionary heuristic 

Input: male and female agents 

Processing: 
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(1) Initialize. 

(2) Selection between agents according to 𝐵𝑖. 

(3) Crossover the genes of the agents generating N pairs 

that constitute the population of descending routes. 

(4) Assess capacity constraints of each route. 

(5) Local search with 2-opt heuristic. 

(6) Assess time window constraints. 

(7) The Children replace the Parents if their fitness 

is greater than the parents. 

(8) Randomly assigns the gender to the new individuals. 

(9) Until stop condition is fullfilled. 

4 Model Application 

For the application of the multi-agent model we consider the following sets: the 

demands of products are in a rank between (6 – 29) units, the location of customers is 

between (-100 and 100 units in a Cartesian plane, these values were chosen randomly) 

and the depot is located at point (69, -29); the capacity of the vehicles is 200 unit. Ten 

runs were performed with the same data set applying the Solomon insertion heuristic 

and the evolutionary multi-agent model and each run gives as a result the set of routes 

that should be taken to meet the demand and the time window constraints with 

consistent solutions. The analysis of the results for the same data demonstrates that the 

evolutionary multi-agent model generates an improvement of the results compared with 

the Solomon heuristic. The best routes produced by the Solomon insertion heuristic and 

by the proposed evolutionary MAS heuristic are presented in Table 1. As shown in this 

table, 13 routes are required to visit all the customers, and the evolutionary multi-agent 

model changes the sequences (must be aware that the routes start and finalize at the 

depot) of the routes according with the coordination and collaboration process between 

the agents vehicle producing an improving in the total travel distance.  

The best solution for the Solomon heuristic generates a travel distance of 5632,3 

units, meanwhile the best solution with the Evolutionary Multi-Agent heuristic is 

5327,8 units.  

This improvement in the solution, is the result of the coordination and collaboration 

processes of the agents’ vehicle through the evolutionary algorithm. Additionally, Fig. 

3 (left side) shows some of the 13 Solomon routes, allowing to observe that the routes 

are very heterogeneous regarding the position of customers. Due to the time window 

 

Fig. 3. Some routes of the best run. Left (Solomon) – Right (Evolutionary multi-agent). 
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constraints, the routes are some chaotic and with superposition of trips. In the 

evolutionary multi-agent heuristic, the routes (right side of Fig. 3) are less complex. 

Table 1. Best run by Solomon heuristic and Evolutionary multi-agent heuristic. 

 Solomon Evolutionary multi-agent Model 

Routes Sequence of customers Distance Sequence of customers Distance 

1 85-91-65-70-81-59-76 392,273 26-60-93-66-62-20-3-9 284,871 

2 
82-79-99-92-90-88-83-

100 
284,747 34-31-44-21-80-79-70-12 390,258 

3 
67-56-63-61-64-62-78-

75-74-53 
396,85 

84-65-4-82-64-15-19-48-

73-47-76 
316,532 

4 
77-58-48-22-49-45-38-

41-33 
531,956 

22-89-88-38-51-55-6-87-

56 
531,955 

5 89-96-93-94-87-97-84 307,937 90-83-74-13-94 326,162 

6 
73-54-52-50-66-72-57-

60-44 
485,804 11-28-49-71-32-10 260,548 

7 95-98-80-86 335,186 7-39-25-98-8-58-92 380,445 

8 
43-32-35-19-39-46-27-

25-21-18 
531,799 

27-96-86-68-35-52-2-5-

41 
526,484 

9 71-51-34-26-29-16-47 547,915 
53-37-99-69-78-33-23-

57-46 
547,807 

10 40-28-31-42-37-24-11 475,728 
97-29-40-43-85-61-42-

18-14 
477,982 

11 12-4-1-3-36 395,332 
67-30-45-17-24-100-36-

81 
479,361 

12 30-7-6-8-5-15-20-2 486,721 75-63-1-95-72 419,465 

13 23-14-17-10-13-9 460,136 91-59-16-77-54-50 385,989 

 Total travel distance 5.632,38 Total travel distance 5.327,86 

Table 2. Comparison between results  

 Best travel distance Mean of travel distance Standar deviation 

Instance Solomon Evolutionary 
MAS 

Solomon Evolutionar
y MAS 

Solomon Evolutionary 
MAS 

50 

customers 

2365,

3363 

2091,0110 2455,0

046 

2234,949

2 

179,5

701 

148,2594 

100 

customers 

5632,

3847 

5327,8640 5909,3

218 

5371,135

9 

198,1

098 

168,1545 

200 
customers 

5919,
0469 

5816,0134 6427,3
153 

6257,466
8 

221,2
622 

169,1766 

600 

customers 

3930

2,2651 

38896,924

7 

40941,

9605 

40155,52

18 

822,8

201 

732,8047 
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To validate de results of the Evolutionary MAS, a set of instances were performed 

with the same heuristics. The set of instances can be found at Serna-Uran (2016) [14] 

for the set of 50 customers and 200 customers, and for the 600 customer the Solomon 

benchmark heuristic S-R1-600 was used.  

Table 2, presents results of the performance of both algorithms applied in different 

instances and reinforces that the proposed MAS generates a lower travel distance and 

a lower variability in the results obtained in each run. 

It is remarkable that the Solomon heuristic is a well-known benchmark to solve the 

CVRPTW, their solutions are feasible but with low efficiency. The presented 

evolutionary multi-agent heuristic is a novel model to solve this kind of problems and 

allows the interaction of the goods distribution stakeholders through the coordination 

and collaboration between them with the aim to find a global solution that is more 

realistic and efficient in terms of the use of resources and applicability to real problems. 

The Solomon heuristic as starting point of the evolutionary multi-agent systems allows, 

at least, to equal the initial routes, and the interaction between agents improve this 

routes by the behaviors that each agent perform. It should be noted that although the 

solutions are very near between them, the evolutionary MAS has less variability which 

means that the solutions are more consistent than Solomon, whereby it could be used 

in a more dynamic context such as the real world.  

5 Conclusions 

In this paper the capacitated vehicle routing problem with time windows (CVRPTW) 

was solved using the Solomon Heuristic and a Proposed Multi-Agent Model. The 

solutions found with the Solomon algorithm are feasible solutions to the Vehicle 

Routing Problem with time windows, however the space of solutions is not intensively 

explored from the insertion criteria that the heuristic uses.  

This generates that the routes found are little ordered and coherent as can be observed 

in figure 4 (left side), which can be interpreted as inefficient routes. On the other hand, 

the solutions found with the evolutionary heuristics are more ordered, more efficient 

and equally feasible routes in terms of time window compliance that can help in the 

operational decisions in the UGD. 

In the process followed in the implementation of the model, it is possible to highlight 

the ease with which problems of great computational complexity can be solved from 

the distributed computing paradigm. In urban conditions, where the complexity is not 

only computational but also stochastic or for the difficulty to articulate different actors, 

multi-agent models become an important solution alternative, since those present a 

great flexibility for the definition of different agents with capacities and conditions, 

allowing to explore and optimize coordination processes based on behaviors that can 

be adapted according to the real conditions or scenarios. In the logistic model presented, 

for example, vehicles are defined as agents, which facilitates the design of collaboration 

and optimization processes based on particular conditions that can be easily adjusted to 

urban environments. 

The use of fuzzy logic in the relaxation of the constraints of time windows could 

reduce the cost of the routes with a penalization for violating the time windows, the use 

of this technique would be interesting for further research. In the same way, inclusion 
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of the dynamic context of the UGD in the model according with the permanent changes 

presented at the demand and in the travel times in the cities is a future research filed. 
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Abstract. One of the most common challenges in the management of electronic 

medical records (EMR) is to extract critical knowledge that could serve to 

enhance collaboration among medical doctors to support decision-making. In 

this paper, we present the design and implementation of a data warehouse 

designed to strengthen decision-making related to epidemiological patterns, 

trends, areas of influence and other pathologies. The data warehouse is based 

on a relational model that contains information about EMR of different states 

of Mexico. We used the Business Event Analysis and Modeling (BEAM) 

methodology for the design and implementation of the data warehouse, a novel 

methodology to design agile data warehouses. Using BEAM, we created a star 

dimensional model and defined the Extract, Transform and Load (ETL) 

processes to transfer the data to the new model. In order to show the potential 

of our data warehouse, an interactive dashboard with different indicators was 

built. We close discussing how the medical doctors could use our data 

warehouse to support the decision-making process. 

Keywords: decision support systems, data warehouse, health environment, 

BEAM, ETL.  

1 Introduction 

In recent years, the use of electronic medical records (EMR) has increased 

considerably, changing the way traditional records are stored and managed [1]. In 

EMR, the data is managed and stored digitally, enabling health professionals to 

maintain information in one place. The use of these systems has enabled the 

accumulation of large amounts of data, opening up opportunities for analyzing and 

obtaining relevant information from them [2].  
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However, in most cases, besides data queries, these data are not analyzed, leaving 

aside all the knowledge that can be obtained from them. These large amounts of data 

and the knowledge that can be obtained from them open the possibility of supporting 

decision-making in the health environment, as well as promoting communication and 

collaboration among health professionals. Having a tool to support decision-making 

that could provide knowledge based on patients' historical data stored in EMR, might 

help to a great extent to improve health services. 

An alternative to support this problem is the use of a data warehouse, a repository 

that preserves the historical context to accurately assess an organization's performance 

over time [3]. It is optimized for high-throughput queries, since user queries often 

require that hundreds or thousands of transactions are searched for and compressed into 

a set of responses. Data warehouses are the basis of the processing of Decision Support 

Systems (DSS). They facilitate the analysis since all data are concentrated in a single 

data source, which can integrate both structured and unstructured data, with different 

granularity. A data warehouse based on the data of an EMR could support health 

professionals to obtain relevant knowledge to enhance the decision-making process. 

However, the design and construction of a data warehouse is not an easy task. First, the 

preparation and cleaning of large amounts of data present some challenges such as the 

concentration of heterogeneous data, incomplete records, and integrity errors, among 

others. On the other hand, the design of the data warehouse has to be done in such way 

that the response time of the queries is fast and the results are correct.  

An optimal design of the data warehouse is required to facilitate the extraction and 

analysis of the stored data. The use of agile methodologies (e.g., SCRUM [4]) have 

presented multiple advantages in software development such as customer satisfaction 

by the rapid and continuous delivery of useful software. Agile methodologies are 

characterized by emphasis on stakeholders and interactions rather than processes and 

tools [4]. On the side of the design of data warehouses, the Business Event Analysis 

and Modeling (BEAM) methodology [5] offers several advantages for designing data 

warehouses. For example, individuals and interactions over processes and tools, 

working software over comprehensive documentation, and customer collaboration over 

contract negotiation. BEAM upholds these values and the agile principle of data 

warehouse practitioners to work directly with stakeholders to produce data models 

rather than requirements documents, and working Business Intelligence (BI) prototypes 

of reports / dashboards rather than mockups. 

This paper presents the design and implementation of a data warehouse using BEAM 

methodology, which information was obtained from EMR. This data warehouse 

provides information in the form of indicators that summarize what is happening in a 

health environment and support appropriate and timely decision making through the 

identification of diseases by geographic zones, diseases by stage of life and diseases by 

season of the year. 

The illustration of the usefulness of the designed data warehouse, following, we 

present a usage scenario where health professionals use the information they visualize 

in an interactive dashboard to support decision making: 

A health professional is concerned that many patients are presenting with a rare 

disease in their geographical area and he is not sure that the medications he is 

prescribing to his patients are the most appropriate. The health professional reviews the 

information provided by an interactive dashboard and he realizes that the disease which 

46

Simon G. Cornejo, Karina Caro, Luis-Felipe Rodriguez, Roberto Aguilar A., Cynthia B. Perez, et al.

Research in Computing Science 147(3), 2018 ISSN 1870-4069



he is dealing with is very common in another geographic area of Mexico. Thus, the 

health professional starts to get in touch with other health professionals in that 

geographical area to ask for opinions and share experiences in the treatment and 

intervention of that disease. 

2 Related Work  

Research contributions have been made in the areas of data warehouse design, data 

staging for ETL processing, data quality assurance, and healthcare data warehouse 

applications, mainly in developed countries, such as the United States. Existing EMR 

[6] data are made available in a standardized and interoperable format, thus opening up 

a world of possibilities for semantic or concept-based reuse, consultation and 

communication of clinical data. The Community Health Applied Research Network 

(CHARN) [7], in the United States, represents more than 500,000 patients from diverse 

safety nets in 11 states, aims to create a national and centralized data warehouse with 

multiple partners from the Center for Community Health using different EMR systems.  

The work  [8] describes a virtual data warehouse (VDW) of the Health Maintenance 

Organization Research Network (HMORN), a public, research-centric data model 

implemented in 17 health care systems across the United States. At the Catholic Health 

Initiatives research institute, data consultation tools [11] are implemented to enable end 

users to access the VDW for simple consultation and research readiness activities, 

capture for collection of study-specific data and results reported by the patient. On the 

other hand, the decision support system [9] based on multi-criteria data analysis –

Annalisa, is an online decision support tool for individuals and clinicians interested in 

making a shared decision. 

In Mexico, there have been initiatives and programs of innovation and technological 

development of the public and private sectors that have begun to get involved in the 

subject of e-health. In the early 1990s, the State Basic Information System (SEIB) was 

centralized and encompassed all 32 states by The Ministry of Health (SSA, for its 

acronym in Spanish). In 1995, the National Epidemiological Surveillance System 

(SINAVE) was created. Its coordination is carried out by SSA and it is supported by 

the Single Information System for Epidemiological Surveillance (SUIVE).  

In 2007, SSA initiated the development of the Mexican electronic clinical record 

standard. In 2011, a study was conducted in Mexican Institute of Social Security (IMSS, 

for its acronym in Spanish) [10] to develop Quality of Care Indicators (QCI) for Type 

2 Diabetes Mellitus (T2DM). The goal was to determine the feasibility of constructing 

QCI using IMSS's EMR data and assessing the Quality of Care (QC) provided to IMSS 

patients with T2DM. As a result of this study [10], 18 QCIs were developed, of which 

14 were possible to construct using available EMR data. ICQs comprised both the care 

process and health outcomes.  

The related work shows that there is a potential of using EMR to enhance health care 

services. However, there are few studies that use the EMR data to obtain knowledge 

that could support the decision-making process in the healthcare environment. In this 

work, we propose to use EMR data to design and implement a data warehouse aimed 

at supporting the decision-making in the healthcare environment. In the next section, 
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we describe the BEAM methodology, following by the results of the design of the data 

warehouse and its implementation. 

3 BEAM Methodology 

We used the Business Event Analysis and Modeling (BEAM) methodology to design 

the proposed data warehouse. To the best of our knowledge, BEAM is one of the most 

recent and  the first agile methodology in the area of Data Warehouse and Business 

Intelligence (DW / BI) [5]. The BEAM methodology comprises a set of collaborative 

techniques for modeling BI data requirements and translating them into dimensional 

models on an agile time scale. Among the techniques used by the BEAM methodology 

are the 7W’s Framework, BEAM*tables, Event Matrix and Enhanced Star Schema. 

3.1 7W's Framework and BEAM*tables 

The 7W’s framework uses questions about who, what, where, when, how many, why, 

and how[5], data modelers design the model by asking BI stakeholders to tell data 

stories using these questions. BEAM uses tabular notation and data stories to define 

business events in a format that is easily recognizable and understandable to BI 

stakeholders. It uses spreadsheets that enable an easy translation into detailed 

star schemas.  

BEAM*tables help engage BI stakeholders to define reports that answer their 

specific business questions. They are used to define fact and dimension tables, and they 

use natural language enable BI stakeholders easily imagine, sort, and filter the low-

level detail columns of a business event using the top-level dimensional attributes. 

BEAM*tables can describe facts, events in terms of measures, and dimensions, 

descriptions of the facts, which can be used to filter, group and 

aggregate measurements. 

3.2 Event Matrix 

The Event matrix documents the relationships between all events and dimensions 

within a model. Event matrices record events in value chain sequences and promote the 

definition and reuse of conformed dimensions through dimensional models. 

3.3 Enhanced Star Schema 

A star schema consists of a central fact table surrounded by a series of dimension tables. 

The fact table contains facts: the numerical (quantitative) measures of a business event. 

Dimension tables contain mainly textual (qualitative) descriptions of the event and 

provide the context for the measurements. Enhanced star schemas are standard star 

schemas that use BEAM short codes to record dimensional properties and design 

techniques that are not directly supported by generic data modeling tools. 

In the following section, we describe the obtained results of applying the above 

BEAM techniques to design a data warehouse, as well as, the data warehouse’ 

implementation is described.  
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4 Results 

The data repository used to design and implement the data warehouse is a relational 

database derived from EMR system, containing 316,295 records of medical 

consultations from different patients living in different cities and states of Mexico. The 

structure of this relational database was analyzed and only the required tables to create 

the data warehouse with the dimensional model obtained using BEAM were extracted.  

 

Fig. 1. Event to show diseases by municipalities and states of Mexico. 

  

Fig. 2. Fact table that contains the IDs that relate the dimensions. 

 
Fig. 3. Event matrix. 

49

Design and Implementation of a Data Warehouse to Support Decision-Making in a Health ...

Research in Computing Science 147(3), 2018ISSN 1870-4069



The tables were identified according to the indicators that the stakeholders (doctors 

from Obregon city identified and prioritized the indicators) defined in the business 

events of the BEAM methodology, which would be useful for decision making. The 

indicators are disease by stage of life, diseases by season of the year, epidemiology 

surveillance diseases, all can be filtered by municipality and state. The relational 

database consists of 172 tables. The tables that contain the required data to create the 

 

Fig. 4. Star Schema showing the dimensional model of the data warehouse. 

 

Fig. 5. Interactive dashboard connected to the dimensional model of the data 

warehouse. 
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business events are only 7. These tables record data about patients, doctors, 

medications, diseases, treatments of the patients and the prescriptions that the doctors 

issue at the end of each medical appointment.  

Once the relational database was analyzed, following the BEAM methodology, the 

7W’s framework technique was applied, several BEAM*tables and the event matrix 

were created and finally the star dimensional model was created.  

7Ws Framework and BEAM*Tables. Events were defined with the help of 

stakeholders. In our case, the stakeholders are healthcare professionals. Examples of 

the defined events are Disease by stage of life, Disease by season of the year, 

Epidemiology surveillance diseases by municipality and state. The event shown in Fig. 

1 is an example of a query to display records of patients’ diseases, with granularity by 

municipalities and states of Mexico. 

Fig. 2 shows an example of the fact table of the model that contains the IDs of the 

prescriptions, patients, diseases, doctors, medicines. All the descriptions corresponding 

to the IDs of this table are found in the derived dimension tables. This can be observed 

in the star dimensional model (Fig. 4), where the relationship between the IDs of the 

fact table and the dimension tables is defined.  

Event matrix. Fig. 3 shows the event matrix with the events that happen during a 

medical consultation and relates them to the data of the dimensions that are involved in 

the development of the medical consultation. 

Star dimensional model. As a result of using the BEAM techniques, we obtained 

the star dimensional model (Fig. 4). The dimensional model has seven dimension tables 

and a fact table, which contains the IDs that relate the facts to each of the dimensions. 

Patient dimension contains the records of the registered patients. Medical dimension 

contains the names, and specialty of health professionals. Medication and Medication 

Local dimensions are the Descriptions and brands of prescription drugs. CIE10 

dimension includes the diseases and their classification SUIVE, in case of being 

considered epidemiological. Prescription dimension contains the symptoms of the 

patients at the time of the medical appointment. Time dimension is tied to the dates of 

the facts recorded and it enables to achieve the required granularity for the events. The 

relationships between the fact and the dimension tables enable agile and efficient 

queries, compared with the E-R model. 

Validation. In order to validate the functionality of the dimensional model of the 

data warehouse, we performed the Extraction, Transformation and Load (ETL) 

processes of the data, as well as we created an interactive dashboard that shows the 

indicators resulting from the queries to the data warehouse.  

ETL processes. The required tables were extracted from the relational database, 

completed and stored in temporary tables using SQL code. Next, there is an example 

of the code that we used to perform the extraction of the data: 

select * into DW.dbo.paciente from mmanik_completa.dbo.paciente 

select * into DW.dbo.municipio from mmanik_completa.dbo.municipio 

select * into DW.dbo.estado from mmanik_completa.dbo.estado. 

After the extraction process, the extracted data were transformed using the tables 

and fields of interest and loaded into the tables of the dimensional database. An example 

of the code used to perform the transformation and load processes is the following:  
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select m.id,cedula,u.nombre,e.nombre as especialidad,cedula_validada insert into 

DW.mm.medico from medico as m left join especialidad as e on especialidad_id=e.id 

left join usuario as u on usuario_id=u.id. 

Interactive dashboard. We designed and created an interactive TABLEAU 1 

dashboard once the ETL processes were finished to validate the efficiency of the data 

warehouse design. This dashboard is connected with the data of the dimensional model 

and performs queries to extract the stored data in a rapid and simple way. The dashboard 

shows the diseases by stage of life presented by patients (Fig 5). The dashboard also 

shows the diseases by seasons of the year, with the same adjustments as the indicator 

of diseases by life stage. Additionally, the dashboard shows the diseases that are 

classified in the SUIVE in a geographical map. 

Thus, the health professionals can observe the map with all the diseases or select one 

that is of his/her interest. All indicators can be filtered by state and municipality. 

 

5 Conclusion 

With our results it is possible to support the decision making related to epidemiological patterns, 

trends, areas of influence and other pathologies, based on the indicators that emerged in the 

business events of the proposed dimensional model.  

This paper shows how the BEAM methodology can be applied to design a data warehouse 

based on EMR system. In the future, we plan to evaluate the use of the dashboard with health 

professionals to investigate the potential of the data warehouse in supporting decision making in 

a real-case scenario. 
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Abstract. Supply chain risk management is an important activity in current 

supply chain management, and operational risk is one of the most important 

risks in supply chains. The risk identification process is one of the most 

important activities in supply chain risk management system. The participation 

of Third Party Logistics providers (3PL) in supply chains has been increasing, 

and it is important to consider how their presence affects risk management.  On 

the other hand, ontologies define a common vocabulary to share information in 

a domain. Considering all these aspects, we propose an ontology approach to 

operational risk identification in supply chain that involves third party logistics 

providers. The ontology-based approach is oriented to improve 

communications about risks through the whole supply chain, achieving better 

results in risks management activities. The approach is validated in ground 

transportation activities. 

Keywords: supply chain risk management, operational risk, third party 

logistics, ontology, ground transportation.  

1 Introduction 

Supply Chain Risk Management (SCRM) has become in one of the more important 

activities into de Supply Chain Management (SCM), and according with [2] SCRM has 

emerged as an important research subject in the field of SCM.  SCRM has also taken 

on an increased importance for firms, particularly as global sourcing has increased, 

companies have “leaned out” their supply chains (SC), and product cycle times have 

become shorter [5]. The recent trend of focusing on core competence has also 

contributed to the popularity of logistics outsourcing and the participation in supply 

chain the third party logistics companies (3PL). According to this trend and its role for 

the success of SC, it is important to consider that the participation of 3PL providers 

modifies the traditional structures of supply chains, where 3PL providers become the 

new links and new risks arise or their probabilities or impacts change. 
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SCRM consist in four components [7, 14]: risk identification, risk prioritization and 

evaluation, risk management and risk monitoring, and some authors are agree that the 

success of SCRM resides mainly in the first two steps. 

The identification of operational risks is the fundamental step in risk management. 

According to [14], qualitative techniques are used the most, and they rely on the 

knowledge and expertise of the experts involved. But considering this, it is necessary 

to have a unified language that allows sharing information throughout the chain. 

Sharing risk is a fundamental activity oriented to achievement an effective SCRM.   

Operational risk is one of the most important risks in SC. Operational risks refer to 

the inherent uncertainties in day-to-day operations, such as the uncertainty in consumer 

demand, uncertainty in supply and uncertainty of costs. 

“An ontology defines the basic terms and relations that compose the dictionary of 

the field of interest and the rules that combine the terms and relations so that the 

dictionary of terms is extended” [13]. 

In this paper we propose an ontology based approach to operational risk 

identification in supply chain that consider 3PL companies.  Our proposal is oriented 

to improve both, risk identification activities and sharing information about risk among 

the whole supply chain.  

2 Literature Review 

2.1   Supply Chain Risk Management (SCRM) 

Risk management in the supply chain refers to the concept of Supply Chain Risk 

Management (SCRM), which would be beneficial to the parties involved in terms of 

cost reduction and increase in profitability [10]. Management of risks is becoming the 

focal concern of the firms to survive in a competitive business environment. Thus 

SCRM has emerged as a natural extension of supply chain management with the 

objective of identifying the potential sources of risks and proposing appropriate action 

plans to mitigate them. But elaborating an effective SCRM program is a critical task 

and requires abilities in multiple areas [25]. 

Considering these it is clear that managing the risks present in the supply chain is an 

activity that requires the interest and effort of organizations looking to keep their 

position in the market [14]. 

An effective system for supply chain risk management has to identify, evaluate and 

quantify risks in such a way that the organization is able to generate its plans depending 

on the risks that have the greatest impact on their corporate objectives [19]. 

A risk management system has four clearly defined phases: Identification, evaluation 

and prioritization, management, and finally monitoring. According to some authors the 

first two phases are critical for the success of the system, and the definition of priorities 

becomes definitive when deciding on the actions required for the identified risks to be 

mitigated or eliminated [20]. 

2.2   Operational Risk Management 

Although the proper definition of operational risk has often been the subject of past 

heated debate there is general agreement among risk professionals that the definition 
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should, at a minimum, include breakdowns or failures relating to people, internal 

processes, technology or the consequences of external events [28]. 

Operational risks abound in every sector of the economy and in every human 

endeavor. Operational risks are found much sectors and in all activities [28]. 

Operational risks include most of what can cause an organization harm, that is 

foreseeable and, to a very large extent, avoidable – if not the events themselves, then at 

least their impact on the organization [28]. 

Risk is a measure of random fluctuations in performance through time. Operational 

risk measures the connection between those performance fluctuations and business 

activities [18]. Operational risks are foreseeable, and to some measure, avoidable (if 

not the adverse event, at least its consequences on the organization). It is clear that 

operational risks might be mitigated only after they have been correctly identified.  A 

risk that has been correctly identified is no longer a risk; it becomes a management 

problem [20]. That is one of the most important reasons for work in risk identification. 

2.3   Risk identification  

The first step of risk management is to identify the sources or drivers of risks. 

Enterprises need to collect all possible threats systematically. The risks can be found in 

different aspects, either from external environment or internal operations. In logistics 

chains, the chance of exposure to risk is higher than other departments [27].   

In order to manage and control risk effectively, management needs a clear and 

detailed picture of the risk and control environment in which they operate. Without this 

knowledge, appropriate action cannot be taken to deal with rising problems. For this 

purpose, risks must be identified. This includes the sources, the events and the 

consequences of the risks [28]. 

Risk identification involves a comprehensive and structured determination of 

potential SC risks associated with the given problem [26].  Also risk identification 

should include consideration of the side effects of particular consequences. A wide 

range of consequences should also be considered even if the source of the risk or its 

cause may not be evident [7]. 

2.4   Third Party Logistics (3PL) 

The growing need of companies to focus on the core object of their business has 

originated a trend towards outsourcing different activities. The activities of the supply 

chain have evolved from a first stage with companies responsible for their own 

logistical processes, to companies delegating all their logistical activities to specialized 

agents [14]. 

Successful supply chains need successful logistics, and the contemporary role of the 

third party logistics (3PL) has moved from simple out tasking to full outsourcing.  3PLs 

are not just supply chain service providers; they are now supply chain strategy partners. 

3PLs work simultaneously with multiple supply chain partners[9]. 

The role of logistics services is very critical to conduct the smooth flow of materials 

and information in forward and reverse supply chain.  

According to this trend and its importance for the success of supply chains, it is 

important to consider that the participation of 3PL providers modifies the traditional 

structures of supply chains, where 3PL providers become the new links and new risks 
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arise or their probabilities or impacts change [24].  And, according to the results of the 

third party logistics study  the most frequently outsourced activities are domestic 

transportation (86%), warehousing (66%), international transportation (60%), freight 

forwarding (44%) and customs brokerage (42%) [11].  For this reason, the proposal in 

this paper focuses in the transporting activities in the supply chain.  

2.4 Ontologies 

“An ontology defines a common vocabulary for researchers who need to share 

information in a domain. It includes machine-interpretable definitions of basic concepts 

in the domain and relations among them. Why would someone want to develop an 

ontology? Some of the reasons are: To share common understanding of the structure of 

information among people or software agents. To enable reuse of domain knowledge. 

To make domain assumptions explicit. To separate domain knowledge from the 

operational knowledge. And, to analyze domain knowledge” [18]. 

An ontology is a general conceptualization of a specific domain in both human and 

machine readable format [13]. Ontologies can be used as a backbone for the integration 

of expert knowledge and the formalization of project results, including advanced 

predictive analytics and intelligent access to third party data, through the integration of 

semantic technologies [12]. Ontology has different meanings according to the 

community in which the concept is defined. However, in a general point of view, an 

ontology is used to formally describe the “nature and structure of things” in terms of 

categories and relationships[24] . 

There are some papers where using ontologies for risk management like [1, 3, 6, 8, 

13, 15-17, 21-23] but any of them are applied in operational risk management in third 

party logistics activities. 

3 Methodology 

According with some authors, there is not a single way to developing ontologies, but 

they agree with several points that must consider in the ontology design. These points 

are [4, 13, 18]:  

 Determine the domain and scope of the ontology: that is, answer basic questions 

like this:  

What is the domain that the ontology will cover? It is important to know which 

objects are interesting for the model and which ones not. 

For what we are going to use the ontology? The same domain could be modeled 

with different classes according to the final objective of the ontology.   

For what types of questions the information in the ontology should provide 

answers?  To help to domain delimitation and consider the user's point of view in 

the modeling process. 

Who will use and maintain the ontology? It is important to know if the in charge 

person know about the domain or only introducing instances. 
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 Consider reusing existing ontologies: Many ontologies are already available in 

electronic form and can be imported into an ontology-development environment 

that you are using [18]. 

 Enumerate important terms in the ontology: It is useful to write a list of all 

terms that we will use in the ontology. What are the terms we would like to talk 

about? What properties do those terms have? What would we like to say about 

those terms? [18]. 

 Define the classes and the class hierarchy: this step is one of the most important 

in the process of developing ontologies [4]. There are several approaches in 

developing a class hierarchy: top-down, bottom-up and a combination of them 

[18]. 

 Define the properties of classes – slots: Once we have defined some of the 

classes, we must describe the internal structure of concepts. We have already 

selected classes from the list of terms we created in Step 3. Most of the remaining 

terms are likely to be properties of these classes [18]. 

 Define the facets of the slots: Slots can have different facets describing the value 

type, allowed values, the number of the values (cardinality), and other features of 

the values the slot can take[18]. 

 Create instances: The last step is creating individual instances of classes in the 

hierarchy. Defining an individual instance of a class requires (1) choosing a class, 

(2) creating an individual instance of that class, and (3) filling in the slot 

values [18]. 

4 Results 

Following the proposed methodology, these are the results for our ontology: 

 Determine the domain and scope of the ontology. 

What is the domain that the ontology will cover? Operational risk management 

in supply chain with third party suppliers in the chain. 

For what we are going to use the ontology? For risk management, especially 

for risk identification and assessment. 

For what types of questions the information in the ontology should provide 

answers?  Types of risks, likelihood and impact, managerial strategies for risks 

types, echelons in the chain. 

Who will use and maintain the ontology? Companies into the supply chain (all 

echelons in the supply chain with third party logistics providers) 

 Consider reusing existing ontologies: according to the literature review, does not 

exists ontologies in the operational risk domain that can answer the questions 

presented above. 
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 Enumerate important terms in the ontology: Echelons in the chain, 3PL 

services, Risks, Resources, Risk impact in the strategical objectives, Management 

strategies. 

 Define the classes and the class hierarchy: Figure 1 shows the classes and the 

class hierarchy proposed. 

 Define the properties of classes – slots: belongsTo3PLServices (relationship 

between Risk and 3PL Services); hasRisk (relationship between 3PL Services and 

Risks); hasRiskImpact (relationship between Risks and Risk Impact); 

IsCausedFor (relationship between Risks and sources); hasManagerialStrategies 

(relationship between Risks and Managerial strategies); ItOccursBetween 

(relationship between Risks and Echelons in the chain). 

 Define the facets of the slots: in Figure 2 we show the object properties of the 

proposed ontology. 

 Create instances: we created some instances; particularly refer to some risks in 

transporting activities, such as: accidents, theft, shipping errors, strikes and driver´s 

lack of skills.  These risks have different impact and source as show in table 1. 
 

We hope to use the ontology in a web application that allows all echelons in the 

chain to share the information to improve the processes: risk identification, risk 

evaluation and risk management. 

The idea is to expand the ontology for all 3PL activities such as warehousing, reverse 

logistics, picking, packing etc. And that consider different transportation modes such 

as maritime transportation and air transportation. 

5 Conclusions 

We have presented an ontology developed to improve the operational risk management 

in supply chain with third party logistics providers, considering that risk identification 

Fig.1. Ontology Classes and Class Hierarchy. 
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is one of the most important activities in supply chain risk management and with the 

proposed ontology we hope to promote sharing information about risk throughout the 

chain. 

Although this ontology is developed to operational risk identification process, we 

hope in the future to involve all the operational risk management system: risk 

identification, risk evaluation, risk management and risk monitoring in the whole chain. 

There are some papers in literature that using ontologies in risk management, but we 

don´t find papers using ontologies for operational risk identification in 3PL services. 

 

Fig. 2. Object properties (Operational risk ontology). 

Table 1. Instances summary. 

Risks  Belongsto 3PL 

Services 

hasRisk 

impact 

IsCausedFor  It_Occurs 

Between 

Managerial 

strategies 

Theft 

Transportation 

High 
External 

events 
 

Insurance 

polices 

Shipping 

errors 
Medium Processes Distributor New process 

Strikes Low 
External 

events 
 

Alternative 

fleet 

 

Driver´s 

lack of 

skills 

Low People Customer Training 
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Abstract. Procurement and inventory represent two of the most important 

stages that integrate the supply chain (SC), if there is a mistake or problem in 

one of them, it can lead to total failure of the chain, therefore, generate losses 

to the companies among other issues. To avoid that kind of problems, multiple 

companies have decided to invest in information and communication 

technologies (ICT) to improve and facilitate communication, as well as simplify 

the management of their inventory. In that sense, the objective of this paper is 

to identify the importance of ICT related to the procurement and inventory of 

the Mexican industrial sector, specifically, in the maquiladora industry in 

Ciudad Juárez, Chihuahua. To gather data, a questionnaire was developed and 

it was administered to that sector, obtaining 306 valid questionnaires. In 

addition, to measure the relationship between variables, a structural equation 

model was developed using partial least squares by the WarpPLS V.5® 

software, which integrates three hypotheses. Finally, the results indicate that 

ICT has a direct and positive effect on the procurement process; however, its 

explanatory power is greater for the inventory. 

Keywords: ICT, SEM, supply chain, procurement management, inventory 

management. 

1 Introduction  

A supply chain (SC) is defined as a set of organizations that create a network where 

services / products, information and finance can flow. Its aim is to transform raw 

material into finished products which are delivered to final consumers with the highest 

quality, in the right quantities and at the requested time [1]. An efficient management 

of SC includes the ability to manage the flows of products, information and economic 

resources [2], thus it requires a connection between the different stages of SC to 

coordinate and maximize its overall effectiveness. 

To achieve it, companies use ICT to improve SC efficiency, since they facilitate   

access to information about different agents (suppliers, transporters, manufacturers, 
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distributors, among others), also they have played an important role in creating 

networks of greater value in all sectors of society [1].  

The appropriate use of ICT facilitates several aspects, for example, they can allow 

to identify the best supplier and send him an order immediately (even automatically)  

[1], locate raw and finished materials in real time, providing a greater agility and 

visibility [3], and know inventory levels at all time.[4]. Because of the above 

mentioned, it is increasingly recognized that ICT are altering  communication patterns 

between companies, customers and suppliers [5]. 

1.1 Problem Statement and Research Objective 

Currently, the relationship between the activities of inventory management, 

provisioning and the use of ICT in SC is still unknown, so the objective of this work is 

to quantitatively measure the impact of these variables on the Maquiladora industry of 

Ciudad Juarez, Mexico. 

2 Literature Review and Hypotheses  

2.1 ICT in SC 

Nowadays, companies have included ICT in their areas in order to facilitate their 

operations, specifically in industrial companies within dynamic areas, such as in the 

supply chain management [6], since ICT is believed to improve human resource, 

financial resource, and asset productivities, vertical integration efficiency in supply 

chain and customer relationship management, and competitive power in the market [7]. 

It is demonstrated that the use of ICT improves bilateral relations between 

companies and offers new opportunities for vertical collaboration, even in mature 

industries [8], also, the use of the internet and e-mail is common in supply chain 

management in all industries [9]. In order to know if a company is applying ICT 

properly, it is advisable to investigate the following aspects: internet use in B2B 

(Business-to-Business), internet use for business administration, collaboration and 

customization via internet, shared information and inter-organizational coordination, 

intra-organizational information systems for SC coordination and integration, and the 

use of efficient consumer response (ECR). 

2.2 Procurement: Supply of Raw Materials 

The acquisition of raw materials is a key activity for any company, since it facilitates 

to increase the creation of value minimizing the cost, this is the reason why it is crucial 

to have the suitable suppliers to guarantee the supply, in the right quantity at in the right 

quality at the right place and time. It means that the supplier selection process becomes, 

therefore, a crucial area of decision making [10]. In this work, in order measure the raw 

material supply process in a company, the following points are analyzed: cooperation 

level with suppliers, quantity of suppliers, use of the JIT philosophy in supply process 

and purchases focused on the best price. 
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However, the successful adoption of ICT enables supply chain management to have 

a reliable information system, perform an adequate provisioning, more efficient control 

of inventory and material resources. Therefore, the following hypothesis is proposed 

H1: ICT have a direct and positive impact on the Procurement process in the 

supply chain. 

2.3 Inventory Management 

Inventory management is one of the factors that affect cost, which is the main reason 

for the focus on SC management, where coordination and collaboration between 

activities at all stages of the business system are considered key in the management of 

modern enterprises, specifically inventories consisting of raw materials, components 

and finished good [11]. The availability of the product at the time, in quantity, in quality 

and at the desired price not only provides immediate benefits, but ensures the long-term 

customer loyalty and brand leadership [11]. Thus, appropriate inventory management 

allows to develop marketing, sales, and logistics strategies, from the supplier to the 

final customer. 

In general, in order to know whether exists an adequate inventory management in 

any type of company, it is necessary to identify if there is coordination and inventory 

management, if the automation in the warehouse is presented, if the JIT (Just in Time) 

is applied in delivery, if the company is focused on the low inventory costs, and if there 

are distribution centers nearby. In this regard, these topics are included in this research. 

In that sense, ICT are a great help since they allow identifying, monitoring and 

transmitting information on tagged items throughout the SC, then facilitating its 

visibility and efficiency [2], as they increase their capacity to respond to a large quantity 

and variety of  demanded products and meet short delivery times [2]. Therefore, the 

following hypothesis can be stated: 

H2: ICT have a direct and positive effect on the Inventory Management in the 

supply chain. 

An important process in SC is the accurate inventory data update that adjusts and 

changes as goods are transferred from manufacturers to distributors [12]. However, an 

inaccurate inventory data update could lead to shortages and losses, so it should be 

avoided to maximize profit. Therefore, the following hypothesis can be constructed: 

 

Fig. 1. Proposed model. 
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H3: Procurement has a direct and positive impact on the Inventory Management in 

the supply chain. 

The three hypotheses proposed for this study can be graphically represented as 

shown in Figure. 1, which integrates the three latent variables studied. 

3 Methodology 

This section describes the methodology followed to collect information and validate 

the three hypotheses discussed, it is integrated by distinct stages that are 

described below. 

3.1 Stage 1: Literature Review 

Multiple electronic databases, such as Springer, Emerald, Taylor & Francis, etc., are 

consulted and by using keywords as ICT Integration, Inventory Management and 

Purchasing Management essential information is identified to carry out the next stage. 

3.2 Stage 2: Evaluation Instrument Design and Application 

Based on information collected, a questionnaire is developed which uses a Likert scale 

to answer each question (1 to 5). Where 1 indicates that activity is not important or 

never performed, while 5 indicates that activity is always performed or extremely 

important [13]. The result is a questionnaire with five sections: the first includes general 

information of the respondent (seniority, sector, etc.). The second, seven items related 

to ICT; The third, four items in relation to procurement, and the last has six items in 

relation to the inventory. 

Once the questionnaire has been developed and checked by experts, it is 

administered to people whose area of work is related to supply chain and it should be 

noted that its application is carried out by face to face interviews. 

3.3 Stage 3: Analysis and Information Debugging 

The information is captured in a database developed by a statistical software called 

SPSS 21®, where each row represents a case and the columns represent the questions. 

Analyzes are performed to identify missing values and if a case has more than 15% of 

these, it is eliminated, thus, is not considered for further analysis. If there is a smaller 

percentage, the missing data can be replaced by the median. Also, the extreme values 

are identified, so that all variables are standardized, considering as outliers to 

standardized values greater than the absolute value of 4. [14].  

3.4 Stage 4: Questionnaire Validation 

Cronbach's alpha index and the composite reliability index are used for the validation 

of the instrument and to measure the internal reliability by constructs [15]. Cronbach's 

alpha index measures the degree of correlation between items [16], accepted values are 
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those higher than 0.7, but this value can be increased by eliminating correlated items, 

that probably might be explained with others [14]. 

Likewise, convergent and discriminant validation are performed. The first, explains 

the amount in which a construct converges in its indicators explaining the variance of 

the items [17]. On the other hand, discriminant validity indicates how different a 

construct is from others [17], since both concepts are very similar, the Average 

Variance Extracted (AVE) is used, whose acceptable values are superior to 0.5[18].  

The variance inflation factor (VIF) is used to know the collinearity levels between 

the variables, high levels indicate that some items may be redundant[15] values below 

3.3 are accepted [18]. In addition, the predictive validity is analyzed by R2, Adjusted-

R2 and Q2, where Q2 is a non-parametric measure [18]. 

3.5 Stage 5: Structural Equation Modeling 

To test the hypotheses stated in Figure. 1, the structural equation modeling (SEM) 

technique is used, given its ability to simultaneously examine relationships between a 

set of variables and including measurement error [17]. The model is evaluated in the 

WarpPLS software that uses partial least squares algorithms (PLS) and it is 

recommended for small samples without normality [18]. 

The quality of the model is assessed using the average path coefficient (APC), 

average R-squared (ARS) and average block variance inflation factor (AVIF), proposed 

by Kock [18]. APC and ARS are acceptable when their p-values are less or equal to 

0.05, whereas for the AVIF should be less or equal to 5 [18].  

The relationships between the variables are analyzed by the effects, in that context, 

in this model there are three types: direct (direct relations between variables), indirect 

(relations with two or more variables) and totals (sum of both). For each relation, the 

p-value is estimated in order to know the statistical significance of the effects, being 

the null hypothesis β = 0, against the alternative hypothesis β ≠ 0. 

4 Results 

4.1 Descriptive Analysis  

As a result, 306 valid questionnaires were collected from maquiladora industry of 

Ciudad Juárez. The sector that showed the highest participation was automotive (31%), 

followed by electric/electronic (30.7%), other (medical, aeronautical, logistics, etc.) 

(17%), unspecified (14.7%), plastics (4.9%) and packaging (1.6%). According to the 

position of respondents, it should be noted that the highest participation was from 

engineers (35.9%) and technicians (24.2%). 

4.2 Questionnaire Validation  

As described before, the Cronbach's alpha index was used, for the procurement variable 

was 0.776, for inventory 0.866 and for ICT 0.915, since all values were higher than 0.7 

it was not necessary to eliminate any of the items.  
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Therefore, it is concluded that the questionnaire fulfills its objective and the 

information collected is valid and can be used for further analysis. 

4.3 Structural Equation Modeling 

Figure. 2 shows the generated model and the results obtained for the relations between 

the variables. The latent dependent variables show a value of R2 allowing to establish 

the amount of variance explained by the independent variables. In the same way, their 

efficiency indices are shown in Table 1.  

4.4 Direct Effects 

Regarding the direct effects, the following conclusions can be established: 

 H1: There is enough statistical evidence to state that Information and 

Communication Technologies have a direct and positive impact on Procurement, 

since when the first variable increases its standard deviation by one unit, the standard 

deviation of the second latent variable also increases by 0.519 units. 

 H2: There is sufficient statistical evidence to point out that Information and 

Communication Technologies used along a supply chain have a direct and positive 

impact on the Inventory. When the first variable increases its standard deviation by 

one unit, then the standard deviation of the second latent variable increases by 0.281 

units. 

 

Fig. 2. Evaluated Model. 

Table 1. Efficiency indexes.  

Index Criteria Value 

Average path coefficient (APC) p<0.05 0.463, P<0.001 

Average R-squared (ARS)  p<0.05 0.433, P<0.001 

Average adjusted R-squared (AARS) p<0.05 0.431, P<0.001 

Average block VIF (AVIF) Acceptable ≤ 5, Ideally ≤ 3.3 1.372 

Average full collinearity VIF (AFVIF) Acceptable ≤ 5, Ideally ≤ 3.3 2.072 

Tenenhaus GoF (GoF) Small ≥ 0.1, Medium ≥ 0.25,  

Large ≥ 0.36 

0.520 
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 H3: There is necessary statistical evidence to declare that Procurement has a direct 

and positive effect on the Inventory, since when the first latent variable increases its 

standard deviation by one unit, the standard deviation of the second latent variable 

also rises by 0.589 units. 

4.5 Indirect and Total Effects 

Figure 2 shows the unique indirect effect from ICT to Inventory through the mediating 

variable Procurement. Its value is 0.305 and the effect size is 0.179. Finally, all the total 

effects are significant, since their p-values are less than 0.001 as shown in Table 2. 

5 Conclusions 

In this work, a model that associates three latent variables: ICT, procurement and 

inventory management was presented. The relationship between variables sere tested 

using three hypotheses, which were not rejected since their p-values are less than 0.05, 

because the inferences are realized at 95% confidence level. 

Based on the findings, it can be highlighted that choosing the appropriate 

procurement methods and strategies is crucial for supply chain management because 

many factors that can put at risk the proper functioning of the company depends of them 

such as demand, delivery times, raw material, etc. so directly affecting inventories level 

in companies. For example, if a supply strategy is not defined and the market needs are 

not identified, inventory levels would decrease or increase putting in danger the 

commitment and capital of the company. 

According to hypotheses results, it is concluded that: 

1. ICT is important for have an adequate raw materials procurement and 

inventory management.  

2. Procurement has the highest effect on inventory management and managers 

must pay attention to this process. 
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Abstract. Goods transportation has increased in recent years due to new and 

more intensive distribution processes, such as door-to-door distribution 

generated by e-commerce and other marketing and logistics strategies. 

Transportation processes generates negative impacts in society and 

environment since it produces traffic jams and pollution. This paper presents a 

multiobjective model that simultaneously optimizes freight transportation and 

inventory quantity through collaboration between customers and suppliers, and 

also considers the distribution process CO2 emissions. With this model decision 

makers in logistics can find a suitable combination between logistics costs and 

pollutants emission reduction. This model is solved using a multiobjective 

genetic model based on the NSGA II algorithm. 

Keywords: goods distribution, multiobjective model, genetic algorithm, 

collaborative inventory, CO2 emissions. 

1 Introduction 

The highly dynamic transportation processes generated by new marketing processes 

and changes in consumers habits have been studied for several years usually pursuing 

their optimization through models such as the Traveling Sales Problem (TSP) or the 

Vehicle Routing Problem (VRP) [1, 2]. However, these transport processes not only 

impact companies´ economics, but also society and the environment since it generates 

congestion as well as physical and chemical pollution. Therefore, professionals and 

academics in this area are interested in the search for processes that will improve both, 

economics as well as social/environmental conditions for companies and society [3]. 
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Many authors have argued that collaboration among supply chain participants is one of 

the main strategies to reduce goods distribution cost, highlighting the Vendor Managed 

Inventory-VMI as one of the most important ways in which companies can collaborate 

[4]. Through VMI the inventory quantity for multiple companies can be optimized, 

allowing for distribution systems configurations with higher efficiency. This effectively 

reduces costs and transport activities intensity, as a consequence of a better inventory 

allocation [5]. This can be done with the Inventory Routing Problem -IRP optimization 

model, which, based on the collaborative inventory, allows transportation and inventory 

costs to be simultaneously reduced [6]. 

This paper analyzes the effect that inventory collaboration has on CO2 emissions in 

distribution processes. Inventory and transportation in a distribution network are 

optimized using a multiobjective model with tree objective functions, namely: 

inventory cost, transport costs and CO2 emissions. This model is based upon customers 

and suppliers´ collaboration under the Vendor Managed Inventory (VMI) strategy. In 

order to analyze the proposed multiobjective model benefits, the results are compared 

with the single transport optimization process through the Vehicle Routing Problem 

(VRP). 

2 Inventory Collaboration and Optimization 

Collaboration in logistics and supply chain is understood as the joining efforts of 

several organizations seeking superior benefits than those achievable by acting 

separately. For this, companies cooperate in processes such as transportation, inventory 

management, storage, facility design, information exchange and other logistics 

activities [1, 7, 8]. Since many years, supply chain collaboration has been established 

through approaches such as Quick Response (QR), Efficient Customer Response 

(ECR), Continuous product Replenishment (CPR), Vendor Managed Inventory (VMI), 

Planning, Collaborative Forecasting and Replenishment (CPRF) and Centralized 

Inventory Management, among others [1, 9, 10]. According to Díaz-Batista and Pérez-

Armador [11], inventory collaboration produces a lower total annual cost than when 

companies work individually, generating performance improvements in the entire 

supply chain [12-14]. The main problem is the inventory allocation and transportation, 

which has been studied by multiple authors [15-17]. The most used strategy for it is the 

VMI [18]. The joint assignment of inventory and transportation can be done by using 

the IRP model [6, 19-23] as well as with multiobjective optimization approaches.  

The multiobjective optimization models must be solved using complex procedures,  

the most widely used methods are: MOGA (Multi- Objective Genetic Algorithm), 

NSGA y NSGA-II (Nondominated Sorting Genetic Algorithm), SPEA y SPEA2 

(Strength Pareto Evolutionary Algorithm), PAES (Pareto Archived Evolution 

Strategy), PESA (Pareto Envelope-based Selection Algorithm), MO-VNS 

(Multiobjective Variable Neighbourhood Search), DEPT (Differential Evolution with 

Pareto Tournaments), MO-TLBO (Multiobjective Teaching-Learning-Based 

Optimization), MOABC (Multiobjective Artificial Bee Colony), among others [24-28]. 
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3 Related Works 

Many authors have studied the effect of using multiobjective approaches to 

distributions problems. A lot of research in multiobjective transportation problems is 

available, however much less for models considering inventory and transport together 

[24]. Some works that integrated transportation and inventory management through 

multiobjective approaches are: 

Seferlis and Pechlivanos [23] propose a model to minimize inventory level and 

maxmise the difference between generated revenues and associated costs. Chen and 

Lee [29] presented a four-objective model to optimize profits, safe inventory levels, 

customer service and robustness under demand uncertainties. By solving a multi-

product and multi-time period production/distribution planning decisions problems, 

Liang [30] minimizes the total costs and total delivery time. Liao et al. [31] proposed a 

model for Minimizing total costs and maximizing demand satisfaction and response 

level. Azuma et al. [32] and Azuma et al. [33] present a model aiming to minimize 

transport and inventory costs using the IRP; Shankar et al. [34] propose a three-echelon 

capacitated plant location-distribution network in order to minimize total costs and 

maximize demand fulfillment.  

Afshari et al., [35] minimizes the total cost of transportation, establishment/facility 

location, and inventory management, as well as customer satisfaction in a multi-period, 

multi-commodity, distribution-service network, Nekooghadirli et al. [36] minimize the 

costs and the average delivery time. Pasandideh et al. [37] propose a Multi-product 

multi-period three-echelon model that minimizes total costs and maximizes the amount 

of product sent to customer. Pasandideh et al. [38] similar to the later work, minimizes 

the mean and the total cost variance in a Supply Chain network. Zapata [28] and Arango 

et al [39] presented a multiobjective model to minimize inventory and transport costs, 

service level and required trips thorugh collaboration in a suppliers and customers 

network. Arango and Zapata [40] minimize transportation Costs, Inventory Costs and 

Service Level using the IRP.  In most of the before mentioned works, authors were 

interested only in the companies’ economics, since the goal of their research was to 

improve company performance or customer satisfaction.   

Only Zapata [28] and Arango et al. [39] mentioned the reduction of trips required as 

a measure to mitigate transportation negative impact. Furthermore, these models 

optimize inventory and transport cost as a sum of both magnitudes, which may result 

in lower costs for companies but adverse environmental effects, such as an increase in 

trips or higher pollutants emissions. The model proposed in this article presents a new 

approach in which inventory and transport costs are treated apart while separately 

considering CO2 emissions. The aim is to evaluate different transport and inventory 

relationships and mitigate their environmental effect. 

4 Methodology 

With the aim of minimizing CO2 emissions caused by the goods distribution process, a 

multiobjective model using a VMI background is proposed.  
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This model includes three objective functions: inventory cost, transportation costs 

and CO2 emissions. The result of the multiobjective model in a network conformed by 

one supplier and 15 customers, to be compared with the single transport optimization 

obtained by using the Vehicle Routing Problem – VRP. In the optimization processes 

two distinct genetic algorithms were used: a simple genetic algorithm for solving the 

VRP and an algorithm based on the NSGA2 for the multiobjective analysis, similar to 

what is presented in [28, 39, 40]. 

The emission factor of a typical urban goods distribution vehicle was used to analyze 

the CO2 emission effect. The vehicle corresponds to a VAN with an average city 

emission of e = 190 g of CO2 / km [41]. This parameter is multiplied by the number of 

kilometers traveled, in order to calculate the emitted CO2 gases amount. The 

formulation for the multiobjective model with three objective functions is presented in 

Eq. 1 to 4.  

Equation (1) is the objective function that seeks to minimize transport costs, where 

xij
kt is a binary variable that is equal to 1 if the vehicle k has to travel from I to j in period 

t, and cij is the corresponding cost. Equation (2) is the functions for minimizing 

inventory both at the supplierI0
t  and at the customers Ii

t. Equation (3) minimizes the 

Table 1. Input parameters Customers. 

Customer 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 

Demand each 

Period 32 36 91 52 76 10 85 79 22 36 68 46 55 65 73 

Inventory Cost 

0.0

2 

0.0

3 

0.0

3 

0.0

2 

0.0

2 

0.0

3 

0.0

4 

0.0

4 

0.0

2 

0.0

4 

0.0

2 

0.0

2 

0.0

2 0.03 0.02 

Initial Inventory 32 72 182 52 152 20 85 79 22 72 136 46 55 65 146 

X position 237 180 141 163 282 455 326 235 412 113 266 257 363 158 423 

Y position 182 332 388 188 374 296 332 432 488 46 302 23 22 81 95 

Supplier 

Production quantity by period 826  X position 

31

2 

Inventory cost 0.3  Y position 

36

3 

Initial inventory 2042   Number of periods 5 

𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑖𝑛𝑔 𝐺(𝑔1, 𝑔2, 𝑔3), (1) 

𝑔1 =    ∑ ∑ ∑ ∑ 𝑐𝑖𝑗𝑥𝑖𝑗
𝑘𝑡

𝑘∈𝐾𝑖∈𝑣𝑖∈𝑣𝑡∈𝜏

 ,   (2) 

𝑔2 =    ∑ ∑ ℎ𝑖𝐼𝑖
𝑡

𝑡∈𝜏𝑖∈𝑣′

+ ∑ ℎ0𝐼0
𝑡

𝑡∈𝜏

 ,  (3) 

𝑔3 =    ∑ ∑ ∑ ∑ 𝑒 ∙ 𝑐𝑖𝑗 ∙ 𝑥𝑖𝑗
𝑘𝑡  .

𝑘∈𝐾𝑖∈𝑣𝑖∈𝑣𝑡∈𝜏

 (4) 
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CO2 emissions calculated as the sum of the distances multiplied by the vehicle CO2 

emission factor. This objective function is restricted to the subsequent equations that 

assure the correct distribution process and correspond to those of the IRP Model 

according to Archetti et al., [42] and Arango et al. [6]. 

For a thoughtful explanation of the restrictions, readers may refer to [6, 42] and [19]. 

The input parameters are obtained from the 15 customers and one supplier instance 

proposed by Archetti et al., [42]. In this case, the inventory amount that can be stored 

in each of the customers was increased, as a strategy to generate a lower distribution 

costs and a decreased CO2 Emissions. The input data for location, initial quantity and 

inventory cost for customers and the supplier, as well as other instance information are 

presented in Table 1. 

5 Results 

The multiobjective model, in which the transport costs, inventory costs and CO2 

emission are optimized simultaneously, generates a set of 13 individuals due to the 

solutions non-dominance.  

𝐼0
𝑡 = 𝐼0

𝑡−1  + 𝑟0
𝑡−1 − ∑ ∑ 𝑞𝑖

𝑘𝑡−1

𝑖∈𝑣𝑘∈𝐾

  ,                        (5) 

𝐼0
𝑡 ≥ ∑ ∑ 𝑞𝑖

𝑘𝑡

𝑖∈𝑣

𝑌𝑖
𝑘𝑡

𝑘∈𝐾

  ,                               (6) 

𝐼𝑖
𝑡 = 𝐼𝑖

𝑡−1 + ∑ ∑ 𝑞𝑖
𝑘𝑡

𝑖∈𝑣𝑘∈𝐾

 −   𝑑𝑖
𝑡     ,                 (7) 

𝐼𝑖
𝑡 ≥ 0 ,                                      (8) 

𝐼𝑖
𝑡 ≤ 𝐶𝑖  ,                                       (9) 

𝑞𝑖
𝑘𝑡 ≤ 𝐶𝑖 − 𝐼𝑖

𝑡  ,                                    (10) 

𝑞𝑖
𝑘𝑡 ≤ 𝐶𝑖𝑌𝑖

𝑘𝑡 ,                                    (11) 

∑ 𝑞𝑖
𝑘𝑡

𝑖∈𝑣

 ≤ 𝑄𝑘  ,                                    (12) 

∑ 𝑞𝑖
𝑘𝑡

𝑖∈𝑣

 ≤ 𝑄𝑘𝑌0
𝑘𝑡  ,                                   (13) 

∑ 𝑋𝑖𝑗
𝑘𝑡

𝑖∈𝑣,𝑖<𝑗

+  ∑ 𝑋𝑗𝑖
𝑘𝑡

𝑖∈𝑣,𝑗<𝑖

= 2𝑦𝑖
𝑘𝑡  ,              (14) 

∑ ∑ 𝑋𝑖𝑗
𝑘𝑡

𝑗∈𝑆𝑖∈𝑆

≤   ∑ 𝑦𝑖
𝑘𝑡

𝑖∈𝑆

− 𝑦𝑚
𝑘𝑡     ∀ 𝑠𝑢𝑏𝑠𝑒𝑡   𝑆 ⊆ 𝑉  ,     (15) 

𝑞𝑖
𝑘𝑡 ≥ 0; 𝑄𝑘 ≥ 0; 𝐼𝑖

𝑡 ≥ 0; 𝑑𝑖
𝑡 ≥ 0; 𝐶𝑖  ≥ 0. 

 
(16) 
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It is not possible to argue that one of the solutions is better than the others, for that 

reason, the decision maker, depending on his preference, may choose any of the model 

produced solutions.  

Table 2 shows the results for the 3 optimized objective functions generated by the 

multobjective algorithm, presenting the CO2 emissions, inventory, transport and total 

cost for each individual. 

From Table 2 it can be observed that the lower the inventory level, the higher the 

transport cost and the CO2 emissions, this as a consequence of an increase in 

transportation intensity in order to minimize inventory. This behavior is caused because 

the three-functions multiobjective model searches the best solution for every objective 

function without excessively increasing the others. In the solutions set produced by the 

multiobjective model, the individual number 1 is the solution that yields the lower CO2 

emissions, as observed in Table 1. Presented in Fig. 1, individual number 1, allows to 

serve the customers and satisfy its demand without visiting all customers in every 

period due to the collaboration between customers and supplier through the VMI. This 

generates an increase in inventory levels but reduces transportation and CO2 emissions. 

In order to compare these solutions, the distribution problem was solved supplying 

all customers in each period, what minimizes inventory costs in customers but increases 

transportation. For that, the Vehicle Routing Problem – VRP was used, assuming that 

Table 2. Three objective functions multi-objective model results. 

Solutions Transport cost CO2 Emissions Inventory cost Total cost 

1 3288.4 624.8 445.0 3733.3 

2 4982.8 946.7 404.3 5387.1 

3 5111.9 971.3 403.7 5515.6 

4 3502.8 665.5 413.1 3915.9 

5 5427.4 1031.2 403.7 5831.0 

6 3902.6 741.5 406.9 4309.5 

7 3642.3 692.0 407.5 4049.9 

8 4156.1 789.7 404.9 4561.0 

9 3304.3 627.8 421.3 3725.5 

10 5012.8 952.4 404.2 5417.0 

11 4831.7 918.0 404.8 5236.4 

12 5692.9 1081.7 403.4 6096.3 

13 3580.2 680.2 411.3 3991.5 

Table 3. Results comparison for the models. 

Model Total Cost Transport 

Cost 

Inventory Cost CO2 Emissions 

VRP. 8918.8 8612.5 306,3  1636,4 

Multiobjective. 3733.3 3288.3 445.0 624.8 
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every customer must be served every period, explaining why there is no customers 

inventory at the each period end, as well as no initial inventory need. For that 

distribution process, the transport cost is 1722.5 for each period, which corresponds to 

a total cost of 8612.5 for the 5 periods. This single VRP cost is higher than the transport 

cost for all individuals generated by the three-functions multiobjective model.  

Table 3 presents the comparison of the distribution process with the VRP and 

individual 1 of the multobjective model, since this is the solution that generates the 

lower CO2 Emissions. In Table 3 can be observe that the inventory is lower in the VRP 

solution, but it generates a higher costs and rises CO2 emissions, making it unattractive 

for companies and the environment. 

The lower inventory cost in the VRP is caused by the transportation intensity that 

allows minimizing the inventory amounts required in customers facility. However, such 

intensity directly increases transport costs and the distances, what ultimately causes 

higher CO2 emissions. A similar analysis could be made for the other solutions 

proposed by the algorithm and similar results will be found. 

The results allow inferring that the multiobjective model generates solutions that 

improve the distribution process performance, both in cost and emissions, through 

evaluating different relationships between transport and inventory assignments. The 

proposed model results are better than the produced by the well-know VRP. However 

for a more comprehensive affirmation about the goodness of the multiobjective model, 

a comparison with more complex routing algorithms as well as trials with more and 

difficult instances are to be made. 

6 Conclusions 

In this paper, the collaborative inventory process and its effect on the pollutant gases 

emission are analyzed from a multiobjective perspective using an optimization model 

Inventory 

Customer 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 

Period 1 0 167 0 0 0 45 0 0 109 0 0 215 275 0 427 

Period 2 158 0 0 253 0 0 183 316 0 128 317 0 0 386 0 

Period 3 0 0 288 0 329 0 271 0 0 0 0 0 0 0 0 

Period 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

Period 5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

Routes sequence (Routes starts on Depot -0- and ends on it.) 

Period 1 0 6 9 15 12 13 2 0 0 0 0 0 0 0 0 0 

Period 2 0 4 14 10 1 11 7 8 0 0 0 0 0 0 0 0 

Period 3 0 5 3 7 0 0 0 0 0 0 0 0 0 0 0 0 

Period 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

Period 5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

Fig. 1. Individual 1 generated by the three-functions multiobjective model. 
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that includes three objective functions: inventory cost, transportation costs and CO2 

emissions, which are optimized simultaneously. This multiobjective model, as expected 

based on available literature, generates a set of optimal and non-dominated individuals, 

which achieves better results than the traditional, single transport optimization 

procedures, since total cost and CO2 emissions are higher for the VRP. The increase in 

cost by the VRP model is caused by the inventory reduction at customers what 

mandates supplying customers every period. This behavior is known as a local 

optimum, in many cases worse than the global logistics optimization.  

Through inventory collaboration it is possible to reduce goods distribution cost, and 

simultaneously minimize CO2 emissions due to the logistics activity. Based on the 

results found in this paper, the search for the single and individual optimization of 

transport or inventory costs generates large increases in logistical costs as well as  CO2 

emissions, which is neither beneficial for Company nor for the environment. However 

this conclusion applies only for the specific analyzed case. For a more comprehensive 

affirmation about the virtue of the multiobjective model, it should be tested with more 

complex instances, as well as compared with more sophisticated routing algorithms. 

As future Work it will be interesting to study the possibility of including other 

objective functions that evaluates the performance of distribution processes such as 

Service level, process variability or risk [43]. It would also be interesting to consider 

distribution networks analysis involving several suppliers, several products and also 

more than one single Supplier-Customers echelons. Some authors have explored [6, 40, 

43-44] these research lines, making their work an interesting starting point. 
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