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Editorial 

This volume of the “Research in Computing Science” journal (RCS) contains selected 
contributions related to either Pattern Recognition principles or Pattern Recognition 
Applications research fields. In particular, they were presented in the 6th MCPR2018-
PSM at MCPR2018 conference. 

The contributions published in this volume were carefully evaluated by members of 
a Technical Committee who are experts in the Pattern Recognition Field and related 
areas. 

In this volume, the topics covered by the contributions are: Bio-signal Analysis 
interfaces, 3D Object Reconstruction, EEG Spectrograms Analysis, Emotion 
Classification, and Breast Thermographic Image Segmentation. 

We cordially thank to the RCS editorial board for allowing the opportunity of 
publishing this volume. In addition, a special acknowledgment to CONACYT (Mexico) 
for the support obtained through the project DADC-292930. Finally, we thank to our 
reviewing Committee for their valuable participation as well as to authors for their 
submitted contributions. 

We hope the contributions in this volume will be useful to the reader interested in 
Pattern Recognition, their applications and related areas.  
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Towards a Method for Biosignals Analysis as
Support for the Design of Adaptive

User-Interfaces
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1Universidad Veracruzana, Xalapa, Veracruz, Mexico
heeber.av@gmail.com,edbenitez@uv.mx
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{ggmoleroca,iebarcenaspa}@conacyt.mx

Abstract. Biosignals are information sources obtained from the differ-
ent biological and physiological structures of the human organism. This
paper presents the advance of the proposal of a method for the biosig-
nals analysis, which allows serving as support for the design of adaptive
user-interfaces. This method includes four stages: biosignals collection,
extraction and preparation, analysis, and getting patterns. This analysis
and obtaining of user patterns through the biosignals could be especially
useful because they represent valuable information related to events or
actions of user behavior, which could be incorporated in the stage of
requirements specification for the design of adaptive user-interfaces, and
even serve for the refinement of these.

Keywords: Biosignals, Adaptive user-interfaces, Data mining, User re-
quirements.

1 Introduction

In recent years, the technological development has allowed obtaining data sources
through different devices, as brainwave diadems, smartwatches, smartphones and
even by other body sensors. This in order to obtain biosignals generated by the
human body [24]. These devices have processing capabilities, which make it pos-
sible the continuous collection of data flows about users and their environment,
as interactions, locations, physiological states, contact with other users and other
digital traces [27].

In this context, biosignals could be collected into different frequencies, with
or without intervention human, and for prolonged periods [28]. Nevertheless, it
requires a series of analytical considerations, beginning with careful experimen-
tation to ensure the analysis and design of a case study, participant training,
and data storage [27].

Therefore, through these biosignals, we try to know the human behavior
related to events, that is, through the analysis of data we could discover cer-
tain events inherent in the user and their environment [8]. Through this type of
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analysis, data patterns related to the user could be obtained through the appli-
cation of data mining techniques, as clustering, association rules, decision trees,
Bayesian networks, among others.

For example, a case of special interest that is addressed in this research is
to find a way to capture, process and analyze biosignals of the user in order
to obtain information of interest, known as patterns, for the design of adaptive
interfaces. These user data patterns can serve as support information for the
design of adaptive user-interfaces of a particular system.

However, to have truly adaptive interfaces is necessary to acquire diverse
information about the user, as your preferences, needs, features and software in-
terests [14]. This represents a research challenge in human-computer interaction
(HCI) for the detection and analysis of biosignals, reliably, related to human
behavior events [15].

One of the current approaches to the capture of biosignals is through low-
cost devices, as a) Emotiv Epoc, for the capture of brainwave signals through a
multichannel electroencephalogram (EEG), b) smartwatches, to measure heart
rates, and c) smartphones, for measure and control cardiac pulses through optical
sensors, like the electrocardiogram. At present, these devices have a wide range
of applications in HCI and interfaces customization [15]. Therefore, as part of
this research, we have the intention to collect biosignals through this type of
devices, which could be a complex task due to the noise of the signal [3].

This paper presents an advance of the proposal of a method for the biosig-
nals analysis as support the design of adaptive user-interfaces. This method is
divided into four phases: a) collection, b) extraction and preparation, c) analysis,
d) getting patterns. It is sought that the information obtained from the user,
through the biosignals analysis, could be useful as a support for the definition
of requirements in the design of the adaptive interfaces. Since this is usually a
complex task because it is needed translate the software needs of the users into
a functions set and restrictions.

2 Background

2.1 Biosignals

A signal is a form of data transmission, the acquisition of which allows obtaining
information about the source that generated it. In this sense, acquisition sources
of biosignals are the different biological and physiological structures of the human
body organism [13]. The representation of the biosignals facilitates the analysis
and identification of the data. The main aim of the processing and analysis
of these signals is the information acquisition, diagnosis, monitoring, therapy,
control, and evaluation [22].

The capture of these biosignals allows us to extract information about the
functioning of the different organs [13]. In the biosignals, amplitude and fre-
quency ranges are considered as significant factors [10]. These ranges may vary
depending on the method of acquisition, whether through brainwave diadems,
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smartwatches, smartphones, among other devices, and their values are approx-
imate, whether they are normal or out of range. Figure 1 shows a conceptual
representation of the extraction and analysis of biosignals in order to serve as
support information in the definition of requirements for the design of adaptive
user-interfaces.

Fig. 1. Conceptual representation of acquisition and analysis of biosignals.

Given the variety of biosignals, nowadays, there are at least three ways to
classify them [13]: by their existence, nature, and origin. By its existence: a)
permanent, which exist without any artificial impact, or excitement; b) induced,
which are triggered artificially, excited or induced. By its nature: a) quasi-static,
that transports information in its stationary state that can exhibit relatively
slow changes with time; b) dynamics, which produce large changes in the time
domain. By its origin: a) electrical, such as the nervous system and muscle cells;
b) magnetic, such as the heart, the brain, the lungs, among others; c) mechanical,
such as movement, displacement, tension, force, pressure and flow; d) optic,
which is generated from the optical attributes of biological systems; e) acoustic,
blood flow, muscle noises; and f) chemical, which contain information about the
levels and changes of chemical agents in the body.

2.2 Interfaces

Before 1960, the term user interfaces was practically non-existent. Later, in 1963
Ivan Sutherland published, in his PhD thesis, the creation of graphic images
directly on a screen using an optical pencil. It was the appearance of the first
graphical user interface [17]. Then, in the early 1960s, Douglas Engelbart and
William English worked on a project on a new control device, which was the
first mouse. Also, in 1968 Engelbart presented a system that was the first to
incorporate hypertext, windows, document control and teleconferences.

On the other hand, in the 80s, the evolution of HCI became a field of user-
centered research [12]. This field of knowledge studies the design, evaluation, and
implementation of interactive technological devices, where technology happened
to become a support tool [2].
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Nowadays, user interfaces are the part of the system that is seen, heard and
felt. They are the means by which the user can communicate with a device or
computer. This way, HCI takes place through the user interface, which consists of
interaction through a screen, keyboard, mouse, speaker, special buttons, lights,
gloves that can feel the movements of the fingers, eye sensors, among others [11].

In this sense, adaptive interfaces are those that adapt automatically to the
characteristics of the users, allowing the improvement in the satisfaction and per-
manence of the user interacting with the system [21]. Current trends are towards
systems for the recovery and refinement of information [16], this depending on
the interaction patterns that allow adapting the results through adaptive inter-
faces. However, at present it is sought interfaces that may be understandable,
seeking greater effectiveness when performing certain tasks [21]. For this, we
seek to define new support methods for the development of adaptive interfaces
in terms of user-centered design.

2.3 Current Challenges

Nowadays, the biosignals analysis has an increase in the different fields and
applications. The interest consists in analyzing physiological measurements [23].
Among the limitations are the problems of handling large amounts of data, noise
and other factors that affect cognitive states [26].

This situation leads to various research challenges that are classified as tech-
nical and usability [1]. The technical challenges are related to the obstacles of the
system, especially in the obtaining of signals, since the data obtained are not
shown linearly, but dynamically with varied ranges and frequencies and with
noise in the signals. Usability challenges describe the problems that affect the
level of acceptance and express limitations that users face when using technology.

In the case of biosignals processing, it requires at least three states [4]: a)
measurement (biosignals acquisition), b) transformation (redundancy elimina-
tion and noise), and c) interpretation (logical base, heuristic reasoning, and sta-
tistical origin). To realize these stages requires effort, not only by the biosignals
analyst but also by the users, since the changes in mood can trigger unreliable
data records.

Another challenge is the selection of an adaptive channel for users, and thus
have appropriate interfaces according to the needs for each of these [14]. Here,
the environment has an important role when signals are captured to avoid noise
and high ranges [3]. Unfortunately, there are noise problems at the time of signal
acquisition.

On the other hand, in the context of user interfaces, the search for new
interfaces is associated with technological advances. This is because of every day
the number of users with different training, social level and abilities increases [19].
Therefore, there is a greater willingness to use new technologies. This situation
represents a challenge for the HCI, which must keep pace with these advances
and make the most of the technologies to be made available to users [2].

In this sense, the construction of user-interfaces that are easy to use, easy to
memorize, efficient in terms of use and with a low error rate represents another
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important challenge [6]. Therefore, it is important to involve the user from the
early stages of the construction process, considering aspects of interest, as the
tasks, its interests, preferences, and even its physical limitations.

2.4 Related Work

At present, there are several works that seek to provide new mechanisms and
applications that allow analyzing the behavior of users in certain contexts and
thus develop new tools and interfaces in HCI.

In [7] the authors looked for a way to design adaptive interfaces through
the biosignals analysis obtained from the human body. For this, they used func-
tional near-infrared spectroscopy (FNIRS). This technology allowed recording
changes in blood oxygenation in the brain is a non-invasive way and to obtain
measurements in environments with lots of light and noise. By analyzing some
interfaces, it was possible to measure the workload of the users when performing
certain tasks. Two types of users were used, those who had knowledge about the
operation of the interface and those who did not have prior information. The
results determined that 90% of users with knowledge about the interface pre-
sented less workload compared to those who did not have knowledge. With this,
the authors determined that the functioning of an interface could be measured
through FNIRS.

Another approach to the design of adaptive user-interfaces was proposed by
[15],where they developed a framework that allows acquiring related information
about the interests and profiles of users. They place special emphasis on the
design of adaptive user-interfaces for people with some type of limitation, that
is, due to cerebrovascular accidents or aging, in order to improve accessibility
problems in this type of users.

In [9] the biosignals collection was sought, but in a multimodal context, that
is, acoustic signals (ACC), electromyography (EMG) and electroencephalogram
(EGG) were used. The authors designed a framework for obtaining of signals
through various devices at the same time. The objective was to create a tool for
the collection, storage, and visualization of the signals obtained from the devices,
this in order to analyze them based on possible relationships and dependencies
between them. To later be used in the development of adaptive interfaces.

In [3] they used electroencephalography (EEG) signals from a point of view
of experimental psychology and cognitive science. They focused on this type of
signals because there are currently low-cost devices compared to traditional de-
vices used in the field of Health. For this, they used Emotiv EPOC device, which
allows obtaining information through brain waves. Two studies were done, one
to determine the feasibility of using Emotiv EPOC to measure interhemispheric
spectral differences, and another to analyze variations in cerebral activity. The
results showed that, for the first case, the data obtained were sufficiently clean,
which allowed revealing characteristics of interest through the EEG, while in the
second case the variations in the signals were demonstrated by physical stimuli
of the user.
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In [20] the possibilities of using biosignals processing in real time were ex-
plored. This to improve the interaction with the user-interfaces. The analysis
of an interface was made through an intelligent agent, who oversaw asking the
user questions in order to know their reactions through eye signals and brain
waves. The results obtained allowed to know the physical reactions generated by
the user, this allowed to reflect and adapt their behavior according to the user’s
emotions.

In [5], the evaluation of adaptive user-interfaces was sought, taking into ac-
count the emotional state and workload of the user when interacting with these.
For this, monitoring devices were used that allowed to capture physiological sig-
nals of the human body, such as eye-tracking and brain waves through Emotiv
EPOC. The study focused on measuring the time it took the user to use an inter-
face with certain tasks, as well as measuring the number of errors that arose at
the time of their interaction. These tasks were carried out through three interac-
tion mechanisms: a) toolbar, b) menus, and c) interactive bar, named Boulevard.
The results determined that the user had a good acceptance and little workload
when using the proposed interaction style (Boulevard). Therefore, they demon-
strated that the use of physiological signals measuring devices could be of great
help to know the behavior of the user with certain user interfaces.

Finally, in [29], the authors sought to provide a graphical user-interface as
an expressive channel to represent the artistic qualities of several users with a
disability. They presented special attention in the design of the interface, whose
input data were biosignals type electromyography (EMG), electrooculography
(EOG) and electroencephalography (EEG). For this, they used a mechanism
through which the biosignals were acquired, then the data processing was done,
where to mitigate low signals and with noise, was used the mathematical method
called Lorenz System. Thus, through the results obtained from various tests with
users, with and without disabilities, they were able to determine that, through
biosignals as data entry in the interfaces, it was possible to execute actions in
the application; in this case they used predefined data to model a vase, and then
design one freely.

3 Method

In order to obtain reliable biosignals data sources, as support for the design of
adaptive interfaces, four work stages were defined, shown in Figure 2. These
stages are exploratory and applied type since it is an emerging issue that seeks
to solve the problem through a theoretical-practical exploration.

In the first stage, the beginning of the research is proposed, which is fun-
damental to obtain reliable data sources that support the analysis of biosignals
obtained from physical and logical sensors, with the purpose of measuring phys-
iological signals of the users. The second stage focuses on the analysis and con-
ceptual design of the solution proposal for obtaining and analyzing biosignals.
The third stage is the development of the analysis method associated with the
study case. The fourth stage focuses on the evaluation of the biosignals analysis
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Fig. 2. Method of work for the development of the research proposal.

method, from the point of view of performance and compliance with the initial
requirements and objectives.

4 Proposal

The analysis and design of user-interfaces is a complex process since the re-
quirements and needs of the users must be known, to whom the interface is ad-
dressed [7, 15]. Currently, to identify these requirements and needs of the users,
conventional techniques are used [18], as documentation analysis, observations,
interviews, quizzes, mind maps, brainstorming, sketches, prototypes and other
instruments of interest.

However, the previous techniques may not be enough, due to poorly used
the development tools and methods by software developers [25]. Therefore, an
adequate understanding of the user’s requirements is of great importance, in
this way, it is fundamental to consider other aspects of the users, such as: their
interests, preferences and even affective states, as well as the development envi-
ronment and the available technologies.

Based on the above, this research project seeks to design a method to extract
and analyze biosignals data obtained from users, with the purpose of using this
information as support in the design of adaptive user-interfaces. The reason for
obtaining and analyzing biosignals is that they represent valuable information
related to events or actions of user behavior. For this, as a method four stages
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of work are proposed (see Figure 3) a) biosignals collection, b) extraction and
preparation, c) analysis, and d) getting patterns.

Fig. 3. Conceptual design of the biosignals analysis method.

The collection (phase 1) involves the use of devices to capture the EEG type
biosignals and cardiac pulses, either through brainwave tunes, smartwatches and
even by body sensors. Once the acquisition devices have been defined, it must
be defined a data capture strategy, for this, it is suggested to deliver to the users
a letter of consent and a fact sheet with the activities that must perform on a
specific user-interface. For the execution of activities, it is recommended to use
the guided tasks method, that is, the participants will be dictated aloud to tasks
they must perform. As part of the strategy, it is also suggested recording the
tests in order to monitor the interaction of users with the application. This with
the purpose of finding usability problems in the user interface.

In the extraction and preparation (phase 2) a selection of data is made to ob-
tain a base source of biosignals on which subsequent analyzes will be made. This
selection and preparation are made because a large amount of data is commonly
collected, whose measurements contain noise and atypical values, which need to
be filtered, deleted and even transformed for the application of a particular tech-
nique. In addition, this type of biosignals are registered in small timestamps as
seconds and milliseconds, and even in nanoseconds. Subsequently, to eliminate
redundancies and possible high dimensionalities it is advisable to do an analysis
of correlations and dispersion of the data.

Biosignals analysis (phase 3), apart from statistical measurements as mean,
standard deviation, variance, covariance and other interest estimates, seeks to
identify patterns in the data, which were previously extracted and prepared.
This patterns identification is done through the use of one or more data mining
techniques, as clustering (hierarchical and partitional), association rules, corre-
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lations, regressions, decision trees, and artificial neural networks. These patterns
represent a set of interest characteristics about the users evaluated, as tastes
certain colors, sizes, format styles, presentation and other aspects of interest.

Subsequently, through the getting of patterns (phase 4), it is sought to in-
terpret the patterns of users previously identified. The preferences of the users
about a certain type of interface are described, as colors, text size, size of the
icons, the position of the elements and other characteristics of interest. This
information from users could be especially useful as part of the definition of
requirements in the analysis and design of adaptive interfaces. Since the defini-
tion of these requirements is usually a complex task because it is necessary to
translate the software needs of users into a set of functions and restrictions.

In this sense, considering the approach of developing adaptive user-interfaces
(requirements specification, analysis, design and implementation), the analysis
of biosignals is intended to support the first stages of development, such as re-
quirements specification, analysis, and design. In addition, these could be refined
by the biosignals. Consequently, biosignals could be useful not only for the devel-
opment team but also for the user for whom the interface is intended. Therefore,
it is sought through the biosignals analysis to serve as a support mechanism for
the design of adaptive user-interfaces.

5 Conclusions

Technological advances in recent years have allowed the implementation of new
mechanisms for the design of adaptive user-interfaces, which seek to cover a
greater degree of satisfaction of users when interacting with them. Currently,
various techniques are used for the analysis and definition of requirements, which
allow the construction of prototypes that could be evaluated and determine
changes or improvements to the system, which is a practical method that results
in an executable software model.

Another practical way to include valuable information in the specification of
requirements is through the analysis and understanding of biosignals obtained
from users. For its capture, diverse devices exist that allow monitoring their
behavior related to the events. For this reason, it is important to consider new
mechanisms to find useful information to support the design of adaptive inter-
faces.

As part of the research, this document showed the advance of the design of
a method for the analysis of biosignals as support for the design of adaptive
user interfaces. This method consists of four stages: a) biosignals collection,
b) extraction and preparation, c) analysis, d) getting patterns. This proposal
could be especially useful because the information obtained from users could be
incorporated into the requirements specification phase of adaptive user-interface
design.

As future work of this proposal, it is contemplated to make a practical ex-
perimentation on the biosignals analysis to a group of users. The objective is to
make an incremental and systematic development of the proposal of extraction
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and analysis of biosignals as support for the design of adaptive user-interfaces.
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Abstract. Metaheuristics are employed for the solution of the phase unwrapping 
problem (for 3D object reconstruction) by the branch cuts method, posed as an 
analogous of the traveling salesman problem, which is an NP-hard decision prob-
lem. The metaheuristic algorithms carry out a global search for the optimal con-
figuration of the so-called branch cuts which corresponds to a pairing of discon-
tinuities with opposed sign in the wrapped phase map. Three representative algo-
rithms of different metaheuristic families are compared: discrete Particle Swarm 
Optimization (from bioinspired algorithms), Genetic Algorithms (from evolu-
tionary algorithms) and a novel Estimation of Distribution Algorithm presented 
in this work that follows a Multinomial distribution. These metaheuristics are 
comparatively evaluated according to the quality of the solutions achieved, exe-
cution time and computational cost, with the aim of building a robust and auto-
mated algorithm competitive against traditional methods.  

Keywords: Phase unwrapping, Optimization, Estimation of distribution. 

1 Introduction 

The phase of a signal is often defined within its principal values only, either in (−�, �] 
or (0, 2�], and it is called true or wrapped phase [1]. In practical applications such as 
3D object reconstruction, it is necessary to obtain the phase as a continuous function 
through a process known as phase unwrapping, which is a technique used to remove 
the embedded discontinuities in wrapped phase maps [1][2]. The process must detect 
the 2� discontinuities in the phase and add or subtract 2� an integer number of times 
to compensate for each discontinuity in subsequent points [3]–[8]. 

Phase unwrapping algorithms in 2D are most typically divided into two categories: 
path following or branch cuts methods, and minimum norm methods [2]. The branch 
cuts method isolates those regions of a phase map that are affected by discontinuities. 
This is done by the use of barriers or branch cuts, that connect two discontinuity loca-
tions, thus achieving path independence [7]. Since its introduction in Goldstein’s work 
in 1988 [9], the branch cuts method has been improved by the incorporation of artifi-
cial intelligence techniques (particularly soft computing) [4],[10]. In this work, the 
branch cuts problem is posed as a computational optimization problem and a compara-
tive evaluation between three types of metaheuristic algorithms is carried out in order 
to determine their advantages in the solution of said problem. A discrete version of a 
very popular bio-inspired algorithm, known as Particle Swarm Optimization (d-PSO), 
is compared against an evolutionary algorithm (Genetic Algorithm) and against a novel 
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estimation of distribution algorithm: the Multinomial Estimation of Distribution Algo-
rithm (MEDAL). These algorithms are conceptually very different, but whether or not 
their differences may represent an intrinsic advantage for any of them, is yet to be de-
termined. The goal of this paper is to answer that question. 

The rest of this paper is organized as follows: Section 2 provides the required mate-
rial to understand the formulation of the branch cuts method as an optimization prob-
lem. Section 3 briefly presents the different algorithms that are compared. Our experi-
mental methodology and results are reported in Section 4. Finally, Section 5 presents 
our conclusions and directions for future work. 

2 Phase Unwrapping as Optimization Problem 

Ghiglia and Pritt explain that there are relatively few inconsistencies along a closed 
path within a 2D wrapped phase map [2]. These inconsistencies are identified at points 
where: ∑ ∆
(��
 = ±2��

� , where ∆
(��
 represents the wrapped phase gradient at 
point �� 	�	��� and � is the total amount of points along the path � [2][11][12]. It fol-
lows that there are inconsistencies with positive polarity (2�) and with negative polari-
ty (−2�). In 1988 Goldstein used the term residue to describe such inconsistencies and 
described a method where the charge (sign) of each residue must be balanced out by 
connecting pairs of residues with opposing polarities; this method is known as the 
branch cuts method [9]. In practice, the residues are computed as the sum of the gradi-
ents along a 2 × 2 path (counterclockwise) given in Eqns. (1) to (4). Whenever said 
sum gives a positive result, a positive residue exists at position (�, �
; if the sum is 
negative, a negative residue is present; if the sum is zero then there is no residue: 

∆�(1
 = sign�
(� + 1, �
 − 
(�, �
�, (1)

∆�(2
 = sign�
(� + 1, � + 1
 − 
(� + 1, �
�, (2)

∆�(3
 = sign�
(�, � + 1
 − 
(� + 1, � + 1
�, (3)

∆�(4
 = sign�
(�, �
 − 
(�, � + 1
�. (4)

Once the residues have been identified these are connected in pairs of opposing po-
larity, forming barriers called branch cuts [9]. Then the phase can be unwrapped along 
any path without touching these barriers. Many different branch cuts configurations 
can be formed, affecting the complexity of the phase unwrapping process differently. 
Thus, the phase unwrapping problem is converted into a problem of finding the pairing 
of residues that produce the optimal branch cuts configuration. 

Two branch cuts configurations are shown in Fig. 1. As can be seen, the pairing of 
residues in Fig. 1b produced four branch cuts that will make phase unwrapping diffi-
cult; the barriers are long and badly arranged (crossing each other). In contrast, the 
pairing in Fig. 1c also produces four branch cuts but their configuration is much more 
favorable for the phase unwrapping; the barriers are shorter and better distributed. No-
tice that one of the residues in both configurations has been joined with the border of 
the phase map. This is acceptable since there is not always an equal amount of positive 
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and negative residues [7]. An efficient algorithm for this problem must find the pairing 
of residues that produces the branch cuts configuration with minimum total length. 
Then the data can be unwrapped by the flood fill algorithm [11].  

  
 

 

 

 

Fig. 1. Two different branch cuts configurations. a.- A set of residues. b.- Unfavorable pairing 
produces a bad configuration. c.- A different pairing produces an optimal configuration. 

The optimization of the branch cuts problem is analogous to a combinatorial prob-
lem known as the Traveling Salesman Problem (TSP), which can be summarized as 
follows [4, 7]: a salesman must visit $ cities by means of the shortest possible path; he 
must visit each city only once and return to the initial city in the end. When the number 
of cities increases, the TSP cannot be solved in polynomial time since its complexity 
grows exponentially (it becomes an NP-hard problem). The branch cuts problem is 
formulated as a TSP problem if the residues are the cities and the sum of the lengths of 
the branch cuts are the path that the salesman travels [8]. Metaheuristics are effective 
optimization methods that can be used to tackle this sort of problems.  

3 Optimization Metaheuristics for Phase Unwrapping 

The different metaheuristic techniques that are compared in this work all share a com-
mon codification of the candidate solutions. An individual solution consists in a pairing 
of residues of opposing polarities (or one residue and one border position). This can 
always be reorganized as a vector of positive residues and a vector of corresponding 
negative residues paired with the positive ones. Starting from one solution, new solu-
tions can be generated by keeping the vector of positive residues fixed and changing 
the position of the negative residues [4]. This is illustrated in Fig. 2 with a small num-
ber of residues and wherein some border points, represented by ‘B’s are included. 

All of the metaheuristics discussed herein maintain a so-called population of solu-
tions that they employ to perform their search in the solution space. An initial solution 
can be found, for example, by application of a simple local search method known as 
the nearest neighbor method [7]. From this, a population of new solutions is generated 
automatically by randomly selecting and reordering of % elements in the vector of neg-
ative residues. Repeated application of this process creates an initial population.  

In order to guide their search for a global optimum, the algorithms evaluate the 
quality of the individual solutions that are explored. Said quality is quantitatively cap-
tured by a so-called fitness function, &. In the case of the branch cuts problem the op-
timal solution is the branch cuts configuration of minimal total length. Thus, the fitness 
function is simply the sum of the lengths (distance between each pair of residues in a 
solution) of branch cuts ((', () is a residue location), as seen in Eq. (5): 

& = ∑ )('�
* − '�

+
, + ((�
* − (�

+
,]-/,/
� . (5) 

  a    b  c 
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Fig. 2. Codification of solutions. The positive residues are kept in fixed positions; reordering of 
the negative residues (paired with the positive residues) produces other solutions. 

3.1 Bioinspired Algorithm 

The particle swarm optimization algorithm (PSO) was developed by Kennedy and 
Eberhart [12] as a population-based optimization method, inspired on the social behav-
ior of bird flocks. Its objective is to generate increasingly better candidate solutions in 
an iterative way to reach the optimum [13]. Due to the small number of its parameters, 
its rapid convergence and its simple implementation, PSO shows better performance 
than some evolutionary algorithms [13]. PSO is based on the idea of 0-dimensional 
particles moving inside a swarm [4]. The information that the 1-th particle uses to 
move through the search space is the current value of its position 23, its velocity 43, its 
best past position �3, and the best global position of the swarm �5. 

Table 1. Pseudocode of the PSO algorithm. 

PSO algorithm 

1: Initialize population of 0-dimensional particles with random positions and velocities  

2: Start the loop 
3: Evaluate the quality of each particle (solution), according to the fitness function. 

4: 
Compare each solution with its �3: if the current value is better,  

then update �3 and 23 with the current solution values. 

5: Identify the best solution and assign it to �5. 

6: 
Update the velocity and the position of each particle: 
43
6*- = (7 × 43

6
 + )8- × 9:$; × <�3
6 − 23

6=] + )8, × 9:$; × <�56 −23
6=] 

23
6*- = 23

6 + 43
6*- 

7: If the stopping criterion is met, stop the cycle. 

8: End the loop 
 
The original process to implement PSO is described in Table 1 [14],  where > denotes 
the iteration number, 8- and 8, are non-negative learning factors, the function 9:$; 
generates a random number in (0,1) and 7 is called the inertia factor. A more detailed 
explanation of these variables is found in [14]. In this work, a discrete variant of the 
algorithm, termed d-PSO is used because it better fits the branch cuts problem. The 
modifications are detailed in [4]. In d-PSO the velocity represents a set of permutations 
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[4]; the permutations modify the position vector, rearranging its values. In this work 
the adjustment operator is followed in the same way as in [14]. 

3.2 Evolutionary Algorithm 

The genetic algorithm is also a population-based technique inspired by the mechanisms 
of natural selection, genetics and evolution of living beings that has proved effective, 
quick and robust in many optimization problems [15]. Members of the population are 
called chromosomes [16], and they are formed by a set of 0 genes in 0-dimensional 
space. Chromosomes perform their own adaptation strategies to evolve through the 
search space and reach the global optimum [7]. A new generation occurs when three 
operators that update the population are applied: selection, crossover and mutation 
[16]. The basic steps of the GA are described in Table 2.  

Table 2. Pseudocode of the Genetic Algorithm. 

Genetic Algorithm 

1: Initialize chromosome population, probability of reproduction �? and mutation �@. 

2: Start the loop 

3: Evaluate the quality of each solution, according to the fitness function. 

4: Use a selection operator to choose two parent chromosomes. 

5: If AB,	Apply the crossover operator. End if 

6: If AC,	Apply the mutation operator. End if 

7: Accept the new solution if its quality is better. 

8: If the stopping criterion is met, stop the cycle. 

9: End the loop 

 
The selection operator chooses a pair of chromosomes for crossover, allowing their 
genes to pass to the next generation [16]. The crossover operator combines some of the 
genes of each of the parent chromosomes; both chromosomes are split in the middle 
and the four parts are combined to form two offspring [7]. Subsequently, the quality of 
the new chromosomes is measured and only the best is passed on to the next generation 
[17]. The mutation operator forms a new chromosome through alterations of a chromo-
some [7]. The heuristic twors is used for this purpose [18]. 

3.3 Multinomial Estimation of Distribution Algorithm 

An estimation of distribution algorithm (EDA) is a population-based optimization 
technique that tracks the statistics of a population of candidate solutions [19]. The 
search for the global optimum is carried out by creating new and better solutions 
through these statistics, i.e., recreating the population iteratively and updating the sta-
tistics based on the best individuals in each generation [19]. This concept was taken as 
guidance to design a multinomial distribution EDA for discrete values, since this dis-
tribution models the probability of % categories in $ trials, which fits well the branch 
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cuts problem. The steps followed by this Multinomial Estimation of Distribution Algo-
rithm (MEDAL) are shown in Table 3.  

Table 3. Pseudocode for the Multinomial Estimation of Distribution Algorithm. 

MEDAL algorithm 
1: Initialize a population of random candidate solutions �D��E, F	�)1, G]. 
2: Start the loop 
3: Evaluate each solution according to the fitness function. 

4: Select the best � individuals from the population �D��6, (� < G). 

5: Estimate a multinomial distribution from the selected � individuals.  

6: Generate a new population �D��I*- sampling from the multinomial distribution. 

7: If the stopping criterion is met, stop the cycle. 

8: End the loop 
 
During execution of the method, new populations are generated with new probabili-

ties of occurrence per position. The objective is that all individuals converge to one, 
i.e., the probability of occurrence of a value in a position becomes equal to one (or as 
high as possible). When this happens, the algorithm ends. Due to the almost null exist-
ence of parameters to be tuned, the EDAs are considered agile and efficient algorithms, 
achieving convergence in a short time despite their susceptibility to get stuck in local 
optima.  

4 Experimental Results and Discussion 

The algorithms discussed above were implemented to solve the branch cuts problem 
and obtain an effective 3D reconstruction of test objects. Each of three test objects is a 
512 × 512 pixels image generated through the MATLAB peaks function. For each of 
these, a wrapped phase map was obtained through the arctangent function. The resi-
dues in each map were identified by application of Eqs. (1)-(4) as explained in Section 
2. Different residue sets were obtained for each map: 1511 residues in the first image 
(757 positives, 754 negatives); 995 residues in the second image (493 positives, 502 
negatives); 1542 residues in the third image (772 positives, 770 negatives). These resi-
dues were given to each metaheuristic, together with an initial population of random 
solutions. This process was repeated 35 times per test image to provide statistical sup-
port to our conclusions. Identical initial populations were given to all algorithms in 
each trial to ensure a fair comparison. The initial populations included 500 solutions 
each, and the generations per trial were 1000. Tests were performed on an Intel Core-i7 
2.40 GHz processor with 8GB of RAM. The test objects (wrapped phase maps), resi-
dues, and reconstructions (continuous phase) are shown in Fig. 3. Notice that at this 
resolution no difference is noticeable between different methods. Therefore, these im-
ages are representative of any of the three algorithms tested. 

The average total length obtained by each metaheuristic is reported in Table 4, as 
well as the average elapsed time, function calls (until convergence or completion of the 
allocated function calls) and mean squared error (MSE) of the reconstructions. The 
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best results are shown in bold typeface. The stopping criterion was to observe a stand-
ard deviation K = 0.7 computed over the top 20% of solutions in any generation. 

 

Fig. 3. Wrapped phase maps (left column, 512�512 pixels). Corresponding residues (center 
column, contrast exaggerated for clarity). Continuous phase obtained by the metaheuristics (right 
column, at this resolution no difference is noticeable between different methods). 

Table 4. Comparison between d-PSO, GA and EDA. Average over 35 trials. 

Algorithm Time (m) Branch cuts total length Generations MSE 
First test object 

d-PSO 1.77 2.57 E+03 1000 0.5028 
Genetic 2.85 2.58 E+03 423.31 0.8363 

EDA 7.11 2.58 E+03 157.11 0.6117 
Second test object 

d-PSO 1.32 2.20 E+03 1000 0.3204 
Genetic 1.39 2.25 E+03 317.08 0.4573 

EDA 2.50 2.28 E+03 132.6 0.5218 
Third test object 

d-PSO 1.81 2.02 E+03 1000 0.0665 
Genetic 0.68 2.14 E+03 130.08 0.1397 

EDA 3.02 2.07 E+03 89.62 0.0434 

 
In Table 4 it can be seen that the three different metaheuristics obtained similar re-

sults in terms of average total distance of branch cuts. The lowest average total length 
was obtained by d-PSO on the three test images. This algorithm also required the low-
est execution time in two of the three test objects (first and second). However, the 
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stopping criterion was never reached by d-PSO, and it consumed the total of allocated 
generations in every case. In contrast, the GA converged at less than half of the total 
generations available, and the EDA, at less than a quarter. In other words, the EDA 
converges much more quickly, but each of its iterations requires more execution time. 
The behavior of the PSO algorithm is the opposite, and the GA is in the middle of 
these two extremes. 

In order to confirm the statistical significance of the differences observed between 
the results of the algorithms, and provided that our experiments fit the conditions of a 
randomized complete block design, the Friedman test (a two-way analysis of variance 
on ranks) [20] was performed on the results from the 35 experimental trials. In this 
test, the null hypothesis (ℎE) is that the difference in the performance of the algorithms 
is not statistically significant. Table 5 shows the results of the statistic, the correspond-
ing p-values and the test conclusion at a significance level of ∝= 0.05. 

Table 5. Friedman test over 35 trials per test object. 

Test object Statistic P-value Result (∝= O. OP) 
Fitness (total length of branch cuts) 

1 1.6 0.4496 Accept ℎE 
2 10.34 0.0057 Reject ℎE 
3 27.83 9.05E-07 Reject ℎE 

Execution time 
1 55.6 8.44E-13 Reject ℎE 
2 46.69 7.28E-11 Reject ℎE 
3 51.6 6.24E-12 Reject ℎE 

Generations (function calls) 
1 62.91 2.17E-14 Reject ℎE 
2 70 6.30E-16 Reject ℎE 
3 52.63 3.73E-12 Reject ℎE 

 
The Friedman test was applied on our 35 observations of fitness (total branch cuts 

length); execution time; and generations (function calls), for each of the three test im-
ages. As can be seen, the Friedman test rejects the null hypothesis in the majority of 
the cases. In other words, in the great majority of cases, there is statistical evidence to 
accept the observed differences between the algorithms reported in Table 4. 

Combining the results in Table 4 with the statistical tests in Table 5, important con-
clusions can be formulated. First, regarding the average fitness measures (third column 
in Table 4), we consider that the differences are relatively small (and for one test object 
not statistically significant). Thus, it can be concluded that there is no clear advantage 
of any method over the rest with respect to the fitness produced; the algorithms are 
equally effective. In contrast, the differences in the average execution times (second 
column in Table 4) are quite substantial. As said before, the d-PSO algorithm is the 
fastest, the EDA the slowest, and the GA is somewhat in the middle. Finally, substan-
tial and significant differences are also observed in the number of Generations required 
by the algorithms. Here d-PSO is the least efficient, the EDA is the most efficient and 
the GA is again in the middle. The three algorithms produced good quality solutions 
(small reconstruction MSE), but it is important to highlight that these measure is not 
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directly optimized by the algorithms, since their fitness function was formulated in 
terms of the total branch cuts length only. 

5 Conclusions 

The problem of branch cuts was formulated in terms of the combinatorial TSP, in order 
to obtain the benefits gained from years of research on the subject and the use of heu-
ristic techniques to solve it. The success of this novel formulation was demonstrated 
through the application of three different types of metaheuristics for optimization. The 
compared techniques are representative of different metaheuristic families: bioinspired, 
genetic and estimation of distributions algorithms. The Multinomial Estimation of 
Distribution Algorithm (MEDAL) is a novel formulation of an EDA, created to work 
with discrete values. 

These metaheuristics were applied to solve the branch cuts phase unwrapping prob-
lem and these were compared based on their efficiency. The algorithms were tested on 
three simulated images, demonstrating a fast and efficient reduction of the total branch 
cuts length and offering better unwrapping results than the initial solutions. Fewer 
pixels were used as barriers, and smooth continuous phase maps with minor deformi-
ties were obtained. All three techniques proved to be efficient, finding better and al-
most equivalent solutions. Therefore, we consider that they are equally effective in 
solving this problem. 

The fastest algorithm was d-PSO, followed by GA and then MEDAL, with clear and 
significant differences. On the other hand, MEDAL required substantially fewer gener-
ations to converge; on average, it required almost 10 times fewer generations than d-
PSO, which did not satisfy the stopping criterion in any of the tests. Thus, with respect 
to the efficiency of the algorithms, we are faced with contradicting evidence. 

Nevertheless, considering that the execution time is dependent on computer charac-
teristics, programming skills, etc., but the number of generations is an objective meas-
ure, we conclude in favor of the MEDAL as the most efficient. This conclusion is also 
influenced by the fact that the MEDAL has no control parameters to be adjusted and 
therefore it is the most practical for a user to employ. 

In future work, the methods studied herein will be employed on real data, combin-
ing structured light techniques (to model the objects) with phase shifting to demodulate 
the phase. Also, the possibility of employing different local techniques to generate 
different initial solutions will be explored. Based on the results reported, the MEDAL 
metaheuristic will be considered, because it proved the most efficient on this problem. 
The experiments presented provide us with the knowledge to make this informed deci-
sion, which was not possible prior to the realization of this work. However, extensive 
testing on real data must be performed before we can conclusively recommend a par-
ticular method. The MEDAL metaheuristic will be tested in other applications such as 
discrete hyper-parameter tuning of classifiers. 
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Abstract. EEG analysis of epileptic seizure is a nonstationary and
changing process; these EEGs contain multiple frequencies and use only
conventional methods based on frequency or time which limit their anal-
ysis. In this paper, texture representation of Gabor filter response based
on a spectrogram applying a STFT is proposed to classify epileptic and
healthy states. As initial part of our research, energy and entropy were
extracted from the Gabor filters response; these features and statistical
values were employed to train Support Vector Machines and multilayer
Perceptron classifiers.

Keywords: EEG signals, Short time Fourier transform, Spectrogram,
Gabor filter, Seizure classification.

1 Introduction

Epilepsy is a neurological disease or disorder distinguished by recurrent unpro-
voked seizures and caused by the transient and unexpected disturbance, occur-
ring throughout the brain due to hypersynchronous neuronal discharges, which
decrease and increase amplitudes of brain activity [7, 21]. Epilepsy affects about
1-2% of the world population and it is divided into two types: focal epilepsy,
which involves a part of the cerebral hemisphere and provokes symptoms in
some parts of body or related with mental functions; the other kind of epilepsy
is the generalized one, which involve the entire brain and produces bilateral
motor symptoms, normally resulting in unconsciousness. For this latter kind of
epilepsy, there is no specific age at which seizures occur[3].

Electroencephalography (EEG) is a brain monitoring method based on mea-
surements of potentials generated by electrical activity. This test provides ev-
idence of how the brain works over time, which is related to bodily functions
such as the pumping of the heart, gland secretion, breathing, internal temper-
ature, etc. EEGs are commonly used by scientists and physicians for analyzing
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brain functions and diagnosing neurological disorders, such as brain tumors,
head injuries, sleep disorders, dementia, epilepsy, Alzheimer’s, seizure disorder,
attention deficit disorder, anxiety disorder, fetal alcohol syndrome, and autism,
as well as monitoring the effects of anesthesia during surgery [22, 12, 15, 9, 8].

Nowadays, EEG is more used to diagnose and treat neuro-degenerative dis-
eases and abnormalities. Usually, an EEG helps physicians to determine an ac-
curate diagnosis; in neurology, a common application of the EEG is epilepsy
detection, since it is a useful and inexpensive tool for showing the underlying
manifestations of epilepsy[23]. In people who suffer from epilepsy, their EEG sig-
nal shows two categories of abnormal activity: ictal (during an epileptic seizure)
and interictal (between seizures)[23, 15]. EEG Analysis for diagnosing epilepsy
started in 1970, and since then it has been a changing problem because of EGG’s
non-stationary features; at present, most problems in seizure detection are re-
lated to find events (ictal and interictal) during epileptic seizures [15].

The detection of epileptic seizures in EEG signals has been analyzed us-
ing several methods, such as frequency and time-based methods, wavelet trans-
forms, and Gabor filters [21, 15, 14]. However, the nature of the EEG signals is
non-stationary and by implementing frequency or time techniques for their anal-
ysis[15] presents problems, as the features obtained from these methods do not
provide enough information from EEG signals[2]. Time-frequency analysis, how-
ever, is a powerful tool that decomposes the signal into both time and frequency,
making it possible to analyze non-stationary signals such as EEGs. Using these
methods for EEG signals, they can be treated as images and divided in order to
extract features from subimages. These techniques have shown good results in
terms of accuracy for different applications[20]. Specifically, Short Time Fourier
Transform (STFT) is an alternative that has previously used in epileptic seizure
analysis by [25] and other recent works with competitive results in classification,
where statistical, energy, and other features are extracted from spectrograms [7,
21, 15, 14, 2].

In this initial research work, feature extraction based on a STFT of EEG
signals including epileptic seizure activity is presented. This approach extracts
features from 2-D Gabor filters images obtained from a spectrogram EEG signal.
The feature vector is used as input for training an Artificial Neural Networks
(ANN) and Support Vector Machine (SVM). According to our experiments, the
proposed method produces acceptable accuracy results. The rest of the paper
is organized as follows: Section 2, introduces the methodology and the related
theories. Section 3 provides a description of EEG dataset and the experimental
analysis. Section 4 presents our conclusions and future work.

2 Methodology

This work presents a methodology for the classification of EEG signals as healthy
and as undergoing epileptic seizures, based on first order descriptors obtained
from 2D Gabor filters applied to EEG signal spectrograms. Fig. 1 shows the
methodology: STFT is first applied to EEG signals to obtain time-frequency
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mappings as images, which are then converted into 8-bit gray scale images and
divided into five sub-bands corresponding to physiological rhythms on the EEG.
2D Gabor filters are used to extract texture descriptors, which are employed to
train SVM and ANN classifiers and to classify EEG signals, showing the results
in terms of accuracy.

Fig. 1. Proposed methodology: From EEG Databases, spectrograms are computed and
Gabor filters are applied to obtain features from the filters response.

2.1 Short Time Fourier Transform

A technique commonly used to analyze electrocardiogram (ECG) and EEG sig-
nals is STFT, which maps the signal into a two-dimensional function of frequency
and time [18]. To retrieve information from the EEG, STFT is applied to the
signal. STFT is employed to partition the EEG signal into several segments of
short-time signals by shifting the time window with some overlapping [27], a
process called windowing. Depending on the time windowing function w[n], a
spectrogram is classified as a narrowband or a wideband. When the time window
is short, the STFT will be a wideband and a longer time returns a narrowband
spectrogram[5]. The STFT general equation for a signal S is given by Equation
(1):

S(m, k) =

N−1∑
n=0

s(m− n)w(m)e−j
2π
N nk. (1)

Where
k = [0 : K] is the Kth Fourier coefficient.
K = N/2 is the frequency index corresponding to the Nyquist frequency.
S(m, k) indicates the m-index time-frequency(frame) spectrogram.
N =window segment length.
N ′ =the shifting step of the time window.
w(n) =windowing method of an n point sequence.
N ′ should be smaller than N in order to produce an overlap between the time
windows.
S depends on the window function; in practice, different window shapes are used,
such as: Symmetric, Unimodal and Gaussian.
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A spectrogram is a plot or visual mapping of the spectrum of frequencies of
a signal along the time. This plot has a relation between time resolution and
frequency resolution: a large window provides less localization in time and more
discrimination in frequency. The window obtains a time-slice of the signal, during
which the spectral characteristics are nearly constant [27], and the obtained seg-
ments shift the time window with some overlapping. The spectrogram is defined
as the magnitude of S(m, k), which is represented as A(m, k) and computed
as in equation (2):

A(m, k) =
1

N
|S(m, k)|2. (2)

Spectrogram resolution in time and frequency can change, depending on win-
dowing; a wide window gives better frequency resolution but poor time resolu-
tion, while a narrow window produces better time resolution but poor frequency
resolution. A visualization with different quality in the spectrogram depends
on selecting an appropriate window length and overlapping. Fig. 2 shows the
spectrogram of a signal, which is a time-varying spectral representation. The
spectrogram layout is usually as follows: the x-axis represents time, the y-axis
represents frequency, and the third dimension is amplitude (spectral content) of
a frequency-time pair, which is color coded. It is a pseudo-3D plot where the
intensity is represented by the z-axis.

Fig. 2. EEG signal with different amplitude along time and its spectrogram.

2.2 2-D Gabor Filters

Gabor filtering is an option introduced by Daugman for analyzing textures in
an image. Gabor filters model the response of simple cortical cells in the visual
system and to extract image contours and directional textures [26]; these filters
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show an important advantage in their invariance to rotation, scale, translation,
photometric disturbances, illumination, and image noise[10]. A 2D Gabor filter
is a Gaussian kernel function modulated by a complex sinusoidal plane wave[26],
and can be defined as:

G(x, y) =
f2

πγ
exp

(
−x
′2 + γ2y′2

2σ2

)
exp(j2πfx′ + φ), (3)

Where:

x′ = xcosθ + ysinθ, (4)

y′ = −xsinθ + ycosθ. (5)

f is the frequency of the sinusoid.
θ represents the orientation of the normal stripes in relation to the parallel stripes
of the Gabor function.
φ is the phase offset.
σ is the standard deviation of the Gaussian envelope.
γ is the spatial aspect ratio that specifies the ellipticity of the support of Gabor
function.

2.3 Feature Representation

The Gabor filter response from a spectrogram image is the convolution of Gabor
filter with an EEG spectrogram A(x, y). Hence, the response of Gabor filter is
given as:

R(x, y) = A(x, y) ~G(x, y). (6)

Where ~ is the convolution operator.

Using a bank of filters with different parameters, it is possible to obtain
features from spectrogram images with different scales and orientations and use
them to retrieve local and discriminatory features[6]. A common texture feature
is entropy, which is a measure of the amount of information (uncertainty) in a
source; in the image field, it measures the randomness of the distribution of the
coefficient values over the intensity levels[17]. In this case, the source is an image
(spectrogram), which can be seen as a 2D information array[26]. The Shannon
entropy is given by:

H(X) = −
n∑
i=1

p(xi)log2p(xi). (7)

In the previous equation, Pr[X = xi] = p(xi) is the probability mass distri-
bution of the source and n is the number of probabilities p(xi).

Energy is another frequently used textural feature[16], which measures the
uniformity of the intensity level distribution[17, 1] and proposes the energy in an
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analysis using Gabor filter texture. The energy is given by the following equation
where M and N are the size of the sub-image a(m,n):

e(x) =
1

MN

M∑
i=1

N∑
i=1

|a(m,n)|. (8)

2.4 Classification

The energy and entropy features obtained are employed to train SVM and ANN
classifiers, and distinguish between epileptic and healthy states. Support Vector
Machine is implemented and its results are compared with Artificial Neural
Network.

2.5 Support Vector Machines

An analysis technique in supervised learning is Support Vector Machine intro-
duced by Vladimir Vapnik. The generated model outline the training data into
different categories separated by a decision boundary. Trying to estimate a func-
tion f : RN → {±1} using training data, that is, N -dimensional patterns xi
and class labels yi, as follows:

(x1, y1), ..., (xl, yl) ∈ RN × {±1}. (9)

such that f will correctly classify new examples (x,y) —that is, f(x) = y for
examples (x, y), which were generated from the same underlying probability
distribution P (x, y) as the training data [11]. The decision boundary described
by (w, b), where w is a vector containing the hyperplane parameters and b
is an offset. The data is rescaled so that anything on or above the boundary
wTx+ b = 1 is of one class, and otherwise on or below the boundary is the other
class. The in-between distance is called the margin defined as 2

‖w‖2 . The maximal

margin is equivalent to minimize ||w|| which can be achieved through quadratic
programming and the optimal hyperplane can be described by: w =

∑αi yixi.
Nevertheless, separation task is not always linear due to data representation;
hence, SVM transform the data from the input space into a higher dimensional
space where is possible separate the data; projecting the data through kernel
induced feature space, the kernel function deals with the dot product of the
data. The optimal hyperplane can be expressed as equation (10) shows [24]:

f(x) =

αi∑
yiK(xi, x) + b. (10)

2.6 Artificial Neural Networks

McCullock and Pitts proposed a binary threshold unit as a computational model
for an artificial method, which computes a weighted sum of n inputs signals, xj ,=
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1, 2, ..., n, and the output is 1 if the sum is above a specific thereshold u. Oth-
erwise, the output is 0. It is defined as:

y = Θ

 n∑
j=1

wjxj − u

 . (11)

where θ(.) is a unit step a function at 0, and wj is the synapse weight associated
with the jth input [13]. A classification problem can be defined by the function
to use; some functions include step function, linear function and nonlinear sig-
moid function. An Artificial Neural Network is constructed combining neurons,
which are capable of solving complex real-life problems [24].

In supervised learning, the network is given a desired output for each pattern.
Throughout learning, the actual output y generated by the network may not
equal the desired output d. A principle of error-correction learning rules is to use
the error signal (d− y) to update the connection weights and reduce the error;
the perceptron learning rule is based on this error-correction principle. A com-
mon network is multilayer perceptron in which each computational unit employs
either the thresholding function. This can be form arbitrarily complex decision
boundaries and represent any function. Developing a back-propagation learning
for determining weights in a multilayer perceptron has made these networks the
most populars[13].

3 Experimental Work

3.1 Epilepsy EEG Dataset

The proposed methodology was tested using an open access Epilepsy EEG
dataset from the Bonn University [4] with five subsets(Z,O,N,F and S), with each
subset containing 100 EEG signals with 4097 samples, recorded at a sampling
rate of 173.61 Hz using a 128-channel amplifier system with an average common
reference. Sets Z and O were collected from five healthy volunteers. Sets N, F,
and S were recorded from five epileptic patients for each set. Records from Set S
were collected during seizure activity, while Sets N and F were gathered during
seizure-free intervals. Fig. 3 summarizes the Bonn dataset and Fig. 4 shows EEG
records from S and Z Sets, which were considered for our experimentation.

3.2 Feature Extraction

The proposed methodology is focused on extracting features from EEG spectro-
grams through 2D Gabor filters. As noted above, two sets are considered set S
(people suffering an epileptic attack) and Z (healthy people); extracted features
trough Gabor filters are employed to train SVM and ANN classifiers and by
means of the extracted patterns the features quality is quantified. To develop
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Fig. 3. A summary of Epilepsy EEG dataset.

Fig. 4. An example of EEG signals. (a) a person suffering an epileptic attack and (b)
a healthy person.

this proposal, Python 3.6 and the packages scikit-learn and scikit-image were
used in our experimentation.

As Fig. 5 shows, STFT is first applied to EEG signals from both sets to
obtain the spectrograms; the parameters used were the following: a Hanning
window with 128 samples was used because of it showed the bests result versus
other windows, the length of the Fast Fourier Transform nfft=2000, and the
number of overlapped samples noverlap=85. The parameters were selected using
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[21] as a reference, because of the results obtained, however, that study did not
implement a Hanning window.

Fig. 5. Generation of the Gabor response from the spectrograms.

The obtained spectrograms were converted into 8-bit gray scale images and
then divided into five sub-images related to frequency bands of the rhythms to lo-
calize significant structures. This was based on the bands proposed by [21]; other
works, such as [7, 19], and [14], proposed dividing the spectrogram; however, they
only use four bands, as the gamma band was omitted, since lost information was
already taken into account. The ranges employed were: Delta (0-4Hz), Theta
(4-8Hz), Alpha (8-12Hz), Beta (12-30Hz) and Gamma (30-50Hz).

Gabor filters were applied to sub-images using five different frequencies and
eight orientations; thus, the feature vector was 5x8x( tf)x5x( sb); where tf is
textural features and sb is sub-bands equal to 5, as shown in Fig 5. To extract
the features, magnitudes responses of Gabor filters were considered.

3.3 Experimental Results

Two kinds of textural features (energy and entropy) were obtained and different
vectors were generated by gathering the extracted features. To evaluate these fea-
tures, SVM and with different kernels(linear, polynomial and RBF) and ANN,
as different authors reported, such as [7, 15, 21], use this EEG dataset based
on spectrograms. The classifiers performance was evaluated using accuracy as
a metric, shown as percentage, which is given by the Equation (12); the pre-
sented values were obtained from an average of 10 experiments, as 10-fold cross
validation was used, selecting the instances in a stratified way:

Accuracy =
TP + TN

TP + FN + TN + FP
. (12)

Where:
TP−true positive is a seizure event detected by both the algorithm and the ex-
pert neurologist.
TN−true negative is a event identified as non-seizure by the algorithm and the
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expert neurologist.
FP−false positive is a seizure event detected by the algorithm, but not by the
expert.
FN−false negative is a event identified as seizure by the expert, but not by the
algorithm.

In the first experiment, energy was used as feature; hence, the feature vec-
tor has a dimension of 200 units. SVM and ANN were trained, obtaining dif-
ferent results, as shown in Table 1. The best accuracy was obtained through
SVM-Polynomial, with 98%. SVM-Linear and Perceptron had the same result,
although the SVM standard deviation was lower, with 0.024, meaning that 10
experiments of 10 folds were similar; using a perceptron classifier, the number
of epochs was changed, using 100 and 500 and the result was the same.

Table 1. Energy feature classification results using SVM and Multilayer perceptron
classifiers.

Classifier Parameters Accuracy Standard Deviation

SVM Polynomial 98% 0.024

SVM Linear 97% 0.033

SVM RBF 96% 0.044

Perceptron 1
One hidden layer with 10 units,
backpropagation, and 200 epochs.

95% 0.042

Perceptron 2
Three hidden layers with 10, 20
and 10 units, backpropagation,
and 200 epochs.

96.5 0.032

Perceptron 3
Two hidden layers with 10 and
10 units, backpropagation, and
200 epochs.

97% 0.024

In addition, entropy was employed as a unique feature and the same clas-
sifiers were used as in the first experiment; SVM Polynomial shows the best
accuracy, with 97.5%, and the worst was SVM RBF, with 93%; implementing
a perceptron was obtained 94% as best accuracy. Nevertheless, energy has the
best accuracy between both features. The results are shown in Table 2. Finally,
entropy and energy were combined, obtaining a feature vector of 400 units, which
were used to train SVM and ANN classifiers. The accuracy was better with a
SVM Polynomial, resulting in an accuracy of 98.5% and the worst accuracy was
95.5%, with SVM-RBF. Table 3 shows the results; although these are the best
results with polynomial and linear SVM, employing only energy as a feature,
the 10 experiments showed less change, with a standard deviation of 0.024.

Some experiments suggest implementing mean and standard deviation of en-
ergy as textural features using Gabor filters [16, 1]. However, using standard
deviation and mean energy, the accuracy was less than 80% with SVM, while
Perceptron with two hidden layers of 20 units reached 95%. Employing stan-
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Table 2. Entropy feature classification results using SVM and Multilayer perceptron
classifiers.

Classifier Parameters Accuracy Standard Deviation

SVM Polynomial 97.5% 0.04

SVM Linear 97% 0.051

SVM RBF 93% 0.051

Perceptron 4
One hidden layer with 10 units,
backpropagation, and 200 epochs.

92% 0.090

Perceptron 5
Two hidden layers with 10 and
10 units, backpropagation, and
200 epochs.

93.5% 0.084

Perceptron 6
Three hidden layers with 10, 50
and 50 units, backpropagation,
and 200 epochs.

94% 0.070

Table 3. Classification results with entropy and energy features using SVM and Mul-
tilayer perceptron classifiers.

Classifier Parameters Accuracy Standard Deviation

SVM Polynomial 98.5% 0.032

SVM Linear 98% 0.04

SVM RBF 95.5% 0.0437

Perceptron 7
One hidden layer with 10 units,
backpropagation, and 200 epochs.

95.5% 0.052

Perceptron 8
Three hidden layers with 10, 40 and
50 units,backpropagation, and
200 epochs.

96.5% 0.032

Perceptron 9
Two hidden layers with 50 and
50 units, backpropagation, and
200 epochs.

97% 0.04

dard deviation and mean to entropy, however, SVM and Perceptron achieved
less than 80%. Finally, concatenating four features, the accuracy was 95% for
SVM Polynomial, 92.5% for linear SVM, 82.5% for SVM RBF, and 94.5% for
Perceptron. Some works as [18, 19, 2, 21] extracted different textural features, in
this work one or two kind of features were employed and the results were similar
to other approaches.

The obtained results are compared against reported results of other proposals
which implement STFT and different features and epilepsy EEG dataset to
the same sets S and Z, see table 4. In [7] and [14] five features were obtained
with accuracies between 95.78% and 100%, [15] extracted only energy as feature
with results between 92.36% and 99.5%. This proposal achieved 98.5% with two
features energy and entropy, and this results are better than some experiments.
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Table 4. Comparison against other methods.

Reference Method Classification

Duque, et al,. 2014
Stochastic analysis and
cepstrals coefficients.

95.78%-100%,SVM

Kovács, et al., 2014.
MalmquistTakenaka
coefficients and statistical
features

96.7%, 98.36%,and 99.7%
alternating decisiontree

Kumar and Sharma,2015 Energy and PCA. ANN(99.5%, 99.33% and 92.36%)

Proposed method
Gabor filters, energy
and entropy.

98.5% SVM

4 Conclusions

In this paper, an alternative methodology for classifying epileptic seizures is
proposed. STFT is used to represent EEG signals as spectrograms and analyze
a signal as an image. 2D Gabor filters are employed to extract textural features
and SVM and ANN are implemented to classify. Energy and entropy are used as
features, however, probably, energy is the predominant feature due to in the most
the classifiers, it was better than entropy and the best performance was obtained
using SVM Polynomial for any feature. The mean and the standard deviation
were not as relevant as in other works; however, with EEG spectrograms, these
have been reported showing the behavior of the experiments.

Using the proposed methodology and changing different parameters, such as
the length, type and overlapping of the STFT window, accuracy could improve.

From analyzed works, it could be noted that the spectrograms spectral peaks
have been analyzed, hence, as future work, it is proposed to analyze the peaks
employing clustering techniques to obtain features from the formed clusters and
use a method to evaluate features and eliminate some of them non relevant.
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Abstract. In this work, a model for textual emotion classification based
on Ranking technique is presented. The Ranking technique uses the fre-
quencies of words in order to assign a relevance for each in a tweets (Span-
ish) after calculating the total relevance of the tweet for each classes. The
classes are associated to four emotions: happiness, sadness, anger and fear
and the highest relevance indicates to which class the tweet belongs. The
training and test corpora are created by manually selected key words as
references for a crawling tool, both contain manually tagged tweets ex-
tracted from Twitter; the training corpus was validated by K-Fold Cross
Validation having a 90% of acceptance. The results are compared with
Näıve Bayes and Bigrams Probabilities models using precision, recall and
F-measure.

Keywords: Emotion classification, Ranking, Twitter, Crawling.

1 Introduction

Every day, it is common the transfer of information through electronic platforms,
which are gradually replacing conventional communication services, this means a
huge growth in the amount of information available on the web. In this scope, the
social networks have become powerful tools for communication in social topics,
generating textual and multimedia contents that open up the studies related to
the interpretation of emotions that people express. An example of this is Twitter,
which is one of the most important social networks and is a huge database related
to public opinions on several topics.

Twitter is characterized for being a platform where each user can create or
share own short publications (each publication has a limit of 280 characters) or
from other user. These publications are known as tweets and could contain one
or more hashtag. Hashtags are textual labels, starting with the symbol ’#’ and
when a hashtag is consulted, all tweets which contain the hashtags are shown. If
a hastag is very used in a few time, it is consider relevant and is named Trending
Topic.

For data extraction in order to create the training and test corpora, Twit-
ter offers an API (Application Programming Interface) and a crawler, which
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divide the process into three stages: authentication, crawling and information
pre-processing [19].

In this work, we consider four emotion: happiness, sadness, anger and fear,
which are opposite to each other (happiness-sadness and angr-fear) [10], and it
was necessary to create a corpus that contained tweets associated to each emo-
tion. These corpus is used for training the proposed model and the comparison
models: Näıve Bayes and Bigrams Probabilities.

The test results are analyzed with precision, recall and F-measure. Precision
is the percentage of the classifier success between all tweets were classified like
belong to a class, recall is the percentage of the classifier success between all
tweets belong to a class [3], and F-measure is an harmonic between precision
and recall and is closer to smaller value of them. The measure most important
in this work is Recall because represents the success percentage.

This work is divided as follows: the section 2 contains some related works
about emotion classification, the section 3 describes the proposed ranking tech-
nique, the Näıve Bayes and Bigrams Probabilities models, in the section 4 the
creation of the training and test corpora is introduced, in the section 5 the ex-
perimental and measure results are compared among the three models, finally
in the section 6 the conclusions and the future works are presented.

2 Related Works

Several projects for natural language processing to identify emotions haven been
developed based on different areas as image processing, voice components or
textual information. Some related works about textual information retrieval and
text classification approach are presented is this section.

There are competition platforms such as SEMEVAL [1] that specializes on
semantic similarity systems or tweets classification based on emotion recognition.
These systems use manually classified corpus references, which remain static,
thus limiting their performance to the new trends of expressions used in Twitter.
Therefore, the corpus manual feedback is too late.

Ashequl Qadir et al. [12] propose a tweet tagging system for emotion clas-
sification (affect, anger, fear, joy and sadness) using tweets content, patterns
and context of the hashtags as base for Bootstrapping technique. Each emotion
is associated to five hashtag seeds that represent them. Tweets that cannot be
classified in any of the five groups, are tagged by a prefix search process, where
the hashtag seeds are used as roots. For feedbacking the system uses the CoTrain
technique; in which there are two equal corpora and two models (A and B) with
different features, the model A results feedback model B corpus and the model
B results feedback model A corpus [11].

Other way for tweets classification is through identification of positive, neg-
ative or neutral meaning of each words cointained in a tweet and taking into
account negative words that can change the sense or context of possible objects,
the combination of what is expressed in each word generates a general result [5,
14].
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There are approaches for finding figurative emotions that are more complex
to analyze such as sarcasm, metaphor and irony by relying on words and hashtags
contained in them for identifying the used words (literally, figuratively, etc.)[4].
The approach proposed by Georgios Paltoglou [8] designs a system for emotion
classification related to global events on Twitter based on the analysis of either
negative or positive polarity changes from the keywords use, leaving behind the
popularity indicator through counters.

3 Ranking Technique

In this paper, we propose a model based on information retrieval Ranking tech-
nique, that can be defined as a process that assigns a relevance value to each
term within a document belonging to a corpus or collection, with the purpose to
satisfy a question-answer task[18]. There are two types of classification: simple
ranking and aggregation ranking. The simple ranking consists in creating rele-
vance lists that are based on the features of the documents, while the aggregation
ranking takes lists of documents already established to form a new one [6].

In this work, in the simple ranking each emotion is used as a document,
thus having a collection of four documents. Every document contains tweets and
the frequency of each words on each document (TFt,d, Term Frequency in the
Document). Then, it is necessary to calculate the relevance of each word in the
corpus (IDFt, Inverse Document Frequency of the Term)that can be found with
Eq.1, where N is the total documents of corpus, DFt (Document Frequency of
the Term) are the number of documents where the word appears and a base
10 logarithm is used for smoothing the relevance. To get the final score of each
word in a document the Eq. 2 is used:

IDFt = log10(N/DFt), (1)

TF − IDFt,d = TFt,d × IDFt. (2)

When receiving a tweet to classify it, a similar process to a query is used, first
each word in the tweet will have a smoothed weight by the log10 of the TFt,q

(Term Frequency in the Query) and will be multiplied by the calculated IDFt

before (Eq. 3), the result is a weighted vector which will apply a dot product over
TF − IDF values vector related at the same query words for each document.
The document with the greatest score is the classification result (see Fig.1):

wt,q = log10(TFt,q × IDFt). (3)

3.1 Naive Bayes Classifier

Naive Bayes is a popular supervised probabilistic classifier based in Bayes The-
orem. It assumes that some feature in particular of a class is independent to the
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Fig. 1. Ranking Model Diagram.

probability that any other feature belongs or not at the same class [15]. The
operation of the classifier lies in calculating the probability of belonging to each
feature X in each class C. When the highest value is found, the argument is
returned (Eq. 4):

ŷ = argmaxk∈{1,...,K}P (C)

n∏
i=1

P (xi | CK). (4)

3.2 Probability of Bigrams

The N -gram is a series of N consecutive words that belong to a sentence. In the
natural language processing, the most used models based on N -grams are com-
monly unigrams (one word), bigrams (two words) and trigrams (three words)
[13]. The degree of N -grams contains more information than grade N -1. For the
calculation of probabilities in models based on N -grams, the Markov assump-
tion is frequently used, in which it is assumed that the probability of a word
depends only on the N -1 previous words [2]. Therefore, in a bigram model, the
probability of a sentence P (s) made by N words (w1, w2, ..., wn) is given by the
multiplication of the probabilities of each word based the previous one (Eq. 5):

P (s) = P (w1)P (w2 |w1)...P (wn |wn−1). (5)

Bigrams have a variety of approaches within the scope of natural language
processing. One of them is the detection of spelling errors, in which the frequency
of each bigram is calculated in a text corpus and those that are infrequent,
possibly contain words with spelling errors, it should be noted that in this type of
correctors is not possible identify the types of errors that may occur [16]. Another
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application of the bigrams is the morphosyntactic labeling from learning having
disambiguation benefits based on Markov models [9]. Bigrams have been used
in stochastic translation systems by comparing pairs of strings from a source
language and a target language [7], and for plagiarism detection [17].

4 Creation of the Corpus

In this work, two sets of tweets manually tagged are used: the training corpus
and the test corpus. The training corpus consists of four classes, the tweets
were extracted by the Twitter crawler tool, which receives hashtags as keywords
associated to each emotion (see Table 1). Each tweet was manually tagged, then
the tweets that not express any emotion or expressed contradictory emotions are
eliminated. The training corpus size was 105,596 tweets distributed equally for
each emotion and for his validation the Näıve Bayes and Bigrams Probabilities
classifiers were trained with K-Fold Cross Validation with K=10 (the 10% of
the corpus for test and 90% for training in ten different iterations) having 90%
of acceptation in average.

Table 1. Crawler keywords.

Emotion Hashtag Associated

Happiness #Feliz #Bendecido
Sadness #Tristeza #Triste #RIP #Depresion #CorazonRoto
Anger #ALV #Chingada #HDP #TeOdio
Fear #Miedo #Terror #TengoMiedo #Pavor

For the test set, some common short words were taken as keywords for the
crawler (i.e. a, de, un, la) and the tweets were also manually tagged, we obtain
is 234 tweets for the four emotions (127 happiness, 31 sadness, 62 angriest and
14 fear).

5 Experimental Results

About the results, the Ranking model has the highest success number respect to
Näıve Bayes and Bigrams Probabilities (see Table 2). According the confusion
matrices (see Tables 3-5), the emotion with the highest success percentage is
happiness in the ranking model, sadness in Näıve Bayes and fear in Bigrams
Probabilities. The emotion with the least success percentage is the anger for
Ranking model and Bigrams Probabilities, and happiness for Näıve Bayes.

After applying precision, recall and F-measure (see Table 6), it can be seem
that the precision the model with the best average of F-measure is Bigrams
Probabilities, Ranking model and the worst performance is from Näıve Bayes.

49

Emotion Classification of Twitter Data Using an Approach Based on Ranking

Research in Computing Science 147(11), 2018ISSN 1870-4069



Table 2. General Results.

Model Success Errors

Ranking 129 105
Näıve Bayes 92 142
Bigrams Probabilities 124 110

Table 3. Ranking Model Confusion Matrix.

Happiness Sadness Anger Fear

Happiness 102 8 10 3
Sadness 8 6 15 1
Anger 7 6 11 0
Fear 10 11 26 10

total 127 31 62 14

In the Ranking model, the small precision values for sadness and fear class
show the classifier is tagged many tweets that not belonging for these classes.
However, the high value in happiness class indicates that the classifier is hitting
in the belonging tweets about the total tagged tweets to these class; in recall,
the small values for sadness and anger show there are many tweets that ought
to belong to these class and are not assigned in these classes, while the high
values in happiness and fear indicate that the classifier is hitting in the tagged
tweets between the total the belonging tweets to these class. Given these results,
F-measure is low because is closer to the lowest values in all classes.

6 Conclusions

Twitter is a great container of social information, so, the manual classification
of tweets that is a difficult task because the people has a different ways of ex-
pressing. It is vital to know several approaches and techniques that help in the
textual emotion classification as well to know the performance of each to select

Table 4. Näıve Bayes Confusion Matrix.

Happiness Sadness Anger Fear

Happiness 38 0 1 1
Sadness 53 17 16 1
Anger 9 8 27 2
Fear 27 6 18 10

total 127 31 62 14
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Table 5. Bigrams Probabilities Confusion Matrix.

Happiness Sadness Anger Fear

Happiness 73 5 2 1
Sadness 19 19 15 1
Anger 26 5 21 1
Fear 9 2 24 11

total 127 31 62 14

Table 6. Precision, Recall And F-measure Results.

Model Measure Happiness Sadness Anger Fear

Ranking Precision 0.829 0.2 0.458 0.175
Recall 0.803 0.19 0.177 0.714
F-measure 0.816 0.196 0.255 0.281

Näıve Bayes Precision 0.95 0.195 0.586 0.163
Recall 0.299 0.548 0.435 0.714
F-measure 0.455 0.288 0.5 0.266

Bigrams Probabilities Precision 0.901 0.351 0.396 0.239
Recall 0.574 0.612 0.338 0.785
F-measure 0.701 0.447 0.365 0.366

the one that provides a better result. This work proposes a new approach about
the information retrieval ranking technique, which taking the highest relevant
score as a classification result.

Being recall the most important measure in this work the classifier Bigrams
Probabilities has the highest average for it despite of the F-measure’s average of
all classifiers is under the 50% of success. It shows the bigrams approach offers
better results.

In future work, it is necessary to modify the Ranking model to get better
results, adding other classifiers in order to apply classifiers ensemble for selecting
a tweets set and based on it the implementation of automatic corpus feedback
technique (Bootstrapping).

References

1. International workshop on semantic evaluation (2016), http://alt.qcri.org/

semeval2017/index.php?id=tasks

2. Basharin, G.P., Langville, A.N., Naumov, V.A.: The life and work of aa markov.
Linear algebra and its applications 386, 3–26 (2004)

3. Feldman, R., Sanger, J.: The text mining handbook: advanced approaches in ana-
lyzing unstructured data. Cambridge university press (2007)

51

Emotion Classification of Twitter Data Using an Approach Based on Ranking

Research in Computing Science 147(11), 2018ISSN 1870-4069



4. Ghosh, A., Li, G., Veale, T., Rosso, P., Shutova, E., Barnden, J., Reyes, A.:
Semeval-2015 task 11: Sentiment analysis of figurative language in twitter. In:
Proceedings of the 9th International Workshop on Semantic Evaluation (SemEval
2015). pp. 470–478 (2015)

5. Gonzalez-Marron, D., Mejia-Guzman, D., Gonzalez-Mendoza, M., Enciso-
Gonzalez, A.: Explotacion de informacion de redes sociales de microbloggs uti-
lizando analisis de sentimientos y tecnicas propuestas por el big data. Tecnoloǵıas
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Universidad de Salamanca (2013)

52

Cecilia Reyes-Peña, David Pinto-Avendaño, Darnes Vilariño-Ayala

Research in Computing Science 147(11), 2018 ISSN 1870-4069



Automatic Segmentation in Breast Thermographic 
Images Based on Local Pattern Variations 

Daniel Sánchez-Ruiz, Iván Olmos-Pineda, J. Arturo Olvera-López 

Autonomous University of Puebla, Faculty of Computer Science, Puebla, Mexico 
daniel.sanchez.4712@gmail.com, {iolmos,aolvera}@cs.buap.mx 

 

Abstract. In order to detect any possible anomaly in the region of breast, the 
use of thermal images has experienced a considerable workload of research in 
the recent years, this due to the promising results of this technique. One of the 
principal tasks in this process is the segmentation of the Region of Interest 
(ROI), but this task is difficult, most of the proposed techniques perform a 
manual or semi-automatic process to extract it. In this paper, we propose an al-
ternative technique to detect the ROI in thermal breast images. In the proposed 
technique, we focus on the higher temperature areas in the image. We apply lo-
cal contrast enhancement, group higher temperature regions, spline cubic inter-
polation and statistical operations as a part of the method. The achieved results 
are competitive with the state of the art showing a new alternative to accom-
plish the automatic segmentation of thermal breast images. 

Keywords: Automatic segmentation, Contrast enhancement, Image processing, 
Thermography. 

 

1 Introduction 

According to the World Health Organization from the last decade, cancer diseases are 
the second dealing cause of global death, by 2015 cancer accounted 8.8 millions of 
deaths. There are several types of cancer but perhaps one of the most dangerous and 
common is breast cancer, which has occasioned 571 000 deaths [1]. Cancer mortality 
can be reduced if cases are detected and treated early [1]. Breast cancer usually ap-
pears in ducts; tubes that carry milk to the nipple, and lobules; glands that produce 
milk. Some works have reported that the growth rate of a tumor is proportional to its 
temperature [17]. There are a lot of research in this field, one of the current investiga-
tions to detect anomalies in early stages is the use of digital thermal images which 
take into account patterns based on temperature changes. 

There exist several procedures in order to diagnose breast cancer such as Mammo-
grams, Ultrasounds, Magnetic Resonance Imaging (MRI) and others [2, 3, 4]. The 
mammogram is a widely used study, but the problem is the limited range of popula-
tion whom are candidates (young women are not suitable), the invasive and even 
hurtful procedure, the expensive devices utilized, and finally it requires repeated ex-
posure to radiation (who is nocive for human health [5]). The ultrasound and the MRI 
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are commonly performs as the previous step of a mammography, but in spite its good 
results, none of these studies are 100% accurate, the only study that achieves that 
precision is the biopsy. 

Infrared images do not use ionizing radiation, venous access, or others invasive 
procedures. The infrared image presents physiological information of normal and 
abnormal functioning of the vascular system, sensorial and sympathetic nervous sys-
tem, and inflammatory processes [6, 7]. The combination of mammographies and 
thermography, allows the achievement of a high degree of specificity and sensibility 
on such diagnosis [8, 10]. Moreover, thermography is very useful for detecting non 
palpable breast cancer in earlier stages [6]. Nevertheless it has to be clear and well 
understood that thermography by itself cannot replace any of the other studies, it is a 
complement of all of them.  

In the digital images analysis process, an important and difficult task to achieve is 
the ROI segmentation, which allows the delimitation of the data to be analyzed. In the 
case of thermal breast images, the ROI must include all the breast tissue and near 
ganglion groups since cancerous cells usually appear in the glands that produce milk 
and the ducts that carry it to the nipples [17]. An accurate segmentation of ROI from 
medical thermal images still remains as an open problem. Most authors perform semi-
automatic or manual ROI extraction because it is a hard task due to inherent limita-
tions of thermal images such as the absence of clear edges, low contrast nature and 
low signal to noise ratio [9]. 

There are various techniques presented in reviews that perform automatic segmen-
tation [9, 11, 18]. For example Marques et al. [12] presented an automatic segmenta-
tion method which consists of image processing techniques such as thresholding, 
clustering, edge detection and refinement among others. Villalobos-Montiel et al. [13] 
used Canny edge detection with automatic threshold and symmetry inspection, be-
sides Hough transform and Active Contours are used to provide a better approxima-
tion to the ROI. Hinojosa et al. [19] proposed the use of thresholding techniques as 
objective functions in evolutionary algorithms, in particular the HS (Harmony Search) 
algorithm provided excellent results. Ali et al. [20] used the distance between camera 
and patient as a relevant parameter, they assumed the ROI is always in the same re-
gion so they defined fixed regions to obtain it, but their approach fails many times due 
to the lack of dynamic in their method. Sathish et al. [21] have focused on shape fea-
tures of the breast and polynomial curve fitting, also a statistical test is perform to 
evaluate the results who are competitive with the related work. Hankare et al. [22] 
proposed a method who performs a color space transformation from RGB to a L*a*b* 
color space, then a k-means classification with an Euclidean distance is applied, final-
ly the cluster with the biggest temperatures is segmented. Prakash et al. [23] presented 
three segmentation techniques K-Means, Fuzzy C-Means and Gaussian Mixture 
Model – Expectation Maximization, in this paper also the color space transformation 
was important to achieve good results. Sayed et al. [24] proposed a method using bio-
inspired swarm techniques forming clusters looking for the most optimal, the FA 
(Firefly  Algorithm) algorithm was the best swarm version that obtained the highest 
accuracy, sensitivity, precision and specificity. Mejia et al. [25] used morphological 
operators in order to enhance the ROI area, then thresholding and the Extended-
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minima transform are performed to search neighborhoods connected who delimited 
the ROI region. Garduño-Ramón et al. [26] employed morphological watershed oper-
ator to help to locate a possible tumor, thresholding operations and polynomial curve 
fitting were also performed.   

However, most techniques fail to perform a correct segmentation in images where 
the borders in the ROI are unclear due to the different physical characteristics of each 
person besides many focus only in the tumor region and not in the whole area of the 
breast and with this approach a common problem is the irregular shape of malignant 
tumors. 

In this paper we present a technique that performs an automatic ROI segmentation 
for thermal breast images. This consists of four main stages, the first stage extracts the 
background from the image, Otsu’s method [15] is applied; the second stage finds the 
bottom boundaries of the ROI, to achieve this, automatic thresholding methods are 
used, local contrast enhancement, clustering of regions that represent the highest tem-
peratures and polynomial curve fitting through interpolation methods are also per-
formed; the third stage is focused on detect the upper boundaries, statistical analysis 
in the area of lateral borders is applied, finally in the fourth stage the segmentation of 
each breast and also some correction operations are performed.  

The organization of the paper is the following, in section 2 the methodology for the 
proposal is presented, in section 3 results and discussion are presented, finally in sec-
tion 4 the conclusions are drawn. 

2 Breast Image Segmentation Methods 

In order to perform an automatic segmentation of the ROI in a thermal breast image, a 
technique that combines different methods over distinct stages is proposed. The tech-
nique consists of four stages: background segmentation, detection of bottom bounda-
ries, detection of upper boundaries and segmentation of each breast, Fig. 1 shows the 
complete process and the result of every stage. In following subsections all the details 
of each stage are described.  

 

 

Fig. 1. a) Input image, b) Background Segmentation, c) Detection of upper and bottom bounda-
ries, d) Segmentation of each breast. 

2.1 Database Description 

The DMR (Database for Mastology Research) Database [14] is a public available 
breast thermogram database. The database contains breast thermograms of 287 sub-

55

Automatic Segmentation in Breast Thermographic Images Based on Local Pattern Variations

Research in Computing Science 147(11), 2018ISSN 1870-4069



jects out of which, the thermograms of 47 subjects are labeled as ‘Sick’ and remaining 
thermograms are labeled as ‘Healthy’. For acquisition of the thermograms, a FLIR 
SC-620 Thermal Camera with a spatial resolution of 640 x 480 pixels was used. All 
the images are in RGB format but the information on each channel is the same, they 
are in grayscale format. 

2.2 Background Segmentation 

With the aim to segment the body from the background, it is implemented a segmen-
tation based on color intensities. Fig. 2 shows in the histogram, the contrast in a ther-
mal image between the body and the background, clearly it can be noticed two re-
gions separated by a valley. The region on the left represents the darker color values 
(background) and the region of the right represents the brighter color values (body) in 
the image. In order to separate both regions we found a threshold value between them. 
Each region can be represented as a class of color, and a common technique for auto-
matically find a threshold value between two color intensity classes is the Otsu’s 
method [15], so the first step is apply this method to the input image. 
 

 

 

Fig. 2. Grayscale image histogram showing two regions and a valley between them. 

With the threshold value found by Otsu's method, all the values which are under 
the threshold are considered as part of the background. With the objective of detect 
easily this region, a control color value is considered and applied to the image. Equa-
tion 1 shows the applied rule, where x is the input color value, cc is the control color 
value and th is the threshold value found:   

 

 ������ � 	 	

,			�	 � 
�	
�,			�	 � 
� . (1) 

 
In Fig. 1b the result of applying the background separation is shown. In the seg-

mentation process in some cases, some parts of the body such as nipples are modified 
due the threshold value, a solution to this affected regions is presented in section 4. 
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2.3 Detection of Bottom Boundaries of the Breasts 

The next stage is one of the most difficult in the whole process, the detection of bot-
tom boundaries. In this work we propose an approach based on local patterns such as 
variations in color intensities. The first step of this stage is automatically find a 
threshold value that it can separate the regions related with the highest temperatures in 
the body from the rest. In thermal images the highest temperatures are represented 
with brighter values and the lower temperatures with darker values. This is relevant 
for the database images because the regions with the highest temperatures are present 
in armpit, neck, and under the breasts; the latter region is what we want to identify. 
Fig. 3 shows bottom boundaries of the breasts where the temperatures are higher in 
comparison with others regions in the body, these temperatures are represented with 
brighter values. 

 

 

Fig. 3. Higher temperatures in bottom boundaries of the breasts. 

In order to face this problem a local analysis is carried out. The image is divided in 
three sub regions from up to bottom, and in other three sub regions from left to the 
right. After this process the image has nine sub regions. The principal sub regions to 
analyze are the middle column in the second row, and the left and right sub region in 
the last row, because these areas contain the information related with the bottom 
boundaries of the breasts in most of the images, only in a few images this may not be 
true. The division of the image is showed in the Fig. 4. After identify this sub regions 
the technique discard the rest of the sub regions to the following operations.  

 

Fig. 4.  Image divide into nine regions and the selected images. 

In every image of the chosen sub regions an accumulative contrast enhancement 
[16] is performed, so the brighter color values are separated from the dark color val-
ues, this is important in order to discard the lower temperatures values of the breasts 
because these values are considered as noise in this stage and they can affect the pos-
terior analysis. Fig. 5a shows the result and the histogram of the original image and 
after the contrast enhancement is applied in one of the selected sub regions. 
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Fig. 5. a) Original image and contrast enhancement image and its histograms (blue for the 
original and green for the altered image), b) Image segmented and contrast enhancement and its 
histograms (blue for the original and green for the altered image). 

With the aim to remove the darkest color values, Otsu’s method is applied. Any 
color value that is over the threshold value found is segmented. At this moment it has 
been removed many dark values as is showed in the left image in Fig. 5b, and also it 
can be notice that the region under the breast it remains. In the segmented region a 
second contrast enhancement is applied to enlarge the difference between the bright 
and dark color values. The Fig. 5b shows the result of second contrast enhancement, it 
can be noticed how it was enhanced the region of the bottom boundaries of the breasts 
in the image. Now the boundaries are better than in the input image. 

Otsu’s method is performed one last time to obtain a threshold value who it can 
segment the brightest color values in the local sub region, this returned value is stored 
in a list. After this procedure is applied for every one of the three sub regions, three 
local threshold values are found, with these values the mean is calculated, this is con-
sidered as the global threshold value, lastly with this value a binarization is applied to 
the input image of this stage. Fig 6 shows a diagram of the process to follow in the 
chosen sub regions to automatically find the threshold value who segments the high-
est temperatures regions from the rest. 

Fig. 7a shows in white color the regions of the highest temperatures present in the 
body after the binarization. As it was expected, these regions are in the neck, armpits, 
under the breasts and in some small regions around the body. Also the biggest region 
is under the breasts, so the procedure focus in locate it and discard the rest of them. 
The regions of the upper half body are discarded because they are not relevant to this 
stage, so they are set it to a black color. 
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Fig. 6. Diagram of the process to automatically find the threshold value who segments the 
highest temperatures, the first six steps are performed for every sub region, the last one is per-
formed a single time. 

Then we form clusters, regions that are composed by white points that are neigh-
bors between them, for every point is stored its coordinates. A cluster can be view as 
a list of points. The clusters are stored in another list, and sorted from the region with 
more elements to the region with fewer elements. The technique only analyses the 
two biggest regions, in which it is checked a condition between them, if the propor-
tion of the second region with more elements is at least 34% (this value keeps the 
most relevant data and we found it through empirical experiments over all the imag-
es), then this region is considered part of the boundary, but if this condition is not 
reached, only the region with more elements is considered, all the remaining regions 
are discarded and set it to a black color. The Fig. 7b illustrates the final result of this 
operation. 

 

Fig. 7. a) Image binarizated with the threshold found, b) Final result after removed the unde-
sired regions. 

Finally a simple process of thinning is applied. In a loop over the image from the 
left most column to the right most column, and from the first row to the last, when a 
white color value is detected, a control flag is turn on, while this flag is on any other 
white color value detected in the same column is set it to a black color value, when 
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the loop pass to another column this flag is turn off until is detected another white 
color value. The final result are two curves which represent the bottom boundaries of 
each breast.  

Then a spline cubic interpolation by the Lagrange’s method is performed for every 
breast with the aim to fit the detected curves, the method return a polynomial that it 
can be used to extrapolate the curve to any other point. Finally with the polynomials, 
the intersection point between the curves can be calculated equalizing them to zero 
and solving the equation. The final result is shown in Fig. 8. 

 

 

Fig. 8. Thinned line in white, curve fitting in purple and intersection point in yellow. 

2.4 Detection of Upper Boundaries 

The next task is to find the upper boundaries. For this step it is used the information 
related to each boundary side and the information of the previous stage. Along with 
this data some statistical operations are performed. The coordinates in the x and y axis 
where exists a transition from the background to the body are saved in a list, one list 
for each side. The lists are generated from down to up of the image, so the first points 
correspond to coordinates close to the breasts and the latest are near of the arms in the 
image. Then is calculated the mean µ and deviation standard σ of the x coordinate 
values for each list as is showed in equation 2 and 3: 

 μ � �
� 	∑ ������ , (2) 

 σ	 � 	√σ�	���	σ� �	 �� 	∑ ������� �μ��. (3) 

Where �� is the x coordinate value and � is the total points in the list. Due to the body 
posture in the images, the mean is close to the armpit and arms, this happens because 
the majority of the x coordinate values are present in this area. The standard deviation 
give a plus/minus range of how much the values are spread from the mean, the tech-
nique find the first value outside this range. As it is known the order of the list (down 
to up of image), in a loop over all of the points in each list, it is going to be found the 
first point where its x coordinate value is greater than the sum of the mean plus/minus 
(depending of the body side) deviation standard, this point is stored. This analysis is 
made for each side. The points found are usually different and only one point is con-
sidered, a comparison is performed between them and the one with the highest y co-
ordinate value is selected. Besides that, it needs to be checked if the selected point is 
inside the area delimited by the point of intersection between the breasts found in the 
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previous stage and the first row of the image, this is done with the aim to avoid bad 
results. Fig. 9a shows an example of the stored points of each side, the mean and 
standard deviation calculated and Fig. 9b shows the final result of this stage. 

 

 

Fig. 9. a) Points over the blue region are stored in the described lists, the mean in the x coordi-
nates is close the orange lines and the standard deviation is a plus/minus range represented with 
the red lines, b) In red is shown the check range where the upper boundary needs to be, in blue 
the final upper boundary detected. 

2.5 Correction and Segmentation 

Finally the segmentation of each breast is performed, to achieve this it is used the data 
of the boundaries and the point of intersection of the previous stages. All the points 
inside the upper, bottom and lateral boundaries are considered, and the point of inter-
section between the breasts is used as middle point, finally two images are created and 
the background color is removed as a final step.  

The input image of this stage is the output image of the first stage, this image is 
very useful because the lateral boundaries are known due the control color of back-
ground and all the original values in the body are present in the rest of the image. 
Sometimes a few parts of the body have very dark values that are wrongly set it to the 
background color, so this represents a loss of information. If this case happens a cor-
rection must be applied with the image resulting of the first stage and the input image 
(original image). This is fixed with a procedure that visits all the neighbors in a win-
dow of 3x3 for a central point. This procedure checks if the value for the central point 
is the same of the most repetitive value of its neighbors, if the condition fails, the 
value for the central point is restored to the original value. Fig. 10 shows a corrupted 
image, and the result of the correction. 

 

 

Fig. 10. a) Image corrupted by the procedure of the first stage, b) Segmented image with loss of 
information, c) Final Image with original values recovered. 
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3 Experiments and Discussion 

The proposed method was tested on 207 images from the DMR database [14] in order 
to evaluate it. The development of the technique was realized with Python, most of 
the project was an original development but some packages were used, such as scipy 
[27], numpy [28] and scikit-image [29]. 

Some results are showed in Fig. 11, the image of the first row shows an example of 
a case with clear color transitions under the breast and in the body, the result proves 
that the method achieved a very good result; the image of the second row presents a 
case where one of the breast has been part of a medical procedure, in spite of this, the 
method approximate very accurately the region of both breasts; in the final row it is 
presented an image where the color transition in the boundaries under the breast are 
not clear, nevertheless the result is also pretty good. All this results showed that the 
proposed technique works well in many possible scenarios. 

 
 

 

Fig. 11.  a) Input image, b) Segmented ROI by the proposed technique, c) Segmented ROI in 
the Ground Truth. 

After performed tests in all the images around 85% were segmented with a result 
from acceptable to accurate. It was defined as an acceptable result any outcome where 
the ROI does not suffer any loss of information, even if some extra information is 
present in the image, e.g. small areas under the breasts that are not part of the ROI. 
The acceptable images are very useful because they introduce only a small amount of 
noise (data not belonging to the ROI), so this images can be used in future analysis 
such as pattern recognition without seriously affect the results. Some examples of 
different results are showed in Fig. 12. A summary of each kind of image is presented 
in Table 1.  
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In order to evaluate the obtained results, the segmented images by the proposed 

technique and a Ground Truth (elaborated by ourselves) of manual segmented images 
were used. Each image was compared with its counterpart in the Ground Truth and 
the difference between each one was calculated as a percentage. Fig. 11b shows some 
examples of the Ground Truth. Finally, the average of all percentages were calculated 
as an accuracy measure. Comparing with the research of Marques et al. [12] and Vil-
lalobos-Montiel et al. [13] who used the same database, the outcome is competitive, 
the results are listed in Table 2. 

 

Table 1. Analysis of the segmentation process result. 

Result 

Segmentation 

Total Percentage

Accurate 160 77.3% 

Acceptable 15 7.2% 

Poorly 32 15.5% 

 

Table 2. Comparasion in segmentation accuracy. 

Author  Accuracy 

Marques et al.  96.0% 

Villalobos-Montiel et al.  98.7% 

Proposed technique  94.0% 

 
The main contribution of this work is it only takes into account simple operations 

such as contrast enhancement, local analysis and statistical operators in order to find 
the upper and lower boundaries. Obviously this techniques will not work with other 
databases because the acquisition protocol of the images might be different, and an 
important fact for the method, at least for the step of detecting the upper boundaries in 
the ROI is the applied protocol in the DMR database, but a brief analysis and few 
modifications are necessary to achieve the same results with a new data set. 

 
 

 

Fig. 12.  a) Remarkable segmented image, b) Acceptable segmented image, c) Poorly segment-
ed image. 
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4 Conclusions 

This paper presented a technique for automatic segmentation in breast thermal imag-
es. The ROI extraction in medical domains is an important step in the development of 
systems for medical diagnosis based on digital images, because an accurate segmenta-
tion allows a better analysis of the most relevant information in the data. It was shown 
through the methodology and the performed experiments that this is not an easy and 
trivial task. 

The proposed approach is based on local analysis with the aim to avoid global 
noise. Intrinsic characteristics in the image are used to identify borders, such as body 
posture or temperatures related with color values. 

The technique showed good results even in images where the borders of the ROI 
are unclear, in spite of this, there are some errors in images with low contrast in the 
region of the breasts, amorphous breasts and in images with too many regions of high 
temperatures around all the body. These cases are an opportunity to keep working in 
the technique and improve the results. As a future work, the second stage of this pro-
ject will be addressed, the stage related to feature extraction from segmented images 
where we will propose approaches for the classification task. 
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