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Discovering Relationships among Personal and
Academic Factors with Academic Performance

using Association Rules

Silvia Beatriz González Brambila, Josué Figueroa González

Universidad Autónoma Metropolitana, Ciudad de México, Mexico

{sgb, jfgo}@correo.azc.uam.mx

Abstract. Educational environment produces a lot of information re-
lated with many aspects, besides the traditional system, the growth of
online educative systems and the called e-learning, have increased the
amount of data available for its analysis. Data Mining offers different
techniques for processing information in order to discover patterns that
can be used for obtaining knowledge which helps improving or taking
decisions about certain topics. This work presents the concepts related
with, and the use of the called Educational Data Mining, specifically the
technique of Association Rules, for obtaining relationships among the
academic and personal factors with academic performance.

Keywords: Academic performance factors, association rules, educational
data mining, knowledge discover, mining scholarship data.

1 Introduction

Educational environment produces a lot of information that can help in the
improvement of many aspects related with education if it is analyzed and pro-
cessed in a right way. Data Mining allows analyzing big volumes of information
searching for interesting patterns that allow making decisions and solving prob-
lems. Data Mining techniques have been applied frequently to commerce and
customer preferences situations, however in the last decade, these techniques
have been applied to an educative environment creating the called Educational
Data Mining (EDM) [10].

There are many definitions about what EDM is, but in a general way, it can
be understood as the development of techniques and processes that allow discov-
ering knowledge from data generated in an educational environment [8]. EDM
uses the same techniques that Data Mining, in general, these techniques are:
classification, clustering, regression and association rules. All of these techniques
use different algorithms like decision trees, neural networks, k-nearest neighbor,
Bayesian classifiers and others, for processing information and which are used
depending the desired goal.
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Applying these techniques to the information produced in an educational
environment, allows to discover knowledge, which can improve many aspects
related with education, like: courses planning, students performance during their
studies or even in a single course or exam or identifying risk factors which can
cause a student drop up its studies or fail in approving a certain course.

One of the problems that worry the most in an educative system is the
academic performance; this one can be affected by a lot of aspects, like personal,
academic or even labor ones, so it could be difficult to identify the most impor-
tant events or situations that can affect the academic performance of students.
Considering this, the goal of this paper is to present the use of EDM, reviewing
and applying their main stages, in order to identify the relationship among
different personal and academic events or situations, and discovering how they
affect the performance of medium high level students.

The paper is structured as follows: Section 2 presents the necessary con-
cepts for understanding and performing the process for obtaining knowledge
using Association Rules. Section 3 presents related works. Section 4 presents
the development of the knowledge obtaining process following the Knowledge
Discovery in Databases (KDD) steps [4]. Finally, conclusions are presented in
Section 5.

2 Obtaining Knowledge using Association Rules

The formal process of KDD is composed by several steps , although the amount
of stages may vary, four steps can be identified: obtaining information, cleaning
information, data mining and interpretation.

2.1 Association Rules

Association Rules are used to discover the relationships among a set of items,
rules are related by to measures: support and confidence. In a formal way, an
association rule is defined as: Let I = {I1, I2, . . . , Im} a set of attributes known
as items and let T a set of transactions {t1, t2, . . . , tn} represented as t[k]
= 1 if t is related with Ik and t[k] = 0 if not [1]. Let X be a set of some
elements of I, a transaction satisfies X if for all the elements Ik in X, t[k] = 1.
An association rule is an implication represented by X ⇒ Iij where X is a set of
some elements in I and Ij is an element of I which is not present in X [1]. The most
common algorithms for obtaining association rules are: Apriori, Equivalence
Class Transformation (ECLAT) and Frequent Pattern (FP-algorithm). Apriori
algorithm is based on identifying the frequent items in an individual way from
the data set, and extend them to larger sets of items but only if they appear
frequently in the set [2].

2.2 Measuring the Importance of a Rule

When the association rules are generated, it is common that a huge quantity
of them appear, however, not all the rules are enough significant for taking a
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decision. There are a lot of rules which are not important and can be discarded.
For this reason, some concepts can be used for measuring the importance of a
rule [11]. These techniques include: support, confidence, conviction, lift, leverage,
coverage, correlation and odds ratio, being the most commonly used support,
confidence and lift. Support of a set of elements X represents de percentage of
transactions which contains X in a group of transactions D and is defined as

support(X) =
|X|
|D|

. (1)

Confidence for an association X ⇒ Y is the grade of the amount which
contains X as antecedent and Y as a consequence. X can represent an item or a
set of items, and it can be defined as

confidence(X ⇒ Y ) =
support(X ∪ Y )

support(X)
. (2)

Lift indicates the occurrence frequency of X and Y respects an expected value
and is defined as

lift(X ⇒ Y ) =
support(X ⇒ Y )

support(X) ∗ support(Y )
. (3)

When value of lift is = 1, it means that the relationship between observed and
expected values could be a random consequence. If lift is > than 1, it represents
that exists a strong relationship between an antecedent and a consequence, in
this case, X and Y are complements. If lift is < than 1, it means that there is
not a strong relationship and X and Y can be classified as substitutes. Note that
the value for lift for X ⇒ Y it is not necessary the same for Y ⇒ X.

3 Related Works

The amount of works about EDM has grown in the last decade and are applied
to different topics [9]. The application of EDM includes traditional system,
e-learning, learning systems, courses development, students performance and
others. The most common use of EDM is related with student performance using
classification techniques, it is applied for classifying or predicting the behavior or
results for students in courses or exams, however, many works that use generation
rules as main topic also can be found.

The generation of association rules can be found in topics like identifying pat-
terns for students which can have learning problems or identifying a relationship
among some common mistakes solving certain kind of exercises [7].

In [5] are presented the generation of rules for finding the relationship among
three kinds of common mistakes at the moment of solving a problem. In [3] some
Data Mining techniques are applied to a set of data gathered from a university,
association rules are used for identifying the relationship among variables shared
by students which obtain the best notes in a course.
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In [6], the main goal was to analyze different ways of measuring the efficiency
of some association rules about the results obtained for some students which uses
or not the material given by a professor in an on-line educative system.

4 Generating Rules and Obtaining Knowledge

In order to obtain the association rules related with the academic performance,
were considered the steps of the KDD process.

4.1 Obtaining Information

The data to be processed were obtained from the Medium High Level sub
Secretary of Education [12]. The information was gathered from polls answered
by youths. There were 13,014 students, but 4,779 were discarded because they
did not start their middle high studies, so only 8,235 were considered to be
processed. The poll had a lot of questions about personal, academic and labor
factors, for this work, only were considered the personal and academic ones. An
example of the data present in the poll can be reviewed in the Table 1.

Table 1. Sample of raw data obtained from the poll.

p45 p46 p47 p48 p50h p50m p511 p512 p513 p521

999 99.8 1 4 -1 15 7 1 5 2

This sample represents the data stored and were difficult for processing and
understanding, so, before generating the rules, a process for cleaning the data
was necessary.

4.2 Data Cleaning Process

From all the variables (questions) included in the poll, only were considered
the personal and academic ones. The data cleaning, or data cooking, process,
included a transformation from continue values (numeric) to discrete values
(categories) for some of the data. This, because it could be obtained better results
using discrete values. For example, considering the academic factor ”Travel time
to school”, it was converted from values that represented ”less than 30 minutes”,
”from 30 minutes to 1 hour” or ”more than 1 hour” to Low, Medium or Hight.
”Last year average” was converted from continue values (8.5, 9.6) to discrete
values and categories like High, Medium or Low. Some variables were discarded
because most of the students did not have them, for example, the entrance exam
score, which was not remembered by many students, or the final medium level
score. At the end, were considered 11 and 10 academic variables.
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Personal factors were: Relatives which student was living, family support
with scholar problems, cigar consume, alcohol consumption, bullying, problems
at home, lack of money, low self esteem, serious illness or decease of a relative,
parents which finished medium high level and academic performance.

Academic factors were: Type of Medium level school, travel time to school,
reason for school selection, class attendance average, last year average, scholar-
ship, scholar personal support, understanding problems, problems related with
school and academic performance.

Both groups had a variable related with Academic Performance, which was
the interesting variable of the work.

4.3 Using Association Rules Algorithm for Data Mining

For generating the association rules, it was used the Apriori algorithm and for
selecting the most representative rules, the lift value was considered. The pro-
cessing was performed using R. Information was managed in its list presentation,
where each row is a transaction and each column represents an item (variable).
When one variable had more than one possible value, this was considered as
another item. Associations had two parts, the left one or antecedent, and the
right one or consequence, although were generated rules with many variables in
both sides, only were considered for the interpretation step the ones with the
variable related to academic performance in the right side as a consequence.

For clearing the results and helping the interpretation, for each variable, a
letter (key) was assigned, the letters which appear in the rules for the academic
factors and their possible values correspond to

– (A) Type of Medium level school: Private, Public, Both,
– (B) Travel time to school: Low, Medium, High,
– (C) Reason for choosing school: Academic, Economic, Personal, Assigned,
– (D) Class attendance average: Low, Medium, High,
– (E) Last year average: Low, Medium, High,
– (F) Scholarship: Yes, No,
– (G) Scholar personal support: Yes, No,
– (H) Understanding problems: Yes, No,
– (I) School related problems: Yes, No,
– (Z) Academic performance: Low, Medium, High.

Rules related with Low, Medium and High academic performance considering
Academic factors are presented in Table 2, Table 3 and Table 4 respectively. The
interpretation of the rules can be found in the Interpreting Rules sub section.

For Personal Factors, a set of letter and variable was also created, the key
letter, variable and possible values were:

– (A) Relatives which student was living with: Alone, Direct, Couple, Other,
– (B) Family support for scholar problems: Parents, Brothers, Friends, Any,
– (C) Cigar consume: Low, Medium, High,
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Table 2. Association rules considering academic factors for low academic performance.

Rule Confidence Lift

{A=PUBLIC,B=LOW,C=PERSONAL,D=MEDIUM,E=LOW, 0.6769 4.0281
F=NO,G=YES,I=NO}
{C=PERSONAL,E=LOW,F=NO,G=YES,H=YES} 0.6721 3.9996
{B=LOW,C=PERSONAL,E=LOW,H=YES} 0.6666 3.9671

Table 3. Association rules considering academic factors for medium academic perfor-
mance.

Rule Confidence Lift

{B=HIGH,C=ACADEMIC,E=MEDIUM,F=NO,G=SI} 0.6666 1.7168
{B=HIGH,C=ACADEMIC,E=MEDIUM,F=NO,I=NO} 0.6610 1.7022
{B=MEDIUM,C=ACADEMIC,D=HIGH,E=MEDIUM, 0.65346 1.6828
F=NO,G=NO,I=NO}

Table 4. Association rules considering academic factors for high academic perfor-
mance.

Rule Confidence Lift

{A=PRIVATE,C=ACADEMIC,D=HIGH,E=HIGH, 0.9393 2.1174
F=NO,G=YES,H=NO,I=NO}
{A=PRIVATE,C=ACADEMIC,D=HIGH,E=HIGH, 0.9342 2.1057
F=NO,G=YES,H=NO}
{A=PRIVATE,B=MEDIUM,C=ACADEMIC, 0.93023 2.0968
D=HIGH,E=HIGH}

– (D) Alcohol consume: Low, Medium, High,
– (E) Bullying: Yes, No,
– (F) Problems in home: Yes, No,
– (G) Lack of money in home: Yes, No,
– (H) Low self esteem: Yes, No,
– (I) Serious illness or decease of a relative: Yes, No,
– (J) Parents which finished medium high level: Father, Mother, Both, Any,
– (Z) Academic performance: Low, Medium, High.

Rules related with Low, Medium and High academic performance considering
Personal factors are presented in Table 5, Table 6, and Table 7 respectively.

The interpretation of these rules can be found in the ”Interpreting Rules”
sub section.

4.4 Obtaining Knowledge from Academic and Personal Rules

Interpreting the rules is quite simple, the left side can be interpreted as a set
of actions which tends to a certain result. For example, consider the following
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Table 5. Association rules considering personal factors for low academic performance.

Rule Confidence Lift

{D=HIGH,F=YES,G=NO,J=ANY} 1 5.9506
{C=NO,D=LOW,F=YES,H=YES, 0.8888 5.2894
J=ANY}

Table 6. Association rules considering personal factors for medium academic perfor-
mance.

Rule Confidence Lift

{B=NO,C=HIGH,D=MEDIUM,E=NO,G=NO} 1 2.5752
{B=NO,C=HIGH,D=MEDIUM,G=NO,I=NO} 1 2.5752
{A=DIRECT,B=YES,C=NO,D=NO,F=YES, 0.90909 2.3411
G=YES,H=YES,I=NO,J=ANY}

Table 7. Association rules considering personal factors for high academic performance.

Rule Confidence Lift

{D=NO,E=NO,F=YES,H=NO,I=YES,J=BOTH} 0.8888 2.00363
{D=HIGH,F=NO,J=FATHER} 0.88888 2.00363

rule which is present in Table 7, indicating Personal factor related with High
academic performance: {D=HIGH,F=NO,J=FATHER} → Z=HIGH. This can
be interpreted as: High alcohol consume, not having problems in home and
father finished medium high school, are related to having a High Academic
Performance.

But this direct interpretation is not enough, for obtaining knowledge, the
most representative rules were analyzed (with the highest value of lift) in order
to find interesting patterns. For example, it was found that many (70%) of the
rules with a lift value from 1.85 to 2.1 for Academic factors, have as private, the
school where medium level was finished. Looking for this criteria in the rules for
medium and high performance, was found that 78% of the rules related with low
performance have as Public this value. Medium academic performance did not
consider this factor.

Something similar occurs about the reason for choosing school, all the rules
related with high academic performance which have this criteria, have as value
Academic, meanwhile, several of the rules associated with low performance have
as value Personal.

A relevant criteria is also the average attendance, which is related directly
with the performance, high, medium, and low attendance average correspond to
high, medium, and low academic performance.

From this, talking about Academic factors, the kind of school where the
student studied medium level, it is a decisive factor, indicating that public schools
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of this level may be having problems or not an enough academic level. Also, the
fact that a student chooses a school due to personal factors should not be the best
decision, promoting that the criteria for choosing a school be for its academic
characteristics, should be a better option in the performance of students.

A similar analysis was performed for the Personal factors. Here, a rule indi-
cates that the fact that any of the parents have finished medium high school, it is
a factor related with low academic performance. From the rules obtained about
this performance, all of them contains this value for the criteria. Something
similar occurs with a medium performance, but with a high performance, all of
the values for this criteria, when it appeared, have the value of Both, Father or
Mother.

A factor, also present in low academic performance is having low self esteem,
reviewing the rules, all the ones that have this criteria with a value of Yes
correspond to a Low performance, meanwhile the value of No, it’s present in the
rules associated with high academic performance.

Some values are a little difficult to identify, for example, consider Alcohol
consumption, which has values of High in all the rules, however, analyzing a
bigger set of those ones, can be found that this value was present in more rules
for low performance, and in less rules for medium and high performance, which
have more rules with the value of Low or No consume.

From this analysis, it can be concluded that an important factor for having
a good academic performance is not related with the student, but with the
parents, promoting that adult people to finish at least this level, could improve
the academic performance of their children. Also aspects like self esteem and the
consumption of alcohol should be considered.

5 Conclusions

Educational Data Mining offers great opportunities for processing and obtaining
knowledge from data generated in an educational environment. The amount
and variety of information that can be analyzed is enormous and if it’s right
processed and interpreted, it can be a powerful tool for improving many of
the aspects that occur in education. The goal of this work was to identify
relationships among academic and personal aspects with academic performance,
so the association rule technique was chosen, this is the first step for obtaining
knowledge, choosing the correct technique of Data Mining, according the kind
of problem to treat and the desired goal. About the whole process, KDD offers
a set of formal steps that helps in the application of the EDM. Before analyzing
and processing the information, it is important that a correct cleaning and
pre-processing of the data is performed, considering the format of the original
data, it was necessary to perform this process, where it’s important to know the
problem and environment, so the best criteria, transformations and categories
can be specified, this contributes to obtaining better results, removing variables
that are not significant and creating categories also helps in getting clearer
associations. At the moment of interpreting the rules, it’s necessary a certain
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level of knowledge about the problem and concepts that are being analyzed.
Using the lift property for measuring the importance of the rules, and taking
the ones with the biggest value contribute to a clearer interpretation of those
ones. But it is necessary to analyze several rules (with the highest value of lift) to
identify the relationship between some criteria with the academic performance.

From the obtained rules, it is clear that factors like the studies level of the
parents, alcohol consumption, self esteem and attendance average are related
with the academic performance. This can be used for different institutions,
not necessarily educative, for taking decisions or implementing politics that can
improve the academic performance of students.
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Abstract. This paper presents an object recognition module develop-
ment. This module uses a local feature approach to identify keypoints in
free form objects and an unsupervised artificial neural network (ANN)
to associate the nearest ones and get clusters of each object learned.
The module uses A-KAZE feature descriptor and Growing Cell Struc-
ture (GCS) ANN. The module is validated using an own data base,
with twenty real objects and twenty different images each one. Here is
presented a variety of experiments using from five to fifteen trainning
images per object and the rest of them for evaluation. This method gets
good results with 100% of discrimination between objects and up to 80%
of correct classification.

Keywords: A-KAZE, growing cell structure, free form object recogni-
tion, local features.

1 Introduction

There are plenty of works referents to object recognition showing good results
[1–4]. These works prove classification and object recognition is an issue solved
for a lot of computer vision methods. These tools can use external features
(size, signatures, polygonal approximations) or inner features (color, gray levels,
texture). Additionally, the feature classification can be doing with different
approach like ANN, support vector machines, statistical methods, etc.The choice
of one of these methods depends of the problem, application or data base to work
with. One of the current challenges is to get a method who can be used in real
time, be faster and not need extra processing resource to be applied. Thinking
in a human environment like an office or a house, where a human do his daily
activities, it can be find several different objects. There are objects like phones,
scissors, staplers, etc. These object are complex to modeling mathematically.

Then, if the goal is recognize them, a good solution is an object recognition
method considering free form objects. The most methods like that use local
feature to describe the objects in a faster way [5–8]. These methods, detects
visually distinctive points in images called: interest points, salient points, key-
points or corner points. The detection includes the keypoints scale, orientation
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and description making them a strong feature to learn and recognize an object.
The most popular of them are Scale Invariant Feature Transform [9] (SIFT)
and Speeded Up Robust Feature [10] (SURF). Recently, in [11], it was develop
KAZE, a feature detector and descriptor algorithm comparable to SIFT but with
an increase computational cost disadvantage compared to SURF. KAZE evolved
to A-KAZE [12] showing an excellent compromise between speed and execution
compared to BRISCK [13], ORB [14], SURF, and SIFT. The keypoints alone
can be classified with a nearest neighbors algorithm. But talking about free
form object where the all 3D form is taking into account and there are a lot
of keypoints describing only one object, should be used an optimized method
to cluster the data. The best choice is an ANN, whom is an approach with a
high popularity and a way for develop adaptive coefficients to make decision
function by series of patterns training presentations. Actually, there are a lot
of ANN variants and is hard enough to choice one that fully solve a particular
problem. In the free form object recognition module, the patterns to be classified
are those obtained by the method A-KAZE and it is chosen the self-organizing
GCS [15] for classification task which have the advantage to increase and decrease
dynamically his form during the training phase.

There are many successful object recognition models who take local features
into objects representations. These models can often be broken down into two
steps: a coding step, of the most representative features in a scene, and an
association step, which summarizes the features over nearest neighborhoods or
some similar clusters. Several coding combinations and association schemes have
been made. The bag of words or bag of features it will be made more popular,
works like [16–18] use it with supervised or unsupervised classification obtain-
ing result about 84% to 91.4%. ANN supervised and unsupervised have been
used too, like in [19], the back–propagation algorithm with local signatures and
self-organizing maps obtained a 75% correct classification. With unsupervised
low level local descriptors [20], a model based on bayes, PCA and combining
SIFT-PCA [21] make more distinctive the representation. These obtained a 95%
classification. The unsupervised feature learning with convolutional ANN [22],
[23] and [24], and local descriptors using SIFT obtained correct classification
about 80%, 85.8%, and 92.5%. Another using the same model [25] but with
images RGB-d obtained a 93.23%. Cellular ANN and SIFT had been used
obtained 90%. The disadvantage is to have large data set and large time. Also
many of them use data base like COIL-100, CALTHEC-101 and others. The
free form object recognition module contribution is: (i) the automatically data
association obtained from A-KAZE with the ANN self-organizing GCS, (ii) the
speed because use only a few views, (iii) discriminate well the objects between
them, and (iv) easy to be implemented. A performance analysis is carried to
prove using an ANN model and keypoints can be applied in a real time module,
remains consistent, be fast and be accurate. To evaluate the approach it is
considered data cross performances, confusion matrix and receiver operating
characteristics (RoC) curve analysis.
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2 A-KAZE

A-KAZE refers to a method based on KAZE but faster because the dramatic
speed-up introduced by Fast Explicit Diffusion (FED) schemes and the low com-
putational demand and storage by Modified-Local Difference Binary (M-LDB).
In this section is briefly described the algorithm from [12].

Firstly, define a evolution times set to build the nonlinear scale space in a O
octaves and S sub-levels series mapped to pixels scale σ with

σi(o, s) = 2o+s/S , o ∈ [0 . . . O − 1], s ∈ [0 . . . S − 1], i ∈ [0 . . .M ], (1)

where M is the total filtered images number. Then the discrete scale levels set
is converted to time units

ti(o, s) =
1

2
σ2
i , i = {0 . . .M}. (2)

The input images are convolved with a standard deviation Gaussian to reduce
noise and artefact and to computed the contrast factor as the gradient histogram
70%. With both input images and contrast factor the FED scheme starts, the
pyramidal approach algorithm 1 and inner cycle algorithm 2.

Algorithm 1: Pyramidal FED,
nonlinear diffusion filtering

Data: Image L0, contrast λ, τmax
and evolution times ti

Result: Set of filtered images
Li, i = 0...M

1 for i = 0− > M − 1 do
2 1. Compute diffusivity A(Li)
3 2. FEDcycle time T = ti+1 − ti
4 3. Number of inner steps n
5 4. Compute step size τj
6 5. Set Prior Li+1,0 = Li Li+1 =

FEDCycle(Li+1,0, A(Li), τj)
if oi+1 > oi then

7 Downsample Li+1 with
mask ( 1

4
, 1
2
, 1
4
)

8 λ = λ0.75

Algorithm 2: FED Cycle

1 Function FEDCycle

(Li+1,0, A(Li), τj) for
j = 0− > n− 1 do

2 Li+1,j+1 = (I + τjA(Li))Li+1,j

3 return Li+1,n

The feature detection uses the Hessian determinant for each images filtered
Li in the nonlinear scale space. The differential multi-scale operators set are
normalized with a scale factor

Li
Hessian = σ2

i,norm(Li
xxL

i
yy − Li

xyL
i
yx). (3)
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The concatenated Scharr filters is used for computing the second order deriva-
tives with step size σi,norm. At each evolution level i, the detector response is
check, if is higher than a pre-defined threshold and if is a maxima in a 3x3 pixels
window. Then, the 2D keypoint position is estimated with sub-pixel accuracy.

The feature description use M-LDB with the derivatives computed in the
feature detection step to compute an average approximation of the same areas
in the intensity and gradient images. Finally, the descriptor vector of length 64
is obtained.

3 Growing Cell Structure

Next is briefly describe the unsupervised GCS model from [15]. The model is
a Kohonen’s self-organizing network variant. The main advantage over existing
approaches is the model ability to automatically find a suitable network structure
and size, achieve through a controlled growth process that also includes occa-
sional units removal. The network dynamics is summarized in the next algorithm
3 and 4.

Algorithm 3: GCS

Data: εb best matching, εn
neighboring and λ steps

1 Start: k-dimensional simplex

V = Rb

2 while (6= desired network size) do
3 AdaptationSteps

4 Determine q: hq ≥ hq (∀ c ∈ A)
5 Look q largest distance neighbor f :
‖ wf −wq ‖≥‖ wc−wq ‖ (∀ c ∈ Nq)

6 Insert cell r between q and f .
7 Initialize r: wr = 0.5(wq + wf )
8 Redistribute counter:

∆τc =
|F (new)

c |−|F (old)
c |

|F (old)
c |

τc

9 Initialize new cell: τr = −
∑
c∈Nr

∆τc

10 After insertion, check p̂i < η

11 Cells remove: p̂ = p̃
∑
c∈A

f̃c

Algorithm 4: GCS: Adapta-
tionSteps

1 for adaptationsteps = 0− > λ do
2 Choose an input signal ξ

according to P (ξ)
3 Locate the best matching unit

s = φw(ξ).
4 Increase matching:
5 ∆ws = εb(ξ − ws)
6 ∆wc = εn(ξ − wc) (∀ c ∈ Ns)
7 Increment the signal counter of

s:
8 ∆τs = 1
9 Decrease all signal counters by a

fraction α in the network A:
10 ∆τc = −ατc (∀ c ∈ A)

4 Object Recognition Module

The free form object recognition module is proposed like the described in the
Figure 1. The module is divided in two main phases: Leraning and Recognition.
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In Learning phase, it is used different object view images as input. Using
A-KAZE extracts keypoints, process the data and pass trough the unsupervised
GCS for classification. Each class is reserved into a data base with a label (name
of the object). The Recognition phase, uses only one object view image as input.

As in the Learning phase, it is used A-KAZE to extract keypoints, process
the data and pass trough GCS evaluation to obtain the object label.

Fig. 1. Object recognition module blocks diagram.

4.1 Module Description

After extract the keypoints from the images and before pass trough GCS, the
data is processed. A-KAZE gets a big data from an image and all the data can
be reduced to an histogram. This is proved with the process explanation next:

1. There are four images from an object in different views: front, back, left and
right. For each view all the keypoints are extracted.

2. Each view is compared with the right. The Figure 2 presents the 50 best
keypoints coincidences connected by a line.

The above shows, that images from one view to other, in an object, share
many features. If the object has more images it will have more coincidences
between views.

3. All the keypoints are summarized into an histogram per image from the pre-
vious object. The keypoints homogenization summarized the view essence.

The histogram keeps the information about an object view because it is learned
all the keypoints whom are part of that view. In Figure 3 (a), the four histograms
are overlayed to show the similitude between them and the graph errors from
each comparison is shown in Figure 3 (b). Also, a comparison between the object
2 in Table 4 and the actual object is carried out and the result are shown in
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Fig. 2. Four images from an object in different views: front, back, left and right view.
Graphical representation of keypoints coincidences.

(a) (b) (c) (d)

Fig. 3. (a) Histograms per image view, (b) Error between views, (c) Two different
object histogram, (d) Error graph.

Figure 3 (c) and in Figure 3 (d) it is observed that the error between them is
bigger.

4. Once obtained the histograms per object, these are the GCS input. The GCS
automatically do a nearest neighbor association of them.

5. The histograms belongs to an object will be classified into a neurons group.
Therefore, there will be more than one neuron per object.

Algorithm 5: Object recognition
module. Training

Data: I images, N objects, L
images per object, E object
label

Result: classes(N) Object classes.
1 for n← 1 to N do
2 for l← 1 to L do
3 keypoints =A-KAZE(I(n,l))

H(n,l)= Σkeypoints
Totalkeypoints

4 classes(N,E)=GCS(H )

Algorithm 6: Object recognition
module. Evaluation

Data: I image
Result: class(I) object class and E

object label
1 keypoints =A-KAZE(I )

2 H(I )= Σkeypoints
Totalkeypoints

3 class(I,E)=GCS(H )
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4.2 Algorithm Training and Classification

The free form object recognition module implementation is as follows. There are
Training and Evaluation tasks. In Training task, as is shown in algorithm 5, the
input are the images, object number, images number and the object label.

The module accurate depends of the images number per object. Although,
in some cases, only five images are enough to learn an object. Using A-KAZE
the keypoints are extracted and the histograms per image are builded. All the
histograms are sent to ANN GCS to classification. Each class is saved in a data
base with a label (object name). The Evaluation task, as is shown in algorithm
6, receives only one image per object to recognize as input. As in the Training
task, uses A-KAZE to extract all the keypoints and builds the image histogram.
Then, the histogram is sent to evaluation with the ANN trained. The ANN
delivers the nearest class and the recognized object label.

5 Experiments and Results

The free form object recognition module validation is as next. It is used an own
five real objects data set shown in Table 4. Each of them with twenty views
images to different sizes. The experiments are from 5 to 15 images to training
and the rest for evaluation. The main parameters of each experiments, described
in Table 1 are: training images number, evaluation images, ANN max neurons
numbers and training steps. The neurons and epoch values are chosen to be
between 100 minimum and 500 maxima depends of the training images number.
In GCS εb = 0.05, εn = 0.005 and λ = NumOfSamples adaptation steps for
all the experiments. The experiments takes randomly images from the data base
for each object in each experiment.

Fig. 4. Real objects data set. (1) corrector, (2) gift, (3) cell-phone, (4) marker, (5)
turtle.

5.1 Results

The experiments results are shown in a confusion matrix for each one and RoC
curve analysis for the classification. The confusion matrix is shown in Table 2,
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Table 1. Main parameters per experiment.

Experiment Training Evaluation Neurons Epochs

First 5 5 100 100
Second 5 1 100 100
Third 5 15 200 200
Fourth 10 10 200 500
Fifth 15 5 200 500

these show a consistent classification mistaking the two last objects in each
experiment. The training and evaluation performance was done in MATLAB
2015 in a PC with Intel(R) Core(TM) i7-4770 3.40GHz processor, with 12 GB
RAM, Windows 8 (64) bits OS.

Table 2. Experiments confusion matrix.

First Second Third

1 2 3 4 5 1 2 3 4 5 1 2 3 4 5

1 5 0 0 0 0 1 10 0 0 0 0 1 5 0 0 0 0
2 0 5 0 0 0 2 0 10 0 0 0 2 0 5 0 0 0
3 0 0 5 0 0 3 0 0 10 0 0 3 0 0 5 0 0
4 2 0 0 3 0 4 4 0 0 6 0 4 2 0 0 3 0
5 0 0 0 0 5 5 1 0 0 0 9 5 0 0 0 0 5

Fourth Fifth

1 2 3 4 5 1 2 3 4 5

1 1 0 0 0 0 1 13 0 0 1 1
2 0 1 0 0 0 2 0 15 0 0 0
3 0 0 1 0 0 3 0 0 15 0 0
4 1 0 0 0 0 4 4 0 0 10 1
5 0 0 0 1 0 5 1 1 2 0 11

Table 3. Experiments results.

Experiment (%) Time (sec)

First 92 0.351
Second 80 0.426
Third 85.33 1.246
Fourth 90 2.344
Fifth 92 3.457

However, the experiments percentages and the performance training time
presented in Table 3, exhibit two best with 92% correct classification, the rest
up to 80% correct classification. The performance training time depends of
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the neurons quantity which at the same time depends of the images quantity.
Considering the results and only the neurons quantity, the training time increase
with a lineal approximation like (4):

time = 0.0063(neurons)− 0.2395. (4)

The increase in time remaind small from a neuron quantity to other. If the
images training increase to 20 the neurons should increase to 700 and the time
will be 4.1705 s approximately. Remembering that are 20 images per each of the
five objects, then, the module is considering faster.

Table 4. Operating characteristics per experiment.

Object TP TN FP FN Sensitivity Specificity 1-Specificity

(1) 34 129 15 2 0.944 0.896 0.104
(2) 36 143 1 0 1 0.993 0.007
(3) 36 142 2 0 1 0.986 0.014
(4) 22 142 2 14 0.611 0.986 0.014
(5) 30 142 2 6 0.833 0.986 0.014

Fig. 5. RoC curve of each object for all the experiments.

Additionally, the sensitivity and specificity experiments analysis is obtained
using the true positive (TP), true negatives (TN), false positives (FP) and
false negatives (FN). The values are in Table 4, corresponding to all the data
classify in the five experiments, it means 180 images total. These operating
characteristics can be reformulated slightly and then presented graphically as
shown below in Figure 5. The plots shows true positive against the false positive
rate for the different possible classification result. These curves demonstrates,
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the tradeoff between sensitivity and specificity (any increase in sensitivity will
be accompanied by a decrease in specificity). The curves follow the left-hand
border and the RoC space top border, showing the test accuracy. The object 1,
4 and, 5 curves are closer to the 45-degree RoC space diagonal but still closer
to the RoC space top border. These are less accurate but enough to do a good
classification.

6 Conclusions

This paper presented a free form object recognition module development based
on local features and ANN. The features identify free form objects interest points
and are used as ANN input to cluster the nearest. It was used A-KAZE and GCS.

The GCS network uses from 100 to 500 neurons maxima in training. The
module was validated using an own real object data base with five objects and
twenty images per object. The ANN was trained with different images number
per object. The obtained results are good ones with 100% classification rate
and up to 80% recognition. It means the module can discriminate very well the
objects. There are some confusions in the evaluation because it is necessary to
give the system images with more features from object views. Future work is: (i)
to increase the objects number, (ii) mix more similar objects to see the module
performance, and (iii) to implement it in a humanoid robot NAO to do service
tasks.

Acknowledgement. Acknowledgements to CONACYT for the economic schol-
arship support to get a master’s degree 584190/571271.
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Abstract. The phase computation is used in many applications of signal and
image processing such as edge, line, symmetry detection, image analysis and
recently to show small motion or color changes. Eulerian video processing allows
to show small color changes and motions invisibles to the naked eye. Eulerian
motion magnification, was modify using the phase and the Riesz pyramid in order
to reduce the noise amplification. In this work we introduced a novel phase mag-
nification approach based on a infinitely differentiable unique compact supported
window, an atomic function. Another contribution of our work was apply our
quaternion phase and Eulerian magnification to 3D motion, which has not been
reported so far, we propose to use simple projections of conformal algebra in
order to do the magnification at any plane of the 3D space. We compare the phase
(Riesz Pyramids), with the atomic Riesz pyramid, in our comparation our atomic
pyramid Riesz preserves more information than the phase Riesz approximation,
besides our approach is slower by 2.5 times. Finally, we compare method and
the linear magnification (Laplace Pyramid) in terms of the Signal to Noise Ratio
(SNR). We found that the phase magnifications has better response to noise than
the linear method.

Keywords: Quaternion atomic phase, phase magnification, atomic functions, and
local phase.

1 Introduction

The phase concept is commonly used in many application areas of signal processing
such as telecommunications, image processing, geophysics, hypercomplex analysis,
and recently to show small motion or color changes, visual microphone and to create
an interactive elastic image called visual vibrometry [15,14,16,17,8,9]. There are three
different types of phases, the global or Fourier phase, the instantaneous phase and the
local phase [7,12]. In this work, we propose a new technique for computing the local
phase magnification in order to amplify motion by using a multiscale radial atomic
function and 1D atomic function for computing the short-term and long-term temporal
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variation on 2D and 3D. There are three main reasons for using the atomic functions.
The atomic function have a compact support in space domain, the n−order derivative
is easy to compute and we can compute the Hilbert and the Riesz transform by using
the first derivative [6]. We present some applications in order to measure the breathe
rate in 2D and 3D and the heart beat measurement. We use a RGB camera and RGBD
(3D) sensors KinectI to get 2D and 3D sequences. According to our results, our phase
magnification lost less information than the other Riesz approximation, however the
computational time of our method response to noise than the linear method.

2 Quaternion Algebra

Quaternions H or G3,0,0 in the Geometric algebra GA is correct framework to compute
the local phase [11,12,7]. An element of H consists of a real element adding three
imaginary elements (i, j,k):

q = a+bi+ c j+dk, (1)

where a,b,c,d ∈R and i, j obey the relations i2 = j2 =−1, i j = k. The real part of q is
noted by Re(q) = a and the pure part is Pu(q) = bi+c j+dk [13]. H are geometrically
inspired, due to the quaternions may be used to represent rotations (as bivector) in
R3 and R4 and translations (as vector) in R3 [13]. GA allows to distinguish naturally
objects and operations [12]. The imaginary components can be described in terms of
the basis of R3 space, i→ e32, j→ e13,k→ e21 [12,13].

3 Local Phase Information

The Fourier or global phase is the most well known phase and denotes the angular phase
of a signal in frequency domain [11]. However, when 2D the structural information is
needed, the local phase can be computed [11,7]. The local phase, is used to know what
is the phase at a certain position of the real signal [11,12]. The local phase means the
computation of the phase restricted to a certain part or bandwidth of the real signal.
The local phase is useful to separate the signal structure into impulses (even) and jumps
(odd) [15,14]. Additionally, the phase information allows us to use the invariant or
equivariant properties of the signal [12]. For instance, it has been shown that the phase
has an invariant response to image brightness and it can also be invariant to the rotations
[12,14]. For 2D signals, the complex approach, Hilbert transform is not enough to com-
pute the magnitude and local phase independently in any direction [12,11]. Then, the
quaternionic analytic signal and the monogenic signal have been proposed [11,12,15].

3.1 Monogenic Signal

The monogenic signal, was proposed by M. Felsberg and G. Sommer, and generalize
the analytic signal to n−D. The monogenic signal for 2D signals is represented by [7]:

fM(x) = f (x)+(i, j) fR(x) = f (x)+(i, j) f (x)∗ x
2π|x|3

. (2)
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The magnitude of the signal is computed by | fM(x)|=
√

(i, j) f 2
R + f (x)2. Since the

monogenic signal is constructed from the original signal and its Riesz transform, we
can express the local phase φ and the local orientation θ as [12]:

φ = arctan
( |(i, j) fR) ∗ f (x)|

f (x)

)
, (3)

θ = arctan
(

j fR ∗ f (x)
i fR ∗ f (x)

)
. (4)

We use an special window, the radial atomic function, in order to compute the local
phase, to a certain part or bandwidth of the real signal.

4 Atomic Functions and Monogenic Signal

In this work we use two atomic functions an up(x) for time convolution and a radial
atomic function Plop(x,y) in order to compute the Riesz Transform in a multiscale
approach.

The atomic functions (AF) are compactly supported, infinitely differentiable solu-
tions of differential functional equations with a shifted argument [18]:

L f (x) = λ

M

∑
k=1

c(k) f (ax−b(k)), |a|> 1,b,c,λ ∈ N, (5)

where L = dn

dxn +a1
dn−1

dxn−1 + ...+an is a linear differential operator with constant coeffi-
cients.

The function up(x) has the following representation in terms of their Fourier trans-
form as [18,5]:

up(x) =
1

2π

∫
R

∞

∏
k=1

sin(ν2−k)

ν2−k eiνxdν , (6)

=
1

2π

∫
R

ûp(ν)eiνxdν . (7)

A radial atomic function was mentioned in [6] as up(
√

x2 + y2) (see Fig 1). How-
ever in [6], the function Plop(x,y) was defined as a radial infinite differentiable function
with compact support (see Fig 1):

Plôp(ν ,υ) =
∞

∏
h=0

∞

∑
k=0

[−(u2 +ν2)]k

32k(h+1)[(k+1)!]2
, (8)

and is solution of the following functional-differentail equation:

∇
2Plop(x,y) = λ

∫
∂S

Plop[3(x−ξ1),3(y−ξ2)]ds+µPlop(3x,3y), (9)

where ∇2 = ∆ = e1
∂ 2

∂x2 + e2
∂ 2

∂y2 , ξ 2
1 +ξ 2

2 = 4/9, µ =−4πλ/3 and λ = 35/4π .
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Fig. 1. Left: ûp(
√

ν2 +υ2); right: Plôp(ν ,υ).

4.1 Riesz Transform using Atomic Functions

The Hilbert transform acts as an involution on the space of solutions of linear differential-
functional equations solutions such as atomic functions [19]. The Riesz transform can
be seen as a generalized Hilbert transform to n−dimensions [12]. A Riesz transform
based on an atomic function was presented at [6] using this equation:

fR(x) = f (x)∗
(

∇
2Plop(x)∗− 1

2π
sign(|x|)log(|x|)

)
. (10)

Atomic-Riesz pyramid coefficients consist of a real part and two imaginary parts
with two Riesz transforms based on equation 10:

fM(x) = f (x)+ i fR1(x)+ j fR2(x), (11)

and this information is used to determine the local amplitude A = || fM||, local phase φ

and local orientation θ :

fM = Acos(φ)+ iAsin(φ)cos(θ)+ jAsin(φ)sin(θ), (12)

log
fM

|| fM||
= iAφ cos(θ)+ jAφ sin(θ). (13)

Equation 13 uses a normalized quaternion,and is invariant to whether the local phase
and orientation are φ and θ or the antipode −φ and θ +π .

5 Linear and Phase Magnification

Eulerian video magnification (linear magnification), was introduced by F. Durand, W.
Freeman et al [1,8,9] is able to amplify small motions or color changes in videos. In
their work, the temporal brightness changes in each frame sub-bands are amplified in
order to amplify motions or color changes.

Figure 2 shows the Euler magnification approach on an image, by increasing tem-
poral variation it is possible to increase spatial motion or color.

In order to do the implementation of the linear magnification Wadhwa et al. [8] use
a Laplace pyramid in addition to temporal filter. The main problem of linear magnifica-
tion is that noise power is amplified.

34

E. Ulises Moya-Sánchez, Marcela Bonell, Gustavo Torres, Eduardo Vázquez-Santacruz

Research in Computing Science 118 (2016) ISSN 1870-4069



Fig. 2. Euler magnification approach on a frame, where the fluid par- ticles is tracked over time.

Several papers has demonstrated that the local phase using bandpass filtered can be
used for local structure description and motion estimation. Also it has been shown the
link between phase and motion and could be exploited in an Eulerian manner for motion
magnification [14,20]. Additionally, the main problem of linear magnification were
solved by amplifying temporal phase variations using a Riesz pyramid approximation
[1,10]. In this work we propose use an unique atomic function to compute our Riesz
transform aproximation and to compute some temporal filters in 1 dimension.

5.1 Local Phase Magnification based on Atomic Functions

As a summary, the first step to phase magnification is to express the image sequence
in terms of the quaternion Riesz pyramid. The next step is to filter the local phase in
a temporal way we have used an up(x). Then an amplify factor (α) was applied to the
local phase(magnitude and local orientation are not affected) , finally the Quaternion
Riesz pyramid of the n frames is reconstructed. This method is very time consuming
due to we need 3 images ( or 3 pyramids) for each sequence pyramids instead of one
pyramid a Laplacian approach. The local phase computation has an ambiguous sign,
therefore a filter a sequence of unit quaternions can be used. According to [8,9] the
local orientation θ is supposed as constant over time at every pixel [9]. The equation 13
can be expressed in terms of n− f rames:

iAφn cos(θ)+ jAφn sin(θ). (14)

At every pixel, a temporal filtering 1D on this quantity to isolate motions or changes
of interest. In this case we propose using an 1D atomic function up(x). Spatial filtering
can be achieved by weighted blur with Plop function on the i and j components:

iPlop(x,y)Aφn cos(θ)+ jPlop(x,y)Aφn sin(θ). (15)

Motion amplify coefficients in the phase approach are in the same way as phase-shift
a complex number. A quaternion expression is amplified by α factor such as

Acos(αφ)+ iAsin(αφ)cos(θ)+ jAsin(αφ)sin(θ). (16)

When multiply IM this unit quaternion by the original coefficient (x)+ i fR1(x)+
j fR2(x) the real part can be expressed by [9]:

IM = Acos(αφ)−A fR1 sin(αφ)cos(θ)−A fR2 sin(αφ)sin(θ). (17)

In the results section we compare our approach with the method reported in [9] in terms
of the Riesz pyramid reconstruction information and the time of computation.
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6 3D Magnification

The phase magnification was only defined by 2D projections. We use a RGBD sensor
(Kinect I) in order to compute a 3D magnification. In this case we use a RGBD sensor
in order to obtain the 3D information, therefore we have (x,y) plane and the depth value
is a query of the value coordinates, actually it is straightforward (see the distance such
as brightness of the image) to apply the magnification in this image sequence.

Fig. 3. Example of one 3D frame measure by kinect one.

However, using geometric algebra it is posible select any plane of magnification
using the project or reject of the 3D points to another plane. The products of the
Geometric Algebra has a geometric meaning and the dot product is related with the
projection and the wedge product with the rejection.

Let pl = (x,y,z) the 3D points in our case measured by the RGBD sensor. It is
posible to project the 3D point into anothers planes ( not only use πx,y = e1 ∧ e2) of
interest using this equation in the conformal space:

Ppro ject = (π · pl)π, (18)
Pre ject = (π ∧ pl)π, (19)

where π = el ∧ em is plane where the 3D points will be projected, Ppro ject are the 3D
points projected in a new plane, in the case of the rejection points Pre ject will be on
orthogonal plane. For instance if we want to project in the πy,z = e2 ∧ e3. A similar
equation (using a dot product) can be used to project lines, planes, spheres among others
objects. We belive that this is a good example about how use geometric algebra in low
and mid level image processing.

7 Results and Analysis

7.1 2D Magnification

The original gray image and its Region of Interest (ROI) in the chest of a baby sleeping
is shown in the Fig. 4. In order to show the difference between the original sequence
and the magnified sequence. We select this ROI due to is a very significant information
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Fig. 4. ROI of the image sequence for 2D magnification.

about the baby. This application can be used to make visible or measure the breathe rate
using an simple camera.

Phase magnifications using the Riesz pyramid are presented in the Fig. 5. From
left to right: original ROI, phase amplification of ROI and difference of each frame. In
order to see the evolution of the signal we show from top to down we show 5 frames at
t = 0 : 0.5 : 2sec. Its posible to see in the difference image how the edge

Original Magnified Difference

Original Magnified Difference

Original Magnified Difference

Original Magnified Difference

Original Magnified Difference

Fig. 5. From left to right: Original frame, linear magnification of a ROI of the image sequence
and the difference between the original frame and its magnification.

An application of this technique is to measure the heart beat. In this case we present
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the original image and its magnification Fig. 6 we can see in the subtraction of the
images the white region related with the pulse rate. One of the important uses of
sensing physiological signals of the human being, is the determination of stress levels
or emotions in an automatic way and this two parameter can be used. We measure the
heart beat using the maximum value and we get a 110 bpm.
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Fig. 6. Magnification of a ROI of the image sequence to get the heart beat.

7.2 Riesz Pyramids Comparison

In order to compare both approaches we compute de reconstruction (4 level in both
cases) of a couple of images. The first image is a 256×256 with a white central point
such as point spread function. In this case we show the original image, the recon-
struction and finally an image subtraction. We measure de mean value of the differ-
ence image and the standard deviation. Our method obtain mean = −2.6221× 10−24

stdv = 1.0588×10−22 in the difference image Fig. 7. In Riesz aproximation proposed
by Wadwha was used fast Riesz computation using a 0D filter approximation based on
five coefficients Chebyshev polynomials and the McClellan transform, the mean value
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of the difference was mean = 2.6622×10−7 and a stdv = 7.1790×10−5. Its posible to
see that our Riesz pyramid reconstruction presents less difference between the original.

Original Reconstructed Difference
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Fig. 7. From left to right: original image, the reconstruction of the image using the Riesz pyramid
and finally the difference between the original and the reconstructed image. In the upper row a the
result using Riesz pyramid proposed by Wadwha et all and in the down row our Riesz pyramid
approximation using atomic functions.

7.3 3D Magnification

One contribution of this work is amplify a 3D sensor image sequence. We use a Kinect,
which provides a RGB-Depth images with 640×480 images at 30 f ps. Due to IR Fig. 8
images has more noise than RGB images, therefore, we use a phase technique in order
to improve a linear Eulerian magnification method in two aspects: it supports larger
magnification and it has better noise performance.

Fig. 8. IR image. It is possible to see the IR pattern has a lot of noise.

In this case we work with the original plane acquisition, which is by definition an
x,y plane where all 3D points are projected. We select the same chest baby in order to
show the breath frequency. In Fig. 9 we present one frame and the selected region of
interest used in the Fig. 10. We use the depth map from the Kinect, we present the 3D
motion magnification Fig 10.
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Fig. 9. Depth image. We select a ROI of 3D image using the Kinect.

Original Magnified Difference

Original Magnified Difference

Original Magnified Difference

Original Magnified Difference

Original Magnified Difference

Fig. 10. Depth image phase magnification of the selected ROI. From left to right, original ROI,
phase amplification of ROI and difference of each frame between the original ROI and the
magnified frame. From top to down we show 5 frames at t = 0 : 0.5 : 2s.

In the selected ROI, we compute the Signal to Noise Ratio in terms of the mean
value of the ROI (signal) and the standard deviation of the ROI (Noise) of the mag-
nification areas. We can see that the linear magnification Fig. 11 has more variations,
in contrast phase magnification Fig. 12 has less noise at the breath peaks. This results
shows that it is posible to make a 3D phase magnification. In a future work we can
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show the 3D magnification in different planes using conformal geometry. This result has
the same behavior that the reported by Wadwha et all. Where the linear magnification
amplify the noise of the signal. We believe that our results could be used with another
3D sensors based on the projection and rejection equation it easy to project all the point
to a plane of magnification. In a future work we hope to apply this 3D with another 3D
objets such as lines, spheres among others.
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Fig. 11. Standard deviation of the selected ROI using a linear magnification.
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Fig. 12. Standard deviation of the selected ROI using a Phase magnification.

8 Conclusions

As a conclusion, we have presented a new local phase quaternionic method based on a
unique compact supported window infinitely differentiable, the atomic function up(x).
We compute a Riesz pyramid based on atomic functions and compare with the Wadhwa
Riesz approximation, our method present less difference between the gray scale value
of each image. However, the fast phase computation made by Wadwha takes 2.5 less
time than our method. Additionally we do not see a significance difference in the
final magnification. In our method we see in some levels an alliasyng effect at the
high pass filtered images. Additionally we have presented a 3D magnification based
on IR depth sensor KinectI in the front plane of the sensor. We present a projection
equation in conformal geometry in order to compute another magnification in others
projections. Due to IR images of both sensor have more noise than RGB images we
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use a phase technique to improve the linear Eulerian magnification method in two
aspects: it supports larger magnification and it has better noise performance. Finally we
compare, the Riesz Pyramids method and the linear magnification in terms of the Signal
to noise ratio (SNR), we found that the phase magnifications has better response than the
linear method. The phase motion magnification method has higher quality, however it
is also more expensive for computing which is similar result previously reported. Also,
considering another future application in forensic science, we can apply our tools in
order to detect small changes in images about facial gestures or small changes by blood
pressure, pulse and respiration in faces images given some questions put to person. In
this sense, we will have a detector of small changes in people’s faces images (2D or 3D
models) to a set of questions, only using cameras and image processing.
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want to thank to CONACYT-SNI.
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Abstract. In this article we analyze the basic elements to be considered
in vehicular traffic by using modeling based on agents. One of the most
important activities of a traffic engineer is to measure the capacity of a
road in order to optimize the road infrastructure of a city. The incor-
poration of the microscopic and macroscopic characteristics of vehicular
traffic flows are the key elements for developing a realistic model for
measuring the capacity of a particular road. By using a basic traffic
model, we present, on the one hand, the empirical relationships of a
vehicular traffic system in terms of density, flow and speed; on the other
hand, we show how the use of agent-based modeling to simulate vehicular
traffic system proves to be a plausible alternative. Also, this work makes
clear the shortcomings of a basic traffic model that must be considered
for developing a more realistic traffic simulation system.

Keywords: Agent-based modeling, traffic model, micro and macro lev-
els.

1 Introduction

Nowadays, heavy traffic in big cities is the cause of many urban problems: wasted
time, poor fuel efficiency, high pollution, stress and unfortunately, an increase
in the accident rate [2]. So the need for a network of intelligent transportation
system to be able to cope with these multiple problems is evident.

Among the multiple tasks of traffic engineers, traffic flow analysis is perhaps
the most important activity. Indeed, the optimization of the transport infrastruc-
ture largely depends on a through analysis of the traffic flow detecting areas and
time periods of increased traffic density is critical for making decisions such as
expanding the number of lanes, installing traffic lights, or altering the scheduled
times of existing traffic lights.

Likewise, among the multiple tools available to the traffic engineer, a vehicu-
lar traffic simulator is an essential tool because it allows analyzing hypothetical
scenarios corresponding to several possible vehicular flows. Also, this tool is
essential as facilitates the estimation of real-time road traffic information. In
fact, by using a vehicular traffic simulator, a traffic engineer embarks on pre-
analysis of the urban area to be investigated. The purpose of this activity is
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to establish various hypotheses to be verified, or disproved, based on the road
traffic information obtained in real time.

According to the definition of a complex system as a system characterized by
an environment in which multiple individual and independent elements interact
with each other giving rise to an emerging phenomenon [3, 5], to analyze vehic-
ular traffic from this perspective is rather a plausible approach. In fact, taking
into account the multiple factors to be considered when driving a vehicle (e,g.
the presence of other vehicles, road conditions, traffic lights, traffic accidents,
pedestrian crossing), a traffic system may also be characterized as a complex
system.

In this way, since agent based modeling is a computational methodology
that allows us to model complex systems [15], we analyze in this work the basic
elements to be considered in vehicular traffic by using modeling based on agents.
To be more specific, the vehicles are represented as agents, whereas the road is
represented as the environment in which the vehicles travel and interact. The
micro and macro level that characterize a complex system are also analyzed by
using a basic traffic model based on agents in order to present the empirical
relationships of a traffic system in terms of density, flow and speed.

Also, as a fundamental part of our analysis work we point out the short-
comings of the traffic model that must be considered for developing a more
realistic traffic simulation system. Since velocity is an intrinsic parameter to any
traffic model, an appropriated representation of distance and time is essential
for a traffic simulation system [8]. In other words, taking care of the distance
is essential for a safe control of the speed. Thus, its fundamental to study the
representation of distance and time in this model.

The theoretical framework of the methodology adopted in the traffic model
is described in section 3. As it is briefly mentioned lines above, the model
represents the simulation of a vehicular traffic system based on agents so the
properties, behaviour and interactions between autos is detailed. Then, the
empirical relationships of a traffic system in terms of density, flow and speed
are presented in section 4 as well as the basic parameters for an elemental
runtime analysis. Related work as other models for describing traffic flows is
also mentioned in the next section.

2 Related Works

In this section, we briefly narrate other models for describing traffic flows. Traffic
flow theory is a scientific field relatively young. The first traffic problems in
the past century were solved by the implementation of rule of thumb methods.
However, at the beginning of the 1950s, the turning point in the field of traffic
engineering came when Glen Wardrop described traffic flows by using mathe-
matical representations [12].

The first popular traffic flow model, commonly known as the LWR model,
was based on fluid dynamics, a discipline for studying fluids (liquids and gases)
in motion [6, 11]. In fact, traffic flow model makes use of numerical analysis
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and algorithms to solve and analyze problems that involved fluid flows. The
interactions of liquids and gases are used as an analogy to model the interactions
among vehicles.

Another interesting work was the traffic model implemented by Prigogine and
Herman who drew an analogy between gas-kinetic and the velocity distributions
[10]. It is basically a stochastic model of traffic flow in which the microgoals of
each driver are modified by the interaction with other drivers. Then, the central
idea is to predict how much the microgoals of the driver have been modified by
making use of a kinetic equation defined in terms of the desire of the driver and
the interactions with other vehicles.

Statistical physics represents a more recent framework in traffic flow mod-
elling. Particularly, the cellular automata model developed by Nagel and Schreck-
enberg is based on particles systems where the cells have varying states over
time [9].

3 Theoretical Framework

The theoretical framework that supports the basic traffic model to be analyzed in
this article is described in this section. First, we briefly define the microscopic and
macroscopic properties of traffic flow to study vehicular transport systems. Then,
we present the essential concepts of agent-based modeling, the methodology for
designing and building the basic traffic model.

3.1 Microscopic and Macroscopic Properties of a Traffic Flow

Broadly speaking, the drivers and vehicles, that is, the actors of a vehicular
transport system denote the microscopic characteristics, whereas the interactions
between drivers denote the macroscopic characteristics of traffic flows [7].

The microscopic properties of a traffic flow are described, first, in terms of
a single vehicle, and then, by considering two consecutive vehicles. The main
characteristic to describe a vehicle in a traffic lane are: length, position, velocity,
and acceleration.

Driving safely requires to be aware of how close another car is. Thus, by
considering two consecutive vehicles in a traffic lane, we have two very important
properties:

– space headway : it is defined as the space gap between two consecutive ve-
hicles: a follower and its leader (i.e. predecessor), that is measured from
the followers rear bump to its leaders rear bump. Such space gap is usually
expressed in metres.

– time headway : it is defined as the time to travel the space headway at the
current velocity. Such time gap is usually expressed in secs.

The macroscopic properties of a traffic flow are considered in terms of an
aggregate level of multiple vehicles in a traffic stream. We begin with density:
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a measure to determine how crowded a section of a road is. In other words, the
concentration or density of traffic, denoted by k, is estimated by the following
expression:

k =
nx

x
, (1)

where nx denotes the number of vehicles in the section of a road to be measured,
x denotes the length of the section of a road, and k is expressed in terms of veh/m.

The second macroscopic property is concerned with time: a temporal measure
to determine the number of vehicles passing at a particular point of the road
during a particular period of time. In other words, the flow of traffic, denoted
by q, is estimated by the following expression:

q =
nt

t
, (2)

where nt denotes the number of vehicles in a particular period of time, t denotes
a particular period of time, and q is expressed in terms of veh/s.

Average speed is the third macroscopic property and it is concerned with
multiple rather than individual speeds. There are two different ways to estimate
the average speed: the spatial measurement and the temporal measurement [1].
Assuming n vehicles in a traffic stream where the particular speed of each vehicle
is registered in a specific point and a particular time, the temporal measurement
of the average speed, denoted by ut, is estimated by the following expression:

ut =

∑n
i=1(ui)

n
, (3)

where n denotes the number of vehicles, and ui denotes the speed of an individual
vehicle.

3.2 Agent-based Modeling

The approach for developing the basic traffic model is based on one of the
primary methodologies to study complex problems: agent-based modeling. A
complex system is defined as a system characterized by an environment in which
multiple individual and independent elements interact with each other giving rise
to an emerging phenomenon [3, 5]. The complexity of a system is observed in
natural and social phenomena that are non-deterministic and have distributed
mechanisms and control. Thus, to simulate the interactions among agents to
recreate the macroscopic properties that emerge is fundamental to make sense
of the phenomena to investigate.

Agent based modeling is a computational methodology that allows us to
model complex systems [15]. More precisely, ABM is a computational modelling
paradigm that enable us to describe a complex system in terms of agents,
environment, and interactions. While agents denote the basic ontological unit
of the model, the environment represents the world in which the agent lives. In
this work, we make use of Agent based modeling to represent vehicular traffic
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flows. To be more specific, the vehicles are represented as agents, whereas the
road is represented as the environment in which the vehicles travel and interact.
The micro and macro leves that characterise a complex system are also analysed
to present the empirical relationships of a traffic system in terms of density, flow
and speed.

4 Basic Traffic Model and Discussion

The empirical relationships of a traffic system in terms of density, flow and speed
are presented in this section. First, we describe the basic traffic model used to
illustrate the relationships between the macroscopic traffic flow characteristics,
and then, the section concludes with a discussion about the shortcomings of the
traffic model that are essential to be considered for developing a more realistic
traffic simulation system.

4.1 Empirical Relationships of a Traffic System

The traffic model used to exemplify the empirical relationships of a traffic system
in terms of density, flow and speed is the model developed by Wilensky [13]. This
model represents a traffic lane in which the velocity of the cars is a function in
terms of the available space between them. In other words, an individual driver
might accelerate o decelerate according to the distance between his vehicle and
the next: the space headway. The model also proves how traffic jams emerges
spontaneously from slow-moving vehicles creating a ripple effect backward.

Moreover, the traffic model used to illustrate the relationships of a traffic sys-
tem has been developed with NetLogo [14]. NetLogo is a programming language
used to create models based on agents and has also proved to be a well suited
tool for modeling complex systems evolving over time. One of the most appealing
features of NetLogo is the capacity to investigate the connections between the
micro-level behavior of individuals and macro-level patterns that emerge from
their interactions [4].

The relation between speed and density is shown in Figure 1. It can be
noticed how the speed falls as the number of cars increases. In other words, we
observe a negative correlation between speed and density: as density increases,
speed decreases and vice versa. We can also describe this relation in terms of
the drivers comfort: as long as the density in a particular road is lower, the
driver travels at his desired speed. On the contrary, the speed range available to
a driver is limited to the extent that the density on the road increases.

Figure 2 shows the relation between flow and density. In this case, two stages
can be noticed: increasing and decreasing of the flow as traffic density rises.
In other words, we observe at the beginning a positive correlation reaching the
maximum of flow and then, a negative correlation: as density increases, flow
decreases.

In this way, Figure 2 shows two essential points to determine how much
traffic might be allocated in a road space. First, when flow is at its highest, we
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Fig. 1. The relation between speed (s ) and density (k).
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Fig. 2. The relation between flow (f ) and density (k).

can consider this value to characterise the capacity of a particular road. Second,
when density is at its highest value, we can consider this value to denote the
emergence of a traffic jam.

Figure 3 shows the relationships between density, flow and speed by using
the traffic model developed with NetLogo. Figures 3a, 3b, and 3c have been
obtained with a density value of 10, 20, and 30 respectively. In other words, the
traffic model has been run through different values of density. In this way, the
relation between speed and density can be noticed: we see how speed is dropping
whereas density increases.

From the perspective of the relationships between flow and density, the traffic
engineer can define the capacity of the road in terms of a not very constrained
speed. In other words, as long as the driver is able to accelerate to keep a
target speed, previously defined by the traffic engineer, the flow is on the way
to its highest point. Otherwise, the driver enters a state of deceleration that can
eventually lead to a traffic jam. In this particular case, Figure 3 shows how a
medium speed can be achieved with a density value of 20.
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Fig. 3. The relationships between density, flow, and speed.

4.2 Discussion

Another fundamental part of our analysis work is the consideration of the short-
comings of the traffic model used to exemplify the relationships of a vehicular
system. The purpose of further analysis of the model is to identify essential ele-
ments to be considered for developing a more realistic traffic simulation system.

Since velocity is an intrinsic parameter to any traffic model, an appropriated
representation of distance and time is essential for a traffic simulation system [8].
As it was previously mentioned, the model depicts a traffic lane in which the
velocity of the cars is determined according to the available space between them:
a driver might accelerate o decelerate to the extent of the distance between his
vehicle and the next. In other words, taking care of the distance is essential for
the safety control of the speed. Thus, its fundamental to study the representation
of distance and time in this model.

To achieve a better representation of the distance between cars we focus
our attention in one of the fundamental microscopic traffic characteristics: the
space headway. As we mentioned in section 3, the space headway between two
consecutive vehicles: a follower and its leader (i.e. predecessor), is defined as the
space gap measured from the followers rear bump to its leaders rear bump. Such
space gap is usually expressed in meters [7].

In the case study discussed in this article, the traffic model developed with
NetLogo measures the distance in terms of patches. A patch is the basic unit
used by NetLogo to represent the environment in which the agents interact. In
fact, NetLogo represents the environment (called “world”) as a bi-dimensional
space that is divided up into a grid of patches.
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Thus, being NeLogo a generic tool for agent-based modeling, the configu-
ration of the environment, and therefore the definition and interpretation of
a patche depends on the domain to be modelled. For example, in the classic
Wolf-Sheep Predation model, the environment is represented by a landscape
where a patche” denotes a minute portion of the landscape, that is, a minute
portion of grass. On the other hand, in our case study model, the environment
is represented by a road space where a “patche” denotes an undefined portion
of the space headway, that is, an undefined measure of distance.

Even though the distance has not been properly defined, Figure 4 shows how
the model allows us to observe the correlation between speed and space headway.
When we run the model under the same density of traffic and different values
of headway, speed gradually decreases as the headway increases, which denotes
a more preventive driving habit.

Fig. 4. The correlation between speed and space headway.

We conclude our discussion to emphasize how important a proper environ-
ment settings is. In fact, to determine the scale of the environment in which
agents play is a fundamental stage in the development of any model. In the
particular case of NetLogo, it is essential to define the maximum size of the
environment in terms of a scale to perform all calculations involving distance. For
instance, to model a road space of 1000 meters, an option would be to configure
the space with 1000 patches which denotes a simple 1:1 scale. However, since a
large number of patches affects the performance of the model, a configuration
of a 1:5 scale would be more advisable. In this way, the road space would be
represented with 200 patches.
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5 Conclusions and Future Work

We focus our attention in the basic elements to be considered in vehicular
traffic by using modeling based on agents. By making use of a basic traffic
model, we present the empirical relationships of a vehicular traffic system in
terms of density, flow and speed. We also show how relevant the microscopic
and macroscopic characteristics of vehicular traffic flows are for developing a
realistic traffic model. Furthermore, the shortcomings of a basic traffic model
were discussed to emphasize how important an appropriated representation of
distance and time is for a traffic simulation system.

Many dynamic aspects of traffic flows have a huge influence over the develop-
ing a realistic traffic model. Dynamic and complex aspects to be modeled such
as the conditions of the road (e.g. wet roads) and human factors (e.g. reaction
time) are undoubtedly interesting aspects to investigate and to include in the
developing of a traffic simulation system.
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Abstract. This contribution is concerned with the robust stability analysis for
linear systems with time-varying delay arising from networked control systems.
The time-varying delay is supposed to be bounded and fast-varying. By con-
structing a new complete Lyapunov-Krasovskii functional, delay-dependent ro-
bust stability conditions are derived in terms of Linear Matrix Inequalities. The
derivative of the new complete nominal Lyapunov-Krasovskii functional along
the trajectories depends on the complete state and the state derivative.

Keywords: Robust stability, time delay systems, Lyapunov-Krasovskii functional,
networked control systems.

1 Introduction

Conventional control systems are composed of interconnected controllers, sensors and
actuators following a point-to-point architecture. As an alternative, the use of a mul-
tipurpose shared network to connect spatially distributed elements results in flexible
architectures and generally reduces installation and maintenance costs [7]. These kind
of systems are known as Networked Control Systems (NCSs). The relevance of NCSs
is due to their broad range of application as mobile sensor networks [14], remote
surgery [12], automated highway systems and unmanned aerial vehicles [15, 16]. In
contrast to using several dedicated independent connections, the use of a shared network
introduces new challenges as the presence of time-varying network-induced delays,
aperiodic sampling or packet dropouts. Since an implementable model usually needs to
possess some stability properties, in this work we are interested in the robust stability
analysis for a class of networked control systems (NCSs) where the control loops are
closed through a real-time network forming a delay control system.

The dynamical systems with time delays commonly known as Time-Delay Sys-
tems (TDSs) is a continuous field of interest and development. Principally, because
time-delay is one of the main causes of instability of systems. Nowadays, with the in-
creasing expectations of dynamics performance the robust stability analysis of TDSs is
of practical significance. Time-delay robustness is often studied for situations in which
the delay is uncertain but remains constant throughout time. While much research has

55

ISSN 1870-4069

Research in Computing Science 118 (2016)pp. 55–64; rec. 2016-09-29; acc. 2016-10-26



been done and stability criteria have been derived for systems with uncertain constant
time-delays, the recent research has been focused in the case where the time delay is
time varying. The significance of such research effort is tied to the interest in designing
control algorithms for large-scale networked systems.

Most of the results devoted to the stability of TDSs with uncertain delays consider
as assumption the stability of the system free of delays, and next, in the time domain,
use appropriate Lyapunov-Razumikhin functions or Lyapunov-Krasovkii Functionals
(LKFs) combined with Linear Matrix Inequalities (LMIs) to derive some upper bounds
on the delay values µ . This type of delays is considered as uncertain small delays with
zero nominal values and perturbations from [0,µ] [17, 3, 13]. There are cases where the
previous assumption, the stability of system free of delays fails, but it may be stable
for some non-zero delay. This type of delays is called non-small delays [1] and their
stability analysis cannot be performed by using simple LKFs [5]. In order to treat
effectively the fast-varying delay commonly the proposed LKFs involve terms such
as
∫ 0
−h
∫ t

t+θ
ẋ(s)Wẋ(s)dsdθ and then the derivative along trajectories of the involved

functionals present quadratic derivative terms. This is the reason why in [2] negative
quadratic terms, depending on ẋ(t) were inserted into v̇n. There, the compressive tech-
niques for stability analysis of uncertain time-delay systems: free weighting matrices
and application of Jensens inequality [5] were extended to the case of complete LKF.
The derivative of the complete LKF in [2] depends on the present state only.

The complete type LKF introduced in [11] are constructed on the base of the so-
lution of a linear matrix differential-difference equation on a finite time interval which
satisfies additional symmetry and boundary conditions. This solution is called a delay
Lyapunov matrix and it inherits properties of the classical quadratic Lyapunov functions
for ordinary delay free differential equations. These LKFs prove to be useful in the
robustness analysis of time delay systems [11]. In [10], the complete LKF was con-
structed for the uncertain system, which did not explicitly depend on the bounds of the
uncertainties. As a result, the stability conditions were rather complicated, and induced
some conservatism. In [4] a ‘complete’ LKF, depending on two delay Lyapunov like
matrices, is constructed whose derivative along the trajectories depend on the state and
its derivative which allows a less conservative treatment of the delay perturbation.

In this contribution, inspired in [11], [4], and [2], we enlarge the class of func-
tionals by adding the functionals whose time derivative includes a given derivative
term and functionals which correspond to the perturbed system. It is worth to men-
tion, that the construction of the new proposed functional depends only on the delay
Lyapunov matrix. The new complete LKF is used to obtain delay-dependent robust
stability conditions for TDSs arising from NCSs. The paper is organized as follows:
the problem statement is presented in Section II. Because of their key role in obtaining
the sufficient robust stability conditions, some basic results concerning the quadratic
LKF of complete type are recalled in Section III and also a new LKF is constructed.
In Section IV we show how the new functional of complete type is used for the robust
stability analysis of the system with uncertain time-varying delay. The main result of
the contribution is illustrated with an example. In Section V some concluding remarks
end the contribution.
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2 Problem Statement

In this work we consider a simple NCS setup shown in Fig. 1 with ”initial” and ”causal”
delays τa,τb. By considering lumped delays a simple delayed model of the linear NCS
is (see [18] for more details)

ẋ(t) = Ax(t)+Bu(t− τa− τb), u(t) = Kx(t), (1)

where x(t) ∈Rn is the state variable, u(t) ∈Rm is a control input vector; A ∈Rn×n, and
B ∈Rn×m are known real constant matrices. The corresponding closed-loop system has
the following TDS with time-varying state form:

ẋ(t) = A0x(t)+A1x(t− τ(t)), x(t) = ϕ(t), t ∈ [−h̄,0], (2)

where x(t)∈Rn is the system state at time t, t ≥ 0; A0 = A, A1 = BK are known constant
real matrices with appropriate dimensions, ϕ is a continuously differentiable vector-
valued initial function and h̄ is an upper-bound on the time delay τ(·). The state xt is
defined by xt(θ) = x(t + θ) for θ ∈ [−h̄,0]. The uncertain delay τ(t) is supposed to

Fig. 1. A simple NCS with delays.

have the form τ(t) = h+η(t), where h > 0 is a nominal constant value and η(·) is a
time-varying perturbation. We assume that η(t) is a sign-varying piecewise continuous
function satisfying

|η(t)| ≤ µ ≤ h, (3)

with known upper-bound µ , i.e. τ ∈ [h−µ,h+µ]. We consider the following assump-
tion:

A1 Given the constant nominal value of the delay h > 0, the nominal TDS

ẋ(t) = A0x(t)+A1x(t−h), (4)

is exponentially stable.

Problem 1. Determine the value of µ for which the uncertain TDS with time-varying
state (2) remains stable provided that the nominal system (4) is exponentially stable.
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3 Preliminaries

As suggested in [4] we consider the following form of LKF:

v = vn + va, (5)

where vn is a nominal complete LKF which corresponds to the necessary and sufficient
conditions for stability of the nominal system (4) and va consists of additional terms
and depends on µ and va→ 0 for µ → 0. Therefore, for µ → 0 v→ vn. The latter will
guarantee that if the conditions for the stability of the nominal system are feasible, then
the stability conditions for the perturbed system will be feasible for small enough µ .

The LKFs of complete type are such that their derivative along the solutions of the
system is more substantial than a quadratic form of the state, allowing to prove that they
admit a quadratic lower bound [11]. Under assumption A1, given a continuous initial
function ϕ(θ) in θ ∈ [−h,0], there exists a nominal complete LKF [11] of the form

v0(xt ,W ) = xT (t)U(0)x(t)+2xT (t)
0∫
−h

U(−h−θ)A1x(t +θ)dθ +

0∫
−h

0∫
−h

xT (t +θ2)AT
1

×U(θ2−θ1)A1x(t +θ1)dθ1dθ2 +

0∫
−h

xT (t +θ) [W1 +(h1 +θ)W2]x(t +θ)dθ , (6)

whose time derivative along nominal system (4) is d
dt v0(xt)

∣∣∣
(4)

=−w0(xt), where

w0(xt) = xT (t)W0x(t)+ xT (t−h)W1x(t−h)+
0∫
−h

xT (t +θ)W2x(t +θ)dθ , (7)

and W =W0 +W1 +hW2.
Observe that functional (6) is defined by the matrix valued function U(·) known as

delay Lyapunov matrix. This matrix is as important for the functionals, as the classical
Lyapunov matrix is for the quadratic Lyapunov functions in the case of delay free
systems. Also note that the derivative of the LKF (7) depends on the complete state
of the system.

Definition 1. [9] The n× n matrix U(s) is a delay Lyapunov matrix of system (4)
associated with a symmetric matrix W if it satisfies the properties:

U ′(s) =U(s)A0 +U(s−h)A1, s≥ 0, (8)

U(−s) =UT (s), s≥ 0, (9)

−W =U(0)A0 +AT
0 U(0)+U(−h)A1 +AT

1 U(h). (10)

The existence and uniqueness issues of the delay Lyapunov matrix are investigated
in [9, 8]. With the choice of W =W0+W1+hW2 we can obtain a delay Lyapunov matrix
U(·) as the solution of Eq. (8) satisfying conditions (9) and (10), which can be used for
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the construction of the LKF (6). The functional (6) is said to be of complete type if
matrices Wi, i = 0,1,2, are positive definite.

In order to treat effectively the fast-varying delay it is necessary that the derivative
along trajectories of the involved functionals present quadratic derivative terms. Then
in the following subsection we construct a new LKF whose derivative along trajectories
of the nominal system (4) presents quadratic derivative terms. The construction of the
new LKF unlike the one presented in [4] depends only in the delay Lyapunov matrix,
see Definition 1.

3.1 A New LKF for The Nominal TDS

A broader class of functionals can be useful for achieving less conservative delay-
dependent stability conditions for uncertain non-small delays. We look now for func-
tionals of complete type that along with the nominal system (4) satisfy

v̇n(xt) =−wn(xt), (11)

with wn(xt) = w0(xt)+ w̄n(xt), where w0(·) is defined in (7) and

w̄n(xt) = ẋT (t)Zẋ(t)+ xT (t)ZA0ẋ(t)+ ẋT (t)AT
0 Zx(t).

We assume that the matrix Z is symmetric and such that[
W0 +AT

0 ZA0 +ZA0A0 +AT
0 AT

0 Z AT
0 ZA1 +ZA0A1

AT
1 ZA0 +AT

1 AT
0 Z W1 +AT

1 ZA1

]
> 0. (12)

Substituting into w̄n(xt), A1x(t − h) by ẋ(t)−A0x(t) and considering the nominal
system (4), we find that

w̄n(xt) =−xT (t)AT
0 ZA0x(t)+ xT (t−h)AT

1 ZA1x(t−h)+
d
dt

xT (t)(AT
0 Z +ZA0)x(t).

Next, by assumption A1 the integration from 0 to ∞ of expression (11) gives

vn(xt) =−xT (t)[AT
0 Z +ZA0]x(t)+

∞∫
0

xT (t)[W0−AT
0 ZA0]x(t)dt

+

∞∫
0

xT (t−h)[W1 +AT
1 ZA1]x(t−h)dt +

∞∫
0

0∫
−h

xT (t +θ)W2x(t +θ)dθdt.

If we define

W =W0 +W1 +hW2−AT
0 ZA0 +AT

1 ZA1, (13)
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we can obtain a LKF constructed with delay Lyapunov matrix U(·) associated with
matrix (13). The functional vn(xt ,W ) is of the form

vn(xt ,W ) =xT (t)[U(0)−AT
0 Z−ZA0]x(t)+2xT (t)

0∫
−h

U(−h−θ)A1x(t +θ)dθ

+

0∫
−h

0∫
−h

xT (t +θ2)AT
1 U(θ2−θ1)A1x(t +θ1)dθ1dθ2

+

0∫
−h

xT (t +θ)
[
W1 +AT

1 ZA1 +(h+θ)W2
]

x(t +θ)dθ .

(14)

Observe that the new LKF (14) depends only in the delay Lyapunov matrix, see
Definition 1. Also note that it preserves the structure of the nominal functional (6).

4 Robust Stability Analysis

In this section, for the robust stability analysis of the perturbed system (2) the nominal
system (4) is assumed to be stable. We derive the values µ for which system (2) remains
asymptotically stable for all perturbation values η(t) satisfying (3). To obtain such
bounds following [10], for t ≥ 0, we represent the perturbed system in the form

ẋ(t) = A0x(t)+A1x(t−h)−A1

t−h∫
t−h−η(t)

ẋ(s)ds. (15)

We consider the LKF (5), v = vn + va, where vn is the new complete LKF (14) and
va is the LKF which corresponds to the uncertainty

va(xt) =µ

t∫
t−h

xT (s)Sx(s)ds+

µ∫
−µ

t∫
t+θ−h

ẋT (s)Rẋ(s)dsdθ

+µr
0∫
−h

t∫
t+θ

xT (s)AT
1 U(θ +h)UT (θ +h)A1x(s)dsdθ ,

(16)

with S, R, are n×n positive matrices and r a positive scalar. Observe that v→ vn when
µ → 0.

Then, by using only the delay Lyapunov matrix properties (8)-(10), the time deriva-
tive of (5) along the trajectories of the perturbed system (15) is obtained. First, for the
new LKF (14) by straightforward computation we obtain that v̇n(xt ,W ) =−wn(xt)+∆ ,
where

∆ =−2

A1

t−h∫
t−h−η(t)

ẋ(s)ds


T[U(0)−AT

0 Z−ZA0

]
x(t)+

0∫
−h

UT (h+θ)A1x(t +θ)dθ

 .
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Considering the perturbed system (15), v̇n(·) is rewritten as

v̇n(xt) =−w0(xt)− ẋT (t)Zẋ(t)−2xT (t)ZA0ẋ(t)−2

A1

t−h∫
t−h−η(t)

ẋ(s)ds


T

×

[[
U(0)−ZA0

]
x(t)+Zẋ(t)+

0∫
−h

UT (h+θ)A1x(t +θ)dθ +
1
2

ZA1

t−h∫
t−h−η(t)

ẋ(s)ds

]
.

Next, we calculate the derivative of the functional va(xt) along the trajectories of
the perturbed system (15):

v̇a(xt) =µxT (t)Sx(t)−µxT (t−h)Sx(t−h)+2µ ẋT (t)Rẋ(t)−
t−h+µ∫

t−h−µ

ẋT (s)Rẋ(s)ds

+µrxT (t)AT
1 U A1x(t)−µr

0∫
−h

xT (t +θ)AT
1 U(θ +h)UT (θ +h)A1x(t +θ)dθ ,

where

U =

0∫
−h

U(θ +h)UT (θ +h)dθ . (17)

Applying the Jensen integral inequality [5], we obtain the following estimations:

t−h+µ∫
t−h−µ

ẋT (s)Rẋ(s)ds≥
t−h∫

t−h−η(t)

ẋT (s)Rẋ(s)ds≥ 1
µ

t−h∫
t−h−η(t)

ẋT (s)dsR
t−h∫

t−h−η(t)

ẋ(s)ds,

0∫
−h

xT (t +θ)AT
1 U(θ +h)UT (θ +h)A1x(t +θ)dθ

≥ 1
h

0∫
−h

xT(t+θ)AT
1U(θ+h)dθ

0∫
−h

UT(θ+h)A1x(t+θ)dθ .

It is a fact that the use of free-weighting matrices reduce more the conservatism of
the delay-dependent stability conditions [6]. Then we insert into v̇(xt) negative quadratic
terms, depending on ẋ(t) by adding the following zero term:

δ = 2

[
− ẋ(t)+A0x(t)+A1x(t−h)−A1

t−h∫
t−h−η(t)

ẋ(s)ds

]T [
N1x(t)+N2ẋ(t)

]
= 0,

where N1 and N2 are free n×n matrices.
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Considering the previous estimations and inserting the zero term δ , the time deriva-
tive of the LKF (5) admits the following estimation:

v̇(xt)≤ ζ
T

Φζ ,

where

ζ
T =

[
xT (t) ẋT (t) 1

µ

t−h∫
t−h−η(t)

ẋT (s)ds
0∫
−h

xT (t +θ)AT
1 U(θ +h)dθ xT (t−h)

]
and

Φ =


φ11 φ12 φ13 φ14 φ15
∗ φ22 φ23 φ24 φ25
∗ ∗ φ33 φ34 φ35
∗ ∗ ∗ φ44 φ45
∗ ∗ ∗ ∗ φ55

 , (18)

here φ11 = −W0 +AT
0 N1 +NT

1 A0 + µrAT
1 U A1 + µS, φ12 = AT

0 N2−NT
1 − ZA0, φ13 =

−µ [U(0)−ZA0 +N1]
T A1, φ14 = 0, φ15 = NT

1 A1, φ22 = −Z−N2−NT
2 + 2µR, φ23 =

−µ [Z +N2]
T A1, φ24 = 0, φ25 = NT

2 A1, φ33 =−µR−µ2AT
1 ZA1, φ34 =−µAT

1 , φ35 = 0,
φ44 =− µr

h In×n, φ45 = 0, φ55 =−W1−µS, hereafter ∗ stands for symmetric elements of
the symmetric matrix. We have proved the following result which solves Problem 1.

Theorem 1. Assume that the nominal TDS (4) satisfies A1. Given n×n-positive definite
matrices Wi, i = 0,1,2. Let Z be defined by (12), U(·) be defined by (8)-(10) with W sat-
isfying (13), and U be defined by (17). Then, the uncertain system (15) is asymptotically
stable for a continuous time-varying function |η(t)|< µ if there exist n×n-matrices N1,
N2, and n× n-positive definite matrices R and S, and a positive scalar r such that the
LMI: Φ < 0 holds, where Φ is that of (18).

4.1 A Benchmark Comparison

In this subsection, the combination of functionals with prescribed time derivative in-
cluding quadratic derivative terms, the functionals corresponding to the uncertainty and
the free weighting matrices is discussed. In the contribution [2], it should be noted
that functional va does not vanish when µ → 0. The LMI condition is similar to the
one here obtained. In the contribution [2], the free matrix N2 is necessary in order to
guarantee the negativity of the corresponding LMI for any upper-bound µ . This fact is
evidenced in element φ22. This gives sense to the introduction of the derivative quadratic
term −ẋ(t)Zẋ(t) in the derivative of the proposed LKF (14). Additional benefits are
obtained with the use of the past state x(t−h) in the derivative of the LKF (14) as can
be appreciated in element φ55.

For [4], firstly it should be noted that a little error is committed when the derivative
of the nominal LKF along the perturbed system is calculated. Considering the nominal
complete LKF Vn (equation (19)) proposed in [4] and the system with uncertain delay
(15), the correct derivative of the LKF along the perturbed system is

V̇n(xt) =−xT (t)W̃0x(t)− ẋT (t)W̃1ẋ(t)+ ∆̃ , (19)
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where ∆̃ =−2

[
A1

t−h∫
t−h−η(t)

ẋ(s)ds

]T [
Ũ(0)x(t)+W̃1ẋ(t)+

0∫
−h

QT (h+θ)A1x(t +θ)dθ +

1
2W̃1A1

t−h∫
t−h−η(t)

ẋ(s)ds

]
. Here matrices Ũ(·) and Q(·) are defined by (20a) and (29b) in

[4], respectively. It is worth to mention that matrix Ũ(θ) = Ũ0(θ)+Ũ1(θ) is defined in
terms of a nominal delay Lyapunov matrix Ũ0(θ) and on a matrix satisfying an algebraic
expression Ũ1(θ) = AT

0 X(θ)A0 + AT
1 X(θ + h)A0 + AT

0 X(θ − h)A1 + AT
1 X(θ)A1 and

X(θ) =
∞∫
0

KT (t)W1K(t +θ)dθ . K(·) is the fundamental matrix for system (4). It should

be pointed out that the key of the construction of the LKF proposed in [4] resides in the
matrix Ũ0(θ). This is the principal difference with our contribution, the construction of
the new LKF (14) just depends on a delay Lyapunov matrix U(xt ,W ) defined by (8)-(10)
with W satisfying (13). The cost for construct the new complete LKF (14) in a simple
fashion is the introduction of cross terms in the derivative of the form xT (t)ZA0ẋ(t).
This will result in conservative estimation of upper-bound µ but marginal compared
with the stability criteria if the same technique is applied to the LKF proposed in [4].

Example 1. Consider the system:

ẋ(t) =
(

0 1
−1 −2

)
x(t)+

(
0 0
−1 1

)
x(t− τ(t)). (20)

For τ(t) = h + η(t), where h = 1 and η(t) is a sign-varying piecewise continuous
function satisfying |η(t)| ≤ µ .

With W0 = 1I, W1 = W2 = 0.0001I, by applying Theorem 1 we find that for µ =
0.11 the LMI involved is feasible. Hence, the system with uncertain non-small delay
τ(t) = 1+η(t) with |η(t)| ≤ 0.11 is asymptotically stable. This upper-bound is the
same as the one obtained with the LKF proposed in [4] with the correct derivative (19)
and following the majorization procedure presented there. Following [2] with W0 = 1I,
W1 =W2 = 0 we find µ = 0.049.

With W0 = 1.5I, W1 = 0.0001I, W2 =W1 we get from (12) that

Z =

[
1.6662 0.7424
0.7424 0.8237

]
.

With W =W0+W1+h1W2−AT
0 ZA0+AT

1 ZA1, following a semi-analytic procedure
we obtain

U(0) =
[

5.8238 1.1312
1.1312 0.9164

]
and U =

[
28.2404 3.6132
3.6132 0.9188

]
.

Then, by applying Theorem 1 we find that for µ = 0.15 the LMI involved is feasible.
Hence, the system with uncertain non-small delay τ(t) = 1+η(t) with |η(t)| ≤ 0.15 is
asymptotically stable. By considering the approach of free weighting matrices applied
to the LKF presented in [4] with W̃1 = W̃2 = I2×2 and the additional functional (16) one
may find a less conservative bound µ = 0.17.
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5 Concluding Remarks

In the present contribution a modification of complete LKFs is developed. The new
complete LKF is used for the robust stability analysis of TDSs with uncertain fast-
varying time delay arising from NCSs. It is evident that the computation of the delay
Lyapunov matrices is crucial for a successful application of the quadratic functionals
to the analysis of the uncertain time-delay systems. Given matrices W0, W1, and W2,
matrices U(0) and U are used to obtain sufficient stability condition. A numerical
example illustrates the design procedure.
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Abstract. In this paper, some clustering techniques are analyzed to
compare their ability to detect botnet traffic by selecting features that
distinguish connections belonging to or not belonging to a botnet. By
considering the history of network’s connections, some clustering al-
gorithms are used to derive a set of rules to decide which should be
considered as a botnet. Our main contribution is to evaluate different
clustering techniques to detect botnets based on their detection rate (true
and false positives). The algorithms used are K-medoids and K-means
clustering. Datasets used in this paper were extracted from the reposi-
tories ISOT and ISCX. Results on K-medoids were better for almost all
the experiments than K-means.

Keywords: Malware detection, botnet, clustering algorithms.

1 Introduction

Botnets are a group of infected computers (bots) remotely controlled by a
botmaster through a channel Command and Control (C&C). Botnets can be
classified as centralized and decentralized. In centralized botnets, bots contact
the server C&C to receive instructions. Meanwhile, in decentralized botnets, only
one of bot receives the message from C&C server, then this bot is responsible
for transmitting the message to other bots, and those bots to more bots, and so
on.

Leonard et al. divided the life cycle of the botnet in four phases: training,
C&C, attack, and post-attack [6]. During the training phase, the botmaster
infects other machines through the Internet, these infected machines now become
bots controlled by the botmaster and receive instructions from the botmaster
during phase C&C. During the attack, bots perform malicious activities based
on the instructions received. During the phase post-attack, some bots could
be detected and removed, for this reason, the botmaster analyzes the botnet
(occasionally) to detect bots still active.

In this research, an approach based on clustering algorithms to detect botnets
at the phase C&C using connections between devices, is presented. Network
connections are used to identify the behavior of botnets. A connection network
is the traffic between two specific endpoints. The connections are used to organize
packages as 5-tuple in the following manner: <source IP address, destination IP
address, source port, destination port, protocol>.
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This document is organized as follows: in Section 2 some related algorithms
to detect botnets are mentioned, in Section 3 the detection process used in
this work to detect botnets is mentioned, in Section 4 the different types of
experiments carried out are explained, in Section 5 the results of experimentation
are mentioned, in Section 6 the conclusions of the paper are mentioned.

2 Related Works on Algorithms for Detecting Botnets

Some works related to the algorithms based on connections into time intervals
to detect botnets at the phase of C&C, are following:

K. Huseynov et al. [1] performed a comparison between the algorithms K-
means and Ant Colony System to detect decentralized botnets. They used fea-
tures based on the host, to propose a method able to detect the botnets quickly
and accurately. Their results show that the algorithm K-means has a better
performance than Ant Colony System. The algorithm K-means obtained 82.1%
of detection rate with 2.4% false positives, and the Ant Colony System scored a
very low detection rate with 67.8% and high rate of false positives, about 23.5%.
The dataset used was ISOT.

S. Garg et al. [2] performed a comparison of three machine learning tech-
niques commonly used for the detection of decentralized botnets: C4.5, Nearest
Neighbours, and Bayesian Network. They used features based on connection
intervals of time. Additionally, feature selection was executed. They showed the
effectiveness of some of the features on the dataset ISOT, the algorithms with
the best results were C4.5 and Nearest Neighbors.

Saad et al. [3] performed a comparison among five machine learning tech-
niques for decentralized botnets detection. The results of the experiments based
on the dataset ISOT showed that it is possible to detect botnets with high pre-
cision during the phase C&C. The classification techniques were: Support Vector
Machine (SVM), Naive Bayes, Gaussian Classifier, Artificial Neural Network,
and Nearest Neighbours, where SVM obtained the best detection rate, about
98%.

D. Zhao et al. [4] used the RepTree algorithm to detect botnets using the
dataset ISOT. The results showed a detection rate of 98.1% for a reduced dataset
and 98.3 % for the full set with time windows of 300 seconds (8.58 seconds for
training and 29.4 seconds of testing). They analyzed the detection rate and false
positives of botnets with various time windows, where the best time window was
300 seconds. Furthermore, they built a server to detect botnets in real time and
tested with two centralized botnets: black energy and weasel, obtaining 100% of
detection rate.

P. Narang et al. [5], instead of the traditional 5-tuple flow-based detection
approach, used a 2-tuple conversation-based approach which is port-oblivious,
protocol-oblivious, and it does not require Deep Packet Inspection. They named
their detector PeerShark; it also classified different P2P applications like Emule
and Utorrent, furthermore, they also detect Storm and Waledac p2p traffic with a
detection rate of more than 95%. They executed tests with 3 different algorithms
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Bayesian Network, C4.5, and Adaboost with Rep trees to detect the decentralized
botnets and the best algorithm was the C4.5. The dataset used was ISOT.

3 Proposal

Our proposal consists of the definition of some clusters that defines the limits
for a botnet detection strategy. The detection process receives as input a feature
vector and a training set. The clustering algorithm receives that training set and
the feature vector to generate clusters that define the behavior of the training
set, after that, the clusters are transformed into a set of if-then-else rules, that
can distinguish between botnets and non-botnets in new datasets (testing sets).
Figure 1 refers to the detection process carried out in this research.

Fig. 1. The general idea of the proposed detection process.

3.1 Feature Vector

The initial 8-feature vector used in this work is shown in Table 1. The first
column refers to the names given to the features and the second column is the
description of the features.

3.2 Conversion from Clusters to Rules

The clustering algorithm receives the training set and the feature vector to
generate clusters that define the behavior of the training set. The training set
contains data points representing botnet connections. Each data point contains
8 values representing the feature vector. The clustering algorithm forms groups
of data points called clusters. These clusters are converted into rules represented
as a vector, where each rule has 8 limits with the lowest value from every feature
in all the data points and 8 limits with the highest value from every feature in
all the data points.
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Table 1. Feature vector using connections.

Name Description

APL Average payload length per connection
MDPS Number of a different size of packets transferred to a total

number of frames per connection
Payload Total number of bytes per connection excluding the

header.
TPT Total bytes transmitted per connection
Duration Duration of the connection
Flen Large of the first packet of the connection
ToByte Bytes from origin to destination
NPacketsAB Number of packages from origin to destination

An example of the conversion from clusters to rules:

Rule 1 {1-7, 3-6, 2-8, 1-9, 3-5, 2-7, 5-7, 8-9} generated from cluster 1, where the
cluster1 contains 3 data points with 8 features. To generate the rule1 from the
cluster1, the lowest-highest value is taken from every feature in the data point.

3.3 Clasification

Once the rules have been generated, the classification is achieved by applying
the rules forming a if-then-else model in a testing set containing botnet and
non-botnet connections. The point classified as botnet or non-botnet depends
on if it meets the conditions of at least a rule or not.

Being so, if the new point meets the conditions of a rule (where the new point
should be between all the limits of the rule) is considered botnet, otherwise is
considered a non-botnet.

The if-then-else model is composed as follows:
If any rule is accomplished

A botnet is detected
Else

A no botnet is detected
An example of this, where rule1 classify 3 points of a testing set:
Rule 1 {1-7, 3-6, 2-8, 1-9, 3-5, 2-7, 5-7, 8-9}
Testing set containing 3 points:
{2, 4, 7, 8, 3, 2, 5, 9} Point1. Considered as Botnet by rule 1
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{0, 4, 7, 8, 3, 2, 5, 9} Point2. Considered as No Botnet by rule 1
{8, 7, 9, 9, 6, 1, 4, 9} Point3. Considered as No Botnet by rule 1

4 Experiments

We performed specific experiments, varying the number of clusters to obtain
the number of clusters with highest detection rate and lowest false positives
for every centralized and decentralized botnet. In our experiments, two datasets
were used. hese datasets are:
· ISOT. Which contains decentralized botnets.
· ISCX. Which contains centralized botnets.

In the next subsections, first a description about the datasets used for the
experiments are mentioned, then a description of the experiments carried out
are mentioned.

4.1 Datasets

A description of the two datasets used for the experimentation are mentioned.
These datasets contain representative data for centralized and decentralized
botnets as well as normal traffic, focusing only on the connections of this traffic.
From these datasets the training set, as well as the testing set are extracted.
These two datasets are the following:

ISOT: This dataset was created by Information Security and Object Technology
(ISOT) research laboratory at the University of Victoria [9]. Basically, it is
a mixture of many existing datasets (malicious and non-malicious). Malicious
traffic in the dataset ISOT were extracted from the French chapter of the Hon-
eynet Project [10] and it includes three different decentralized botnets: Waledac,
Storm, and Zeus. In total, the dataset of ISOT contains 14.1 GB of data in
pcap format. The description of this dataset is shown in Table 2, in which the
first column represents the type of botnet, the second represents the number of
connections, and the third column represents the type of botnet.

Table 2. Description of dataset ISOT.

Botnet Number of connections Type

ISOT Storm 22,888 Decentralized
ISOT Waledac 34,442 Decentralized
ISOT NO Botnet 77,586 NO Botnet

ISCX: This dataset was created by Information Security Centre of Excellence
ISCX (ISCX) research laboratory at the University of New Brunswick [7]. It
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has been generated in a physical test environment using actual devices that
generate traffic (SSH, HTTP, and SMTP). It contains the centralized botnets
Neris and RBot. In total, the dataset ISCX contains 5.6GB of data in pcap
format. The description of this dataset is shown in Table 3, in which the first
column represents the type of botnet, the second represents the number of
connections, and the third column represents the type of botnet.

Table 3. Description of dataset ISCX.

Botnet Number of connections Type

ISCX Neris 33,084 Centralized
ISCX RBot 34,217 Centralized
ISCX NO Botnet 76,175 NO Botnet

4.2 Design of Experiments

To validate our proposal we did four types of experiments, each experiment is
repeated four times, varying the parameter number of clusters (rules) in each
one (cluster values of 100, 200, 500, 1000). To get the number of the clusters
with highest detection rate and lowest false positives in the phase of C&C for
a specific botnet, the botnets evaluated were: the decentralized botnets Storm
and Waledac are shown in Table 4a and 4b, and the centralized botnet Neris
and RBot in Table 4c and 4d.

Furthermore, to perform a comparison of results with the related work, a
general experiment called ISOT was performed. The main goal in this experiment
is to obtain the detection rate for the decentralized botnets.

The ISOT experiment contains the decentralized botnet Storm and Waledac
shown in Table 4e.

The first column of the tables corresponds to the type of botnet in the dataset;
the second column to the class or label of data; and the third column the number
of connections used for that botnet. The K-medoids algorithm was programmed
in the Java language and the K-means is the one implemented in weka [8].

Table 4a. Experiment 1 to detect Storm.

Botnet Class Connections

Storm Storm 22,888
NO Botnet No Storm 22,888

Table 4b. Experiment 2 to detect Waledac.

Botnet Class Connections

Waledac Waledac 34,442
NO Botnet No Waledac 34,442
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Table 4c. Experiment 3 to detect Neris.

Botnet Class Connections

Neris Neris 33,084
NO Botnet No Neris 33,084

Table 4d. Experiment 4 to detect RBot.

Botnet Class Connections

RBot RBot 34,217
NO Botnet No RBot 34,217

Table 4e. General experiment for ISOT.

Botnet Class Connections

Storm Botnet 22,888
Waledac Botnet 34,442
NO Botnet No Botnet 77,586

5 Results

K-means and K-medoids algorithms were used for clustering. These two algo-
rithms were chosen, influenced by state of art in clustering algorithms, due to
their popularity. Some other clustering algorithms can be used. The state of art
obtained better results.

Two values were used to evaluate the clustering algorithms: false positives,
and detection rate.

The results of the specific experiments are illustrated in the Figures 2a, 3a,
4a, 5a for the detection rate obtained with that number of clusters (rules) for
each botnet, and the figures 2b, 3b, 4b, 5b for the false positives according to the
detection rate obtained with that number of rules for each botnets. The results
of the general experiment ISOT are illustrated in the Figures 6a and 6b, for
the detection rate and false positives respectively. These figures show detection
rate and false positives for both clustering algorithms K-means and K-medoids,
varying the number of rules parameter. Results are better when the detection
rate is higher and the false positives are lower, an opposite correlation between
detecion rate and false positives. To obtain the best correlation between detection
rate and false positives, maintaining the detection rate as high as possible and
the false positives as low as possible.

Fig. 2a. Detection rate for Storm. Fig. 2b. False positives for Storm.
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Fig. 3a. Detection rate for Waledac. Fig. 3b. False positives for Waledac.

Fig. 4a. Detection rate for Neris. Fig. 4b. False positives for Neris.

Fig. 5a. Detection rate for RBot. Fig. 5b. False positives for RBot.

Fig. 6a. Detection rate for ISOT. Fig. 6b. False positives for ISOT.
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Comparison of Results: In Table 5, a comparison of results with the related
work is shown. The table shows the reference to the related work in its first
column; the second column the algorithms used; the third column is the dataset
used; in the fourth and fifth column the detection rate and false positives.

Table 5. Comparison of results.

Reference Algorithm Dataset Detection
rate

False posi-
tives

K. Huseynov
[1]

K-Means ISOT 82.1% 2.4%

K. Huseynov
[1]

Ant Colony
System

ISOT 67.8% 23.5%

S. Saad [3] SVM ISOT 97.8% 5.1%

D. Zhao [4] RepTree ISOT 98.3% 0.01%

P. Narang [5] C4.5 ISOT 98.7% 0.04%

This
research

K-means ISOT 69.99% 14.35%
K-medoids ISOT 73.37% 14.76%

The K-means algorithm and K-medoids show almost similar results. The number
of clusters (rules) with high detection rate, but low false positives are 500 in
average. The K-means algorithm got better results for the bot neris with a
detection rate of 57.72% and false positives 4.59% with 1000 clusters, and for
the bot storm with 90.68% detection rate and false positives of 1.93% with
100 clusters than the algorithm K-medoids. On the other hand, the algorithm
K-medoids got better results for the bot rbot with a detection rate of 93.19%
and false positives of 6.33% with 500 clusters. Furthermore, for the bot waledac
with 44.07% and false positives 7.22% with 500 clusters than K-means, this is
because they have a better correlation between detection rate and false positives.

The algorithm K-medoids obtained better results in the general experiment
ISOT with 73.33% detection rate and 14.76% false positives. The algorithm
K-means obtained 69.99% detection rate and 14.35% false positives. The clusters
(rules) with better correlation in the general experiment were 200.

The comparative of results in Table 5 show that our proposal obtained worst
results than K. Huseynov [1], S. Saad [3], D. Zhao [4], and P. Narang [5] with
the algorithms K-means, SVM, RepTree, and C4.5. On the other hand, our
proposal obtained better results than K. Huseynov [1] with the Ant Colony
System algorithm.

Perhaps the comparisons are not so fortunate for the results of the proposed
method and may be because they have used different basis of features, the next
phase of experimentation would force to consider tests on the exact base of
features that each method in the state of the art uses generating and confronting
a pair of results to confirm or discard clustering as a strategy for the detection
of botnets.
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6 Conclusions

In this work, two clustering algorithms were evaluated for the formation of rules
to detect botnets via network connections. In this study the detection rate and
false positives of different types of botnets were evaluated, our proposed method
is allowed to detect the botnets in the phase of C&C accurately for some botnets
by generating rules.

Based on the results we can conclude that the K-means algorithm is better
to detect Neris and Storm than K-medoids. The K-medoids algorithm is better
for detecting Rbot, Waledac, and the general experiment with decentralized
botnets (Storm and Waledac) than K-means. These algorithms detect the bot-
nets accurately for Storm and RBot with detection rate over 90% and false
positives under 7% with a very low number of clusters (rules) 500 in average.
Our main objective was accomplished partially because the algorithm K-medoids
has better results only for 2 botnets and for the general experiment. This means
that the K-medoids can be used as an alternative to K-means algorithm only for
these types of experiments. Therefore, evaluation of other clustering algorithms
is needed to achieve this objective.

Our results can be improved with another technique of detection. Further-
more, the results can be improved with a method of feature selection, this is the
purpose of our future work.
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System Identification of a Quad-rotor in X
Configuration from Experimental Data
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Abstract. Quad-rotors have been a very popular topic for research
in the current literature because of its capability to perform different
tasks autonomously. This paper focuses on the modeling of a quad-rotor
aircraft dynamics based on experimental data. It will be demonstrated
that a linear model could represent its dynamics despite of quadrotor's
strong nonlinearities. Also, it will be shown how a quad-rotor aircraft
system works, its typical mathematical model according with literature
and a brief history of Unmanned Aerial Vehicles.

Keywords: Quadrotor, system identification, modeling, linear model.

1 Introduction

Technology has been evolving through the years and has given us the possibility
to build and create complex machines. We are witnessing the new era of robots,
where the use of quad-rotor machines, known as drones, in our daily lives has
been on the increase. Thanks to technology, these aircrafts can handle many
tasks autonomously in natural and man-made environments. Therefore, strong
knowledge in the areas of electronics, control, and mechanics is important to
understand the behavior of these aerial robotic systems.

1.1 A Brief History of UAVs

Contrary to many people’s belief, drones or Unmanned Aerial Vehicles [1] (UAVs)
are not a recent invention, going back a few decades. The UAVs have a rich
history that goes back many years back and as a result of this, the human kind
can use and explore the many possibilities that these rotorcrafts offer us.

The idea of building flying machines was first conceived around 2,500 years
ago in ancient Greece and China. According to [2], the first known autonomous
flying machine has been credited to Archytas from the city of Tarantas in
southern Italy, also known as Archytas the Tarantine. In the same era, in China,
in about 400 BC, the first document that showed the idea of a vertical flight
aircraft was found.

Many centuries later, an aircraft, called aerial screw or air gyroscope [3],
capable of hovering was designed by Leonardo Da Vinci in 1483. The first manned
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flight took place in 1783 using a hot air balloon designed by the Montgolfier
brothers. As a result of these events, several flying machines were designed until
the first helicopter was created in 1860s and later the fixed wing aircraft was
introduced.

Today UAVs are more complex and reliable than before, thanks to the ad-
vancement of technology. Nowadays, aircrafts can manage different tasks [4], such
as: inspection of structures, transportation of medical supplies, communication
through network for rescue missions, and more.

1.2 Related Work

There are several kinds of methods to identify the unknown UAV’s parameters
considering their dynamics. Measurement of vehicle parameters, such as inertias,
lift, and drag coefficients are commonly used to obtain nonlinear models. How-
ever, such values are difficult to obtain with a certain level of accuracy. Therefore,
scientists have applied different methodologies to acquire UAV’s parameters.

Genetic Algorithm (GA) is a globally optimal method for solving optimiza-
tion problems such as quad-rotors system. Real-coded GA and Distributed Ge-
netic Algorithm (DGA) [5–7] are used to determine the unknown parameters.

Least square method, maximum likelihood estimation, neural network iden-
tification, the fuzzy system identification, and wavelet network identification
methods are used in identification of model [8,9]. Some examples of these identi-
fication methods are: ARX Model is an identification method to determine linear
systems [10–12], RBF-ARX Model combine the linear ARX model structure with
Radial Basis Function Neural Network (RBF) [13,14] and Fuzzy Modeling which
describes the dynamic characteristics of complex and nonlinear dynamics.

1.3 Motivation for System Identification

The model of a quad-rotor commonly involves dynamic forces, momentums,
and torques produced by the physical aircrafts elements such as propellers,
sensing units, motors, airframes, and so on. Here lies the main problem when
the rotorcraft's mathematical model is required. Different quad-rotor's elements,
as mentioned before, change the dynamics and the parameters of a model and
many of those parameters are difficult to obtain in an experiment.

Having an alternative method to obtain the quad-rotors model would improve
the process of the design of the control algorithm without affecting the type of
propellers, BLDC motors or airframe the aircraft has. This identification method
has several advantages:

1. It reduces the amount of time wasted on obtaining the quad-rotor's param-
eters of the model in an experiment. This costs a lot of work and does not
guarantee accuracy and can not detect important dynamics.

2. The algorithm can be used for modeling similar quad-rotor systems with
larger or shorter propellers, bigger or smaller motors, different weight of the
structure, and so on.
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2 Quad-rotor

There are different configurations for an aircraft depending on the number
of motors. These configurations are: Tricopter, quadcopter, hexacopter, and
octocopter. Another difference, beside the number of motors, is the shape of
the frame. Therefore, there exists different variations of aircrafts even though
the number of motors remains the same. The type of rotorcraft used in this
paper is a quad-copter in X configuration.

2.1 Quad-rotor Characteristics

The quad-rotor rotorcraft is an aircraft with four rotors in a square. Due to this
configuration, it is possible to hover, mover forward, sideward, up, down, and
turn about the roll, pitch, and yaw axes separately. The four rotors spin clockwise
and counter-clockwise like it is shown in Fig. 1. Clockwise (CW) motors, shown
in blue, use normal propellers and counter-clockwise (CCW) motors, shown in
red, use pusher propellers.

Fig. 1. Quad-rotor in X configuration.

This four-rotor aircraft has some advantages over typical helicopter. Due
to rotation of the motors (clock and counter-clockwise), gyroscopic effects, and
aerodynamic torques tend to cancel in flight.

Throttle input is the sum of the thrust of each motor (motors 1, 2, 3, and 4).
This force makes the quad-copter fly. Roll movement is obtained by increasing
or reducing the speed of rear motors (motors 2 and 4) and reducing or increasing
front motors (motors 3 and 1) respectively. Pitch movement is obtained similarly
using lateral motors. Lastly, yaw movement is obtained by increasing or decreas-
ing the speed of the counter-clockwise motors while decreasing or increasing the
speed of the clockwise motors. Figure 2 shows the UAV’s angles of rotation.
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Fig. 2. Quad-rotor angles of rotation.

2.2 Quad-rotor System

A description of the quad-rotor used for the experiments:

1. Quad-rotor frame: The quad-rotor consist of a rigid body with 4 arms
mounted in X configuration. A motor is mounted at the end of each arm.

2. Motors: Each rotor consists of a brushless motor (BLDC) and a propeller.
Each of the motors are controlled by Electronic Speed Controllers (ESC).
The input of an ESC is a Pulse Width Modulated signal. This signal is
measured for the purpose of system identification on later stages.

3. Microcontroller Unit (MCU): A MCU is mounted on the central body of
the quad-rotor. The MCU used is the Pixhawk which basically a 32bit
STM32F427 Cortex M4 core with FPU. The Pixhawk hardware is integrated
with different sensors like: 3-axis accelerometer/gyroscope, magnetometer,
and barometer. It has different communication protocols such as: UART,
CAN, I2C, SPI. This MCU was selected because it is an open source project
and we can design and program our own code using the Pixhawk.

3 Quad-rotor Dynamic Model

The dynamic model of the quad-rotor is firstly formulated in this section. Then
a model based on experimental data will be obtained.

3.1 Rigid Body Dynamics

Quad-rotor’s dynamics are represented by two reference frames: earth fixed OE

and body fixed OB frame. See Fig. 3. OE is the fixed frame to the earth where
X points to the south, Y points to the west, and Z point up. On the other
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hand, OB is the fixed frame of the quad-rotor's body whose x, y, and z are
defined along the axes of the quadcopter. As a consequence 12 variables define
the dynamical system of the quad-rotor [15].

Fig. 3. Quad-rotor frame of reference.

1. Six states define the position of the system in the three dimensional space:
Cartesian coordinate (x, y, z) points to the center of gravity of the quadcopter
and their time derivative (u, v, w) defines the speed of the center of gravity
relative to the earth.

2. Six states define the attitude of the system: Euler angles (φ, θ, ψ) repre-
sent the roll, pitch, and yaw respectively and their time derivatives (p, q, r)
describe the rotation of the quad-rotor.

According to Fig. 3, F1,F2, F3, and F4 are the forces applied to the rigid
body by the motors. The effect of these forces produces roll angle (φ), pitch
angle (θ), and yaw angle (ψ). Four control inputs can be defined according to
these four forces acting on the quad-rotors rigid body:

U1 = F1 + F2 + F3 + F4,

U2 = (F2 − F4)l,

U3 = (F3 − F1)l,

U4 = M1 +M2 −M3 −M4.

(1)

Fi and Mi are the thrust and torque generated by rotor i (i ∈ {1, 2, 3, 4}) and
l represents the length of the arm from the rotor to the center of mass. In [16]
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and [17], the Eq. (1) can be expressed in terms of equations, governing dynamics
of the quadrotor as:

ẍ =
U1

m
(cosφ sin θ cosψ + sinφ sinψ) ,

ÿ =
U1

m
(cosφ sin θ sinψ − sinφ cosψ) ,

z̈ =
U1

m
cosφ cos θ − g,

φ̈ =
U2

Ixx
+ θ̇ψ̇

(
Iyy − Izz
Ixx

)
− JR
Ixx

θ̇ΩR,

θ̈ =
U3

Iyy
+ φ̇ψ̇

(
Izz − Ixx
Iyy

)
− JR
Iyy

φ̇ΩR,

ψ̈ =
U4

Izz
+ φ̇θ̇

(
Ixx − Iyy

Izz

)
.

(2)

The position of the center of mass in the inertial coordinate system is (x, y, z);
φ, θ, and ψ are the quad-rotor's attitude; m, Ixx, Iyy, and Izz are the mass and
the moments of inertia respectively; JR and ΩR are the moments of inertia and
angular velocity of the propeller blades; and g is the gravity.

4 Quad-rotor Identification Model from Experimental
Data

The quad-rotor system can be treated as MIMO (Multiple Inputs and Multiple
Outputs) system. See Fig. 4. The variables of interest are

1. 4 inputs (4 PWM signals),

2. 3 outputs (Euler angles).

Fig. 4. Quad-rotor block diagram.
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Fig. 5. Flow diagram of the system identification.

4.1 System Identification Algorithm

The Fig. 5 shows the flow diagram of the identification algorithm. The first step
to obtain the model is to prepare the data for system identification. Once the data
is obtained from experiments, it has to be imported into Matlab environment.
The data has to be represented in time and frequency domains using the iddata
function. This function creates an iddata object containing a time-domain output
signal y and an input signal u. Also, the sample time of the experimental data
has to be specified. Then a data selection is done to create independent data
sets for estimation and validation.

The second step is to determine which model will be used to represent the
linear system. The transfer function model is a numeric model that represents
a linear system with fixed numerical coefficients. Those fixed coefficients are the
numerator and denominator of the transfer function. For the Matlab System
Identification Toolbox, the transfer function model describes the relationship
between the inputs and outputs of a dynamic system using a ratio of polynomials.

The transfer function model, in continous time, has the following form:

Y (s) =
num(s)

den(s)
U(s), (3)

where Y (s) and U(s) represent the Laplace transforms of the output and input,
respectively. The equation (3) represents a single-input single-output (SISO)
contionus transfer function. A multi-input multi-output (MIMO) transfer func-
tion has n SISO transfer function depending on the input-output system. It has
the following form:

G(s) =
num(s)

den(s)
,

Y1(s) = G11U1(s) +G12U2(s) + . . .+G1nUn(s), (4)

where Gij(s) is the SISO transfer function between the ith output and jth input.
The validation model is the last step to verify the accuracy of the model obtained.
The validation data is used to check how the model system behaves and after
that, do some refinements if the model requires it.
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4.2 Obtaining the Models from System Identification

Matlab has a System Identification Toolbox which is used to identify a linear
model of the quad-rotor system. Experimental data was obtained and tested to
get transfer functions from the roll and pitch axis. The best transfer functions
that fit the data are the following:

From input u1 to output y1 :

−2.102× 10−10

s11 + 0.4659s10 + 0.8069s9 + 0.2817s8 + 0.1927s7

+0.05124s6 + 0.01715s5 + 0.003271s4 + 0.0005535s3

+ 7× 10−5s2 + 4.797× 10−6s+ 3.605× 10−7

,

From input u2 to output y1 :

−9.898× 10−10

s11 + 0.5932s10 + 1.051s9 + 0.4688s8 + 0.2964s7

+0.09754s6 + 0.03072s5 + 0.00695s4 + 0.001157s3

+ 0.0001635s2 + 1.199× 10−5s+ 8.575× 10−7

,

(5)

From input u3 to output y2 :

−2.521× 10−8

s10 + 0.3857s9 + 1.114s8 + 0.3282s7 + 0.4312s6 + 0.09092s5

+ 0.069s4 + 0.009134s3 + 0.004089s2 + 0.0002373s+ 4.474×−5

,

From input u4 to output y2 :

−2.531× 10−8

s10 + 0.3851s9 + 1.113s8 + 0.3276s7 + 0.4306s6 + 0.09073s5

+ 0.06887s4 + 0.009111s3 + 0.004079s2 + 0.0002366s+ 4.476× 10−5

.

(6)

From Matlab System Identification Toolbox, it is possible to obtain a pair
of transfer functions that represent the dynamics of the roll and yaw axis. This
model can be used on later stages to design a controller with better performance.

5 Results

The dataset obtained was divided in two sized data for both roll and pitch
axis. First part was used to find the transfer functions of Eq. (5) and Eq.(6).
The second part was used as validation data, in order to validate the model
estimated.

5.1 Model Validation

The Fig. 6 shows the simulation of the roll and pitch axis from the estimated
models respectively. The performance of the estimated models is quite good,
although there are some parts in the figure where those models cannot represent
the dynamics of the quad-rotor. This behavior is expected because the dynamics
models are linear and the quad-rotor dynamics are normally represented by
nonlinear models.
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Fig. 6. Measured and estimated output for roll and pitch axis.

6 Conclusion

This paper presents a system identification method of a quad-rotor in X config-
uration based on a linear model. The estimated models represent the quad-rotor
dynamics quite well, despite some irregularities in the estimated outputs system.
It can be seen that the rapid changes in the quad-rotor dynamics, could be
difficult to estimate for the linear models proposed in this paper.

The Matlab System Identification Toolbox is demonstrated to be a good tool
for a quick modeling of a quad-rotor system. The transfer functions for the roll
and pitch axis shows that a linear model can estimate the quad-rotor dynamics,
even though the system have strong non-linearities.

Future research include the design of a controller based on the models pro-
posed in this paper, the implementation of a neural network to obtain a nonlinear
model which will improve the estimated output system, and the design of a
stabilization control for the quad-rotor.
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Abstract. Segmentation is one of the main tasks related to breast cancer 

classification. Automatic and semiautomatic algorithms have been proposed 

lately, and in this paper, a new method to segment mammography images is 

proposed using novel bat algorithm (NBA) and unsupervised metric measures as 

objective function. Results showed a useful method to segment mammographies 

using bioinspired algorithms based on bat optimization.  

Keywords: Mammogram, bioinspired, novel bat algorithm, swarm, breast 

cancer. 

1 Introduction 

Recent studies have showed that breast cancer is one of the main causes of death in 

women around the world [1]. In Mexico, breast cancer is the main reason of deaths in 

adult women in ages among 30 and 54 years [2][3]. It is also one of the currently most 

common cancers in Mexico, with high risk. Risks are estimated based on new cancer 

cases between people free of this disease [4].  

Detecting breast cancer using x-ray mammograms in early phases is the best way to 

prevent breast cancer deaths. This is the reason why mammographies are recommended 

in order to obtain an early detection of breast cancer among women older than 26 years 

and it is highly recommended to obtain a mammography study for women from 40 to 

49 years old [1]. 

In Mexico it is very important to improve screening analysis to promote early 

detection for breast cancer because only 5-10% cases of breast cancer in Mexico are 

detected in early phases [1]. 

Mammograms are images obtained by mammography. Typically, these images are 

gray scaled, and the cancer lesion are differentiated due to their texture and color [5]. 

Automatic detection of lesions in mammogram includes the segmentation of the region 

of interest, in order to separate the lesion from the rest of the mammary tissue. To 
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accomplish this task, several segmentation techniques have been used [6–9]. However, 

development of simple and accurate segmentation algorithms is still a challenge in 

digital image processing [7]. 

Segmentation algorithms can be divided in two main categories: region and edge 

based [7]. The first category assigns each pixel to a region while the other category 

constructs an image based on the boundaries of a specific object. 

Region based segmentation can be modeled as an optimization problem, considering 

the search space as all possible categories for each pixel, and the objective function as 

a quality measure for the segmentation.  

Metaheuristics algorithms are inspired in nature processes and are used in a lot of 

optimization problems due to their power and easy implementations. They also try to 

find the optimal and practical solution to nonlinear or very complex problems [10]. 

In this paper we focus on this topic, implementing a new method to segment 

mammograms to later assist diagnosis using segmentation based on regions. Our 

method is based on the recently proposed Novel Bat Algorithm (NBA) [11]. Novel Bat 

Algorithm is a swarm intelligence algorithm based on the echolocation behavior of bats 

and this characteristic can be associated with an objective function. 

The paper is organized as follows. Section 2 addresses some previous works in the 

field of automatic or semi-automatic breast cancer segmentation for mammograms. 

Section 3 explains the algorithm used for mammogram segmentation, while section 4 

presents the experimental results. The paper finalizes with conclusions and future work.   

2 Previous Works 

Around the world, mammograms has been used to detect breast cancer, however there 

are another techniques used for diagnosis of breast cancer, being the most commonly 

used: ultrasounds [12], Magnetic Resonance Imagery (MRI) [13] and other more 

invasive methods like biopsies [14]. 

Semi-automatic and automatic segmentation is useful for the specialist because it 

provides a simpler image and the lesion can be detected easily. The algorithms proposed 

for mammogram segmentation are varied and some of them have been proposed since 

1998 [15] using a clustering algorithm extracting texture features and matrices based 

on lengths. 

In 2012 Rahmati et al. proposed a method to segment lesions in mammographies, 

based on a maximum likelihood active contour [9]. This algorithm separates the image 

in 2 parts: lesion and background. 

Recently was proposed a method for mammographies segmentation using Deep 

Neural Networks, this method was proposed in 2016 by Dubrovina et al. [16] and uses 

a new model for classification in mammograms. 

Similarly Sargent and Park [8] designed in the same year a method for segmentation 

of medical images such as mammograms, tomograms and scanned images using side-

by-side images comparisons. 
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Until now, there is no method proposed based on Novel Bat Algorithm for breast 

cancer mammograms segmentation. In this paper, we proposed a method to use this 

algorithm using metrics based on lengths as optimization function. 

3 Proposed Segmentation Algorithm 

Segmentation algorithms are used to split the background and the region of interest in 

images, in the following, we will explain the proposed method based on Novel Bat 

Algorithm proposed by Xian-Bing Meng et al. in 2015 [11] based on the Bat Algorithm 

proposed by Xin-She Yang in 2012 [17]. 

 Using the variables called loudness and pulse rate, which represent the proximity to 

other bats; the Novel Bat Algorithm generates random solutions using the currently 

optimal solutions. This algorithm was used in this paper because it explores a lot of 

solutions because of the randomly generated solutions in order to find the best solution. 

This algorithm is inspired in the echolocation of bats, a characteristic that helps bats 

to sense distances and provides them knowledge about the objects of interest and 

backgrounds.  

The pseudoalgorithm of Novel bat algorithm uses an objective function for the 

optimization process. The pseudoalgorithm adapted to the segmentation problem is 

showed below. 

The frequency of each bat is defined in equation 1, and is calculated using minimum 

and maximum frequencies and a random value between 0 and 1 given by a uniform 

distribution: 

𝑓𝑖 = 𝑓𝑚𝑖𝑛 + (𝑓𝑚𝑎𝑥 − 𝑓𝑚𝑖𝑛)𝛽. (1) 

 

Velocity and position for each bat is defined in equation 2 and 3 respectively, 

position is given by previous position and velocity, and on the other hand velocity is 

given by the previous velocity and the difference between actual position and currently 

best position defined as 𝑥∗: 

𝑣𝑖
𝑡 = 𝑣𝑖

𝑡−1 + (𝑣𝑖
𝑡 − 𝑥∗)𝑓𝑖  , (2) 

 

𝑥𝑖
𝑡 = 𝑥𝑖

𝑡−1 + 𝑣𝑖
𝑡  . (3) 

The flow chart in Figure 1 was done according to the pseudoalgorithm proposed by 

Xian-Bing Meng [17]. 

We need to initialize the bat population with random values in the range from 0 to 

255 because these are the values of possible gray levels. 

The algorithm iterates a defined number of times and for each iteration the algorithm 

will generate solutions adjusting frequencies and velocities for each bat. 

New solutions are generated randomly and they are accepted if they are better than 

previous solutions evaluating them in the objective function. 
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Fig. 1. Flow chart for Novel Bat Algorithm. 

The Novel bat algorithm was originally programmed in Matlab by Xian-Bing Meng 

in 2015 [11], this algorithm was tested in Matlab and for this paper the modified 

algorithm was programmed in C# using Microsoft Visual C# 2010 based on the same 

algorithm.  

For the implementation presented in this paper each bat represents a gray level and 

a partition of the image as represented in figure 2.  
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Fig. 2. Representation of gray levels for segmentation, each bat represents a region of the image. 

The algorithm was modified for processing mammographies images using formula 

4 as objective function: 

 

Minimum distance between pixels in different group

Maximum distance between pixels in same group
. (4) 

 

The metric used to calculate the distance between each bat was the Minkowski 

distance for order 1. The bounds used for this implementation were based on gray 

levels; this means only numbers from 0 to 254 were used. 

The segmentations were evaluated according to the work presented by Hui Zhang et 

al. in 2007 [18]. That work is a survey of evaluations in image segmentations using 

unsupervised methods. To evaluate the segmentations we used average squared color 

error (F, equation 5) which penalizes over-segmentations; the survey proposed an 

improved measure to evaluate average squared color error (F’, equation 6). 

F’ is an extension of F and it penalizes segmentations that have a lot of small regions 

of the same size: 

F =  √𝑁  ∑
𝑒𝑗2

√𝑆𝑗

𝑁

𝑗=1

 , (5) 

 

F’ =  
1

1000 ∗ 𝑆𝐼
√ ∑ 𝑁(𝑏)1+

1
𝑏

𝑀𝑎𝑥𝐴𝑟𝑒𝑎

𝑏=1

 ∑
𝑒𝑗2

√𝑆𝑗

𝑁

𝑗=1

 , (6) 

where N represents number of regions in the image and Sj are the quantity of pixels in 

the region j.  

SI represents the area of the image and N(b) is number of regions of the segmented 

image that have exactly b units of area. 

In equation 2 and 3 the squared color error of region j 𝑒𝑗2 is defined in equation 7: 
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𝑒𝑗2(𝑅𝑗) =  ∑ (𝐶𝑥(𝑝) − Ĉ𝑥(𝑅𝑗))2.

𝑝∈𝑅𝑗

 (7) 

Cx(p) represents the value of component x for pixel p. And finally the average 

value of component x in the region j is defined in equation 8:  

Ĉ𝑥(𝑅𝑗) =
∑ 𝐶𝑥(𝑝)𝑝∈𝑅𝑗

𝑆𝑗
 . (8) 

These errors measures were used in the performance tests. 

4 Experiments 

The algorithm proposed in this paper was tested using the dataset Breast Cancer Digital 

Repository [19] provided by the Faculty of Medicine in the University of Porto, in 

Portugal. 

This dataset contains 200 lesions proven by biopsies of 190 women, also including 

362 segmentations in the mammograms. The images used were gray scaled. The 

boundaries for each lesion were identified by expert radiologists. 

We used the NBA based segmentation algorithm proposed in this paper (SNBA) for 

segmentations in two and three regions. Each region was assigned with a color and 

colors are not representative to their original pixel color.  

Several experiments were tested for this paper and all images were processed using 

two and three bats. The measures were calculated for all the segmented images and 

compared to the same measures calculated using the segmentations made by the 

radiologist. 

 

   

   

Fig. 3. (Top left) Original mammogram, (Top middle) Segmented image by expert radiologist, 

(Top right) Segmented image using OTSU method, (Bottom left) Image after processing using 

the algorithm proposed in this paper using two bats for the segmentation, (Bottom middle) Image 

after processing using the algorithm proposed in this paper using three bats for the segmentation, 

(Bottom right) Image after obtaining the segmentation cluster of interest in the segmentation for 

three bats algorithm. 
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Fig. 4. (Top left) Original mammogram, (Top middle) Segmented image by expert radiologist, 

(Top right) Segmented image using OTSU method, (Bottom left) Image after processing using 

the algorithm proposed in this paper using two bats for the segmentation, (Bottom middle) Image 

after processing using the algorithm proposed in this paper using three bats for the segmentation, 

(Bottom right) Image after obtaining the segmentation cluster of interest in the segmentation for 

three bats algorithm. 

   

   

Fig. 5. (Top left) Original mammogram, (Top middle) Segmented image by expert radiologist, 

(Top right) Segmented image using OTSU method, (Bottom left) Image after processing using 

the algorithm proposed in this paper using two bats for the segmentation, (Bottom middle) Image 

after processing using the algorithm proposed in this paper using three bats for the segmentation, 

(Bottom right) Image after obtaining the segmentation cluster of interest in the segmentation for 

three bats algorithm. 
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Table 1. Measures of error for segmented images. 

Figure Measure 

of error 

Segmented 

image using 

two bats 

(SNBA) 

Segmented 

image using 

three bats 

(SNBA) 

Cluster of 

interest 

(SNBA) 

Segmented 

image using 

OTSU 

method 

3 F 3.20039 

x105 

1.58467 

x105 

1.58467 

x105 

1.58611 

x105 

F’ 2.693 

x10-4 

1.333 

x10-4 

1.333 

x10-4 

1.334  

x10-4 

4 F 1.940457 

x106 

2.414146 

x106 

2.414146 

x106 

2.155042

x106 

F’ 16.29 

x10-4 

20.27 

x10-4 

20.27 

x10-4 

18.09 

x10-4 

5 F 9.985477 

x106 

9.296394 

x106 

8.606007 

x106 

9.751196 

x106 

F’ 84.03 

x10-4 

78.23 

x10-4 

72.42 

x10-4 

82.06 

x10-4 

6 F 9.985477 

x106 

9.296394 

x106 

8.606007 

x106 

8.268497 

x106 

F’ 84.03 

x10-4 

78.23 

x10-4 

72.42 

x10-4 

69.58  

x10-4 

 

   

   

Fig. 6. (Top left) Original mammogram, (Top middle) Segmented image by expert radiologist, 

(Top right) Segmented image using OTSU method, (Bottom left) Image after processing using 

the algorithm proposed in this paper using two bats for the segmentation, (Bottom middle) Image 

after processing using the algorithm proposed in this paper using three bats for the segmentation, 

(Bottom right) Image after obtaining the segmentation cluster of interest in the segmentation for 

three bats algorithm. 
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Measures are presented in Table 1. As we can observe segmented images using the 

algorithm proposed in this paper (SNBA) showed a smaller error in comparison to other 

segmentations used. 

As shown in Table 1, the proposed SNBA algorithm is able to obtain a good 

segmentation by using only three bats (representing the regions corresponding to cancer 

lesion, mammary tissue and background, respectively). However, some noisy pixels are 

marked as cancer lesion, and further processing will be needed to remove them. Some 

columns showed very similar errors representing no significant changes in the 

segmented images. 

5 Conclusions 

This paper presents a new method to segment images using bioinspired Novel Bat 

Algorithm (NBA). As many bioinspired algorithms, the NBA used here has some 

parameters that can be adjusted to improve the performance of the segmentation 

process. In a similar way, the quantity of bats can be adjusted to obtain better 

segmentations. The adjustment of parameters can improve the convergence rate of this 

algorithm and it is a good line of investigation. In addition, the investigation detects 

some noisy pixels marked as cancer lesion, and further processing will be needed to 

address this issue. 
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Abstract. This paper is devoted to the development of an Identification 

Framework for unknown Complex Systems. The proposal is based on Recurrent 

Trainable Neural Networks following a Hybrid System approach. The complex 

system is identified by using hybrid input-output data defined by a given set of 

switching hypersurfaces. The effectiveness of the proposed approach is shown 

using a commutable pendulum with chaotic behavior. 

Keywords: Complex systems identification, hybrid systems, recurrent trainable 

neural networks. 

1 Introduction 

It is well known that interpreting and predicting the behavior of complex dynamical 

systems is challenging, mainly because the causes and effects are not obviously related. 

One way to establish the direct and indirect relationships of causes and effects in a 

complex system is via an identification framework. The identification problem consists 

of obtaining a model that allow us to infer how the system will respond to other inputs 

that we have not yet measured by approximating the output trajectory of the system. In 

the complex systems context, there are several approaches with quite different 

viewpoints on system modeling: dynamical systems, discrete event systems, cellular 

automata models, neural network models, finite state machines, cognitive maps, multi-

agent models and Hybrid Systems (HS) (see [3] and the references there in). These 

paradigms differ, rather, by concepts and views on the problems and approaches to 

solve them, than the applications areas [1, 7, 10, 13, 16, 17]. In this contribution, we 

follow the HS approach. 

    The identification theory for continuous state systems is well developed in the 

literature [18]. However, HS add extra complexity due to the interaction of continuous 

and discrete dynamics. The identification of complex systems following a HS approach 

has been devoted to the identification of switched affine and piecewise affine models. 

The main issues and difficulties connected with HS identification are discussed in [22]. 
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Normally the identification is based on statistical techniques that need a reasonable 

amount of data and assume stationarity: they require that the underlying system does 

not change its parameters over time. If the parameters of the system are drifting or 

externally switched from time to time, the statistical algorithms can be applied to short 

segments of the data, thereby monitoring changes in the characteristic quantities. 

However, such methods may suffer from the curse of dimensionality and other 

statistical problems that arise when estimating from few data points. 

    Instead of a statistical technique, in this contribution we use a Neural Network (NN) 

technique that is very effective for identification and control of nonlinear systems when 

partial or null information about systems is available [20]. It is worth to mention, that 

the idea to incorporate NN for identification of complex systems following a HS 

approach has been previously addressed. In one side, some proposals incorporate the 

NN identifier as a global model, losing the nature of HS [2, 15, 19]. In the other side, it 

is assumed that the sequence of locations is known or that it is well established by 

considering the discrete-time dynamics at the higher level of a hierarchical framework 

[12, 14]. These kinds of assumptions could not be valid because the dynamic behavior 

of a HS is strongly influenced by discontinuities in its system trajectories [9, 23]. 

    In this paper an identification methodology based on Recurrent Trainable NN 

(RTNN) to model complex systems, in a HS approach, is presented; following a gray 

box retaining the characteristic behavior of HS and introducing the Hybrid RTNN 

(HRTNN).  

    The outline of the paper is as follows: In Section 2 we describe the hybrid complex 

systems investigated in this contribution and the identification problem is formulated.  

In Section 3 we present the HRTNN description. In order to show the validity of the 

proposed HRTNN several simulations of a commutable ideal pendulum, presenting 

chaos behavior, are developed in Section 4. Section 5 concludes the paper.  

2 Modeling Framework and Problem Formulation 

In this contribution, a complex system is considered as a system composed by simple 

subsystems; where the subsystems are active in a set of locations. Then the modeling 

framework for the complex system identification is based on Hybrid Dynamical 

Systems (HDS) structures. The HDS are characterized by a set of subsystems 

interconnected in a discrete manner. The applicability of this approach can be seen in 

the fact that several types of hybrid systems are used in chemical, bioengineering, 

aerospace and electronics industries, among others to model complex control systems 

[7, 9, 10, 17]. The Nonlinear HDS (NHDS) discussed in this paper are represented by 

its hybrid state equation 

ẋ(t)= ∑ β[ti-1,ti)
(t)fqi

(t,x(t),u(t))r
i=1  a.e. on t ∈ [0, tf], (1)  

and by the hybrid output vector 
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y̅(t)= ∑ β[ti-1,ti)
(t)hqi

(t,x(t),u(t))r
i=1   a.e. on, t ∈ [0, tf] (2)  

with available sample-data outputs y(k). β[ti-1,ti)
(∙), is the characteristic function of the 

interval [ti-1,ti)
 
for i=1,…,r, i.e. 

β[ti-1,ti)
(t) = {

1,    if   t ∈ [ti-1,ti), i=1,…,r

0,                          otherwise
. 

 

    Here qiQ represents a location, Q is a finite set of discrete states (called locations), 

x()X is an admissible state trajectory, X={Xq} with Xq  Rn; u()U is an admissible 

input signal and URm is a set of admissible measurable bounded functions; fq: [0, tf] ×

Xq × U → Rn defines a family of velocity vector fields F={fq};hq: [0, tf] × Xq × U →

Rp

 
are diffeomorphisms which define a family of vector fields H={hq}; and y̅(∙)∈Y is 

an admissible output trajectory, Y={Yq} is a collection of output sets with YRp. The 

interest of considering NHDS with sample-data outputs is twofold: these models can 

represent a wide range of systems of practical interest and sample-data outputs can be 

interpreted as a result of application of a quantified procedure to an original continuous 

model. Note that, in difference to y̅(t) the stepwise value y(k) is a measurable output 

of the system under consideration. We assume that the dynamic transitions between 

two subsystems are characterized by the assembly of switching pairwise disjoint 

hypersurfaces Mq,q'≔{x∈Rn:mq,q'(x)=0}, where mq,q':R
n→R, q,q'∈Q

 
are smooth 

functions with nonzero gradients. The given hypersurfaces Mq,q' represents the 

switching sets at which a switch from location q to location q’ can take place. We say 

that a location switching from q to q’ occurs at a switching time tsw∈[0,tf]. We consider 

NHDS with r∈R switching times: 0<t0<t1<⋯<tr-1<tr=tf. Note that the sequence of 

switching times {ti} is not defined a priory, neither the sequence of locations: {qi}. In 

order to state the problem, that we are interested on, let us introduce the following 

definition. 

 

Definition 1: A hybrid trajectory of NHDS is a 3-tuple X={x(∙),qi,ti} such that for each 

i=1,…,r and every admissible input u()U we have 

 x(0) = x0 ∉ ⋂ Mq,q′q,q′∈Q  and xi(∙)=x(∙)|(ti-1,ti) is an absolutely continuous 

function on (ti-1,ti) continuously prolongable to [𝑡𝑖−1, 𝑡𝑖], i=1,…,r 

 x(ti) ∈ Mq,q′ for i=1,…,r; 

 ẋ(t) = fqi
(t, xi(t), u(t)) for almost all t∈[ti-1,ti] 

 

    Observe that given an admissible signal input u(), the physical attributes of a NHDS 

governed by its state equation (1) are transformed by (2) into responses as system 

outputs. Here, we suppose that the hybrid output retains the state behavior, i.e., the 

transition from one location to another in the space state cause a transition in the output 

response. We assume that the transitions at the output are characterized by the assembly 

of switching pairwise disjoint hypersurfaces 

Nq,q'≔{y∈Rp:nq,q'(y)=0}, (3)  
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where nq,q':R
p→R, q,q'∈Q are smooth functions with nonzero gradients defined 

as: nq,q'(𝑦)= 𝑚q,q' (ℎ𝑞′
−1(𝑥)). We now could formulate the identification problem as: 

Problem 1: Assume that the NHDS (1)-(2) is unknown. The identification problem 

consists of obtaining a model that allow us to infer how the NHDS will respond to other 

inputs that we have not yet measured by approximating the output hybrid trajectory of 

the system NHDS. That is, for an experiment with length tf, we want to determine a 

model with a hybrid output Ŷ={ŷ(∙),{q̂i},{ti}} which approximate the NHDS response, 

visited during the experiment, by using only the observed data {u(t),y(k),t∈[0,tf]}.
 

3 HTRNN Description 

During the last decade considerable research has been devoted towards developing 

RNN models applied for identification and control of complex nonlinear plants [4, 5]. 

Under the premise of Problem 1, we follow the structure of NHDS to approach complex 

systems; the dynamic transitions from one location to another observed in the output 

response are described by the equations of mathematical physics, but the response of 

the subsystems is modeled by neural networks. Then, to describe the global complex 

system’s behavior, we use an arbitrary interconnection between subsystems with 

discrete event, characterized by switching hypersurfaces. It means that the transition 

locations  iq and the sequences of switching times  it  are not previously defined, 

only the hypersurface (3) are considered. It is worth to mention, that to develop a 

computational identification it is necessary to take some measurements in a time 

interval. Then, it is pertinent to consider a discrete RTNN to performs this task. It is 

well known that during the sampling process it is possible to lose a location transition. 

However, if the direction of the trajectory is considered it is possible to detect when a 

hypersurface nq,q' has been triggered. 

The RTNN topology and its associated BP learning rule are described in vector-

matrix form, [4, 5, 6], as: 

 

x̂(k + 1) = Ax̂(k) + Bû(k);   

z(k) = G[x̂(k)];   v(k) = Cz(k);   ŷ(k) = F[v(k)]; 
w(k + 1) = w(k) + ηΔw(k) + αΔw(k − 1); 

e(k) = y(k) − ŷ(k);   F′[ŷ(k)] = [1 − ŷ2(k)]; 
e3(k) = G′[z(k)]e2(k);    e2(k) = CT(k)e1(k); 
G′[z(k)] = [1 − z2(k)];     ΔB(k) = e3(k)ûT(k); 
ΔA(k) = e3(k)x̂T(k);      ΔC(k) = e1(k)zT(k); 

(4)  

where ŷ(k), x̂(k) and û(k) are output, state and input vectors of the RTNN with 

dimension p, N, (m+1); here uT = [u; u0], where u is the real plant input vector with 

dimension m and u0=-1 is a threshold entry; y is the plant output vector with dimension 

p, considered as a RTNN reference; A is NN block-diagonal matrix, defined by A =
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block − diag(Ai); B = [B1; B0] and C = [C1; C0] are N(m+1) and L(N+1) 

augmented weight matrices; B0 and C0 are N1 and L1 threshold weights of the hidden 

and output layers; F[] and G[] are vector valued activation functions of type tanh(); 

F′[∙] and G′[∙] are the derivatives of the activation functions; W is a general weight 

denoting each weight matrix (C, A, B) in the RTNN model, to be update; w 

(C,A,B), is the weight correction of W (C, A, B); , are learning rate parameters; 

e, e1, e2, e3 are error vector with appropriate dimensions, predicted by the adjoint RTNN 

model. It is well known that the stability of the RTNN model is assured by the activation 

functions (-1,1) bounds and by the local stability weight bound conditions, |Ai| < 1. 

3.1 Gray-Box Approach 

Following a gray-box approach we only assume that 𝑟 location transitions in the hybrid 

output can take place. These transitions are characterized by the assembly of the given 

switching hypersurfaces (3). In this case we propose the use of the RTNN defined by 

(4) together with the switching hyper surfaces (3) used like a supervisor layer. This 

supervisor layer defines the switching instants between the RTNNqi
 to RTNNqj

, i.e., 

when condition ηqi,qj
(y(k)) = 0 is fulfilled a transition between the neural networks 

occurs. In Fig. 1 we introduce the HRTNN model. 

 

Fig. 1  HRTNN Identifier of the Complex System: NHDS approach. 

Remark 1: Note that in an arbitrary switching time, we are not updating the initial 

weights neither the initial state of the new located RTNNqi
. Then to avoid any impulse 
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(error) in the updating of the weights and the state of the actual RTNNqj
, we propose to 

add an Auxiliary Neural Network (ANN), showed in Fig. 2. 

    This ANN can be of any suitable topology. For simulation purposes we propose the 

use of a RTNN with the same topology as the RTNNqj
. Observe that the convergence 

of this approach in a specific location is assured by the convergence of the RTNN 

training algorithm [4], [5], [6]. However, this convergence is subject to an enough 

amount of training data, and the absence of the Zeno behavior. Also note that the 

switching times can be computed analytically as it is shown in [11]. However, it is 

important to remark that the switching manifolds rule these switching times, so with 

the knowledge of these hypersurfaces we could know when a transition happens. The 

knowledge of the manifolds at the hybrid output along with an appropriated weight 

actualization strategy at the switching times makes possible to achieve a finite time 

convergence or at least a global convergence as in [12]. 

 
Fig. 2 Auxiliary Neural Network Topology. 

Remark 2: The gray-box strategy is actually a hybrid strategy, which allows us to 

identify the nonlinear system like a hybrid one. To complete the hybrid strategy as a 

black-box approach, we need structures that allow us to identify the switching 

manifolds (see [22] for details). 

4 Simulation Results: Chaotic Behavior of an Ideal 

Commutable Pendulum 

Here, the applicability of our approach is illustrated by a commutable pendulum 

example, taken from [21]. In an ideal form, the general mathematical model of this 

system is given by the following equations: 

Σ = {
Σ1:  ẍ + x = 0          x, ẍϵR,

Σ2:  ẍ + ω2x = 0     x, ẍϵR,
 

where ω is the pendulum frequency and the switching manifolds are defined by: 
M1,2: x < 0, ẋ = 0, 

M2,1: x = 0, ẋ > 0. 
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Under some parameter conditions, the commutable pendulum presents a chaotic 

complex behavior, when the pendulum frequency is greater than 1[rad/s], [21]. In 

particular, the system commutes from a stable behavior to an unstable one. However, 

this chaotic nature does not mean that the whole system is unstable (see [8] for more 

details). With the aim to show the effectiveness of the HRTNN in the presence of some 

specific complex behavior, we identify the commutable pendulum with the frequency 

ω = 3.5(1 + x(ti)), i=1,3,… Note that under this condition the system presents two 

limit cycles and it is highly unstabilizable (see the phase plane of Fig. 3). To identify 

the complex behavior of this specific commutable pendulum, we applied the two 

identification strategies, using the oscillatory input: u(t) =
1

10
sin (

2πt

5
). 

Following the Gray box strategy without any actualization at the switching times, 

with the RTNN with topology (2, 4, 2), and learning parameters: =0.6; =0.001, we 

train this network for 200 seconds with a sampling rate of 0.01, obtaining the results 

shown in Fig. 4, where 
1

2
e2(t) is the mean square error. Note that due to the 

discontinuity between the states of both neural networks, there are impulses at the 

switching times as we have expected previously (recall Remark 1). 

 

Fig. 3  Phase Plane: ω = 3.5(1 − x(ti)), i𝑚𝑜𝑑2 = 1. 

    Finally, we follow the Gray Box Strategy with weight and state actualization at the 

switching times. We use the same topology and learning parameters as in the latter case. 

As a result, we obtain the graphics, shown in Fig. 5. Note that there are not impulses at 

the switching times and that the error is reduced. Observe that even when the common 

sense says that we can only identify stable systems; it is possible to identify unstable 

subsystems if the global system remains stable. The advantage of using the Gray Box 

Strategy is that we could identify the chaotic behavior of the system without changing 

the nature of the original system. If we compare these two strategies, we can see the 

following:  
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 The Gray Box Strategy without any actualization at the switching times retains 

the hybrid nature of the system, but it has discontinuities. 

 The Gray Box Strategy with actualization, retains the hybrid nature of the 

system, and eliminates the discontinuities presented in the Gray Box Strategy 

without actualization. 

 

Fig. 4 Gray Box Strategy Identification (1: red line, 1 identification: green line, 

2: blue line, 2 identification: magenta line). 

 

Fig. 5 Gray Box Strategy with ANN Identification (1: red line, 1 identification: 

green line, 2: blue line, 2 identification: magenta line). 
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5 Conclusion 

This paper presents an intelligent approach to identify complex systems following a 

hybrid structure approach. We introduced the topology of the Hybrid Trainable 

Recurrent Neural Network. Two strategies are presented: Gray Box and Gray Box 

strategy with actualization of the neural network state and weights. The Gray Box 

strategy without actualization can identify the system into the locations and preserve 

the complex nature of the system, but it has several errors at the switching times. The 

Gray Box strategy with weight and state actualization overcomes the disadvantages of 

the Gray Box strategy without actualization, making it a suitable option to identify a 

complex system with a hybrid nature even in the presence of chaotic behavior. 
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Abstract. Li-Fi is a technology that uses visible light from a Light Emitter 

Diode (LED) to transmit high speed data to a photo detector, which is 

connected to a smartphone or tablet. Location awareness refers to devices that 

can passively or actively determine their location with respect to a well-known 

location wireless communications device. In this paper we describe a Li-Fi 

based application, in which a smart phone or tablet with a light sensor and 

within the range of a Li-Fi lamplight, immediately trigger events like displaying 

a picture, accessing a Web page, or playing a video. 

Keywords: Visual light vommunications, Li-Fi lamps, Android. 

1 Introduction 

Li-Fi is a term that was coined by Harald Haas [1, 2] derived from a technology 

known as visible light communication (VLC).  This technology uses light from light-

emitting diodes (LEDs) as a medium to deliver wirelessly high-speed communication 

in a similar manner to Wi-Fi [3]. VLC works by switching the current to the LEDs off 

and on at a very high speed, too fast to be noticed by the human eye. Direct line of 

sight is not necessary for Li-Fi to transmit a signal; light reflected off the walls can 

work as well reaching rates of about 70 Mbit/s. Although both Wi-Fi and Li-Fi 

transmit data over the electromagnetic spectrum, Wi-Fi utilizes radio waves, whereas 

Li-Fi uses visible light. Furthermore, while the bandwidth with Wi-Fi is close to full 

capacity, Li-Fi has almost no limitations on capacity. The visible light spectrum is 

10,000 times larger than the entire radio frequency spectrum [4]. Researchers have 

reached data rates of over 10 Gbit/s [5]. 

Location awareness refers to devices that can passively or actively determine their 

location with respect to a well-known location wireless communications device. 

Location awareness enables new applications for ubiquitous computing systems and 

mobile phones or tablets. Such applications include the automatic reconfiguration of a 

computing device to suit the location in which it is currently being used. Examples 

include publishing special offers to potential customers who are near to the 

retailers  [6]. 

This paper describes a Li-Fi based application, in which a smart phone or tablet 

with a light sensor and within the range of a Li-Fi lamplight, immediately trigger 

events like displaying a picture, accessing a Web page, or playing a video. The 
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remainder of this paper is organized as follows: Section 2 presents a summary of 

works related to location-aware services. Section 3 describes the design of our 

location-aware application with Li-Fi lamps and Android phone or tablet with a light 

sensor. Section 4 shows the results of the implementation. Finally, our conclusions 

and future work are presented in Section 5. 

2 Related Work 

Several research works on VLC technologies have been proposed. The most 

important are described in the following. 

2.1 Leds--Leads-You-Right-To-A-Discount 

In [7, 8] ByteLight an English Company focused on using LEDs to provide high-

speed data communications—the  technology referred to as Li-Fi, felt their 

technology was better suited to helping people find their way around large indoor 

spaces. The idea was the following: imagine that you are in a department store that 

has replaced a number of its traditional lightbulbs with ByteLights. The lights, 

flickering faster than the eye can see, would emit a signal to passing smart phones. 

Your phone would read the signal through its camera, which would direct the smart 

phone (Figure 1), to pull up a deal offering a discount on a product on a nearby rack. 

 

   

Fig. 1. A ByteLight’s LED bulbs system. 

2.2 Philips Shopping Assistant With Leds And Smart Phone 

In [9] Phillips Lighting showed a LED-based indoor location detection technology.  

The system is similar to ByteLight, in terms of location-determination technology that 

relies on one-way communication between networked LED-based luminaires and 

customers' smartphones. In both cases the customer requires however, to download an 

application to utilize the technology. The communication link from luminaires to the 

smartphone would deliver the location data and offers. Figure 2. 
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Fig. 2. Philips Lighting LED-based indoor location detection technology. 

2.3 Oledcomm Li-Fi 

Oledcomm [10] is a French Company that produces LiFi equipment in the telecom, 

and industrial markets, see Figure 3. It also sells kits to experiment with the Li-Fi 

technology. 

 

Fig. 3. Oledcomm Li-Fi. 
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3 A Location-Aware Li-Fi Application 

In the following we develop a location-aware Li-Fi application in which when an 

Android phone or tablet with a light sensor, is within the range of a Li-Fi lamplight, it 

will immediately display a picture, or access a Web page, or play a video, depending 

of the ID code of the lamplight. In order to do that, we will use the Oledcomm 

GEOLiFi XS Kit [11]. This kit contains: a) 3 GEOLiFi LED lamps, b) 1 GEOLiFi 

Android Tablet with an embedded sensor light; c) 1 extra GEOLiFi Dongle to be used 

with a Smartphone; and d) 1 GEOLiFi SDK Library. See Figure 4. 

 

 
Fig. 4. The Oledcomm GEOLiFi XS Kit. 

3.1 Displaying A Picture With Lifi 

The GEOLiFi SDK Library has a small tutorial of how to use the Oledcomm 

GEOLiFi API. We begin loading the last version of Java SDK and Android Studio. 

After that we create a new Android application specifying the project and packages 

names with (in our case), minimum SDK 3, target SDK Android 4.4.2 and compiling 

with SDK 20. The most important part is in the MainActivity class in the 

LiFiLocation () method, Figure 5: 

   

Fig. 5. The LiFiLocation () method. 
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This method is used for retrieving geolocation data for a phone or tablet from a 

lamp Li-Fi. When this happens the corresponding Id lamp will be available. In our 

case, the Id of every one of the three lamps were: 

a) Lamp 1:   0xd5d5 

b) Lamp 2:   0x6390 

c) Lamp 3:   0x6e71 

Having known the Ids of the three lamps, we simply use the first Id (0xd5d5) for 

displaying a picture in the Tablet with the following java switch code, Figure 6: 

 

 
Fig. 6. Code for displaying a picture when the Tablet receives light from lamp1. 

 

Of course, the cic_logo.png picture must be already available in the res --> 

drawable directory. 

3.2 Displaying A Web Page With Li-Fi 

The following java code allows access to a Web page when the tablet receives the 

light code (0x6390) from lamp 2. See Figure 7. 

 

Fig. 7. Accessing a Web page when a Tablet receives light code from lamp 2. 

3.3 Displaying A Video With Li-Fi 

To display a video using Li-Fi, we use the light code 0x6e71 and the following java 

code, Figure 8. The video.mp4 must be already stored in this case, in the resraw 

directory. 
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Fig. 8. Displaying a video with Li-Fi. 

4 Experiments and Results 

For the experiments we use as mentioned an Oledcomm GEOLiFi XS Kit with an 

Android OS 4.4.2 Tablet (Figure 9), thus as an Android 5.0 Smartphone Sony Xperia 

M4 Aqua, but with a light sensor connected into the earphone jack (Figure 10). 

 

 

Fig. 9. GeoLiFi Kit Android Tablet 4.4.2 and three Li-Fi lamps. 

 

Fig. 10. Smartphone with attached Li-Fi sensor into the earphone jack. 
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Figure 11 show the corresponding picture, Web page (overlapping the picture) and 

the video (in the upper left corner). In this same figure it can also be noticed the 

embedded Li-Fi sensor (down to the right from the camera lens). 

 

 
Fig. 11. Tablet with an embedded Li-Fi sensor. 

4.1 Discussion of Results 

Both devices worked fine with the Li-Fi lamps. However the smartphone with the 

attached Li-Fi sensor was less sensible to the Li-Fi light than the Oledcomm Tablet. 

The results obtained showed that indeed Li-Fi transmit data via the light from the 

lamps. 

5 Conclusions 

A location-aware Li-Fi application was developed using three Li-Fi lamps and two 

Android devices with a Li-Fi sensor. When the tablet or the smartphone was within 

the range of a Li-Fi lamplight, the light sensor read the code light from the lamp under 

test and triggered events like displaying a picture, accessing a Web page, or playing a 

video, according to the respective light code. This application may still be expanded 

beyond the actual state, making it more useful by developing for example, a mobile 

application to guide people through large indoor spaces like museums and stores. 
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Abstract. This paper is intended to study the existing classification and 

information retrieval techniques in order to use an algorithm that will group the 

a set of documents. Therefore, the unfolding of knowledge in texts is selected as 

the proper methodology to be followed and the steps are explained in order to 

reach the unsupervised documents classification. After conducting an experiment 

with three of the most known methods of unsupervised documents classification 

and the assessment of the results with the Silhoutte index, it could be observed 

that the better grouping was with four groups, whose main characteristic was to 

deal with subjects such as: information management information, systems 

management, artificial intelligence, and digital image processing. 

Keywords: Document classification, clustering, silhouette. 

1 Introduction 

Within a few years Pc´s have become a universal tool for all kinds of cultural, 

professional and commercial activities. Technological advancements in recent years 

have resulted in an exponential increase of digital information, which requires the 

development of specific tools for the retrieval and management of information [1]. That 

is the selection of a piece of information, among all the available information, for a 

specific user. This job is performed by the information retrieval systems [2, 3]. These 

systems deal with large databases composed of documents and use a model of 

representing information [4, 5], artificial intelligence techniques and data mining, they 

also process queries from users delivering the relevant documents in an appropriate 

range of time. 
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The main purpose of this kind of marketing is contacting a certain group of people 

to meet a specific goal (offer a service, insurance, credit card, etc.), but the problem of 

chose the group of costumers willing to buy the service is considered NP-hard [2]. For 

Due to the existence of repositories in different institutions with an increasing amount 

of documents in digital format [6], it has become necessary to filter all the information 

in order to obtain the most accurate information needed [7]. That is, discarding all that 

is not of interest for the users and keeping what is useful. Sometimes it is interesting to 

know about a particular subject, but this would result in losing precious time looking 

for irrelevant information. In a large database, it is unthinkable to do a manual selection 

of these texts, i.e. it is very difficult to precisely know what all these texts are about. 

Therefore, it would be very useful to be provided with an automatic tool that would 

properly gather and manage text documents that meet some similar criteria to the search 

and explore the collection throughout the clusters obtained [7]. 

The rest of the paper is organized as follows. Section 2 details some materials and 

methods used and section 3 offers a discussion about the results obtained. Finally the 

paper ends with some conclusions and future research suggestions.  

2 Materials and Methods 

2.1 Collecting and Preprocessing Texts 

This is the first step of the process and consists of extracting the plain information that 

appears in a set of documents that have been previously grouped [8]. Since all the theses 

from the faculty are in PDF format, it was necessary to find a mechanism to grab text 

from these files. 

In order to extract text from PDF files, an expert library called PDFBox was used 

[9]. This library offers a wide range of preprocessing tasks such as text extraction, 

merging multiple documents into a single one, converting plain text into a PDF file, 

creating PDF files from images, printing documents and others. From all these features, 

it was decided to work with the extraction of text from a PDF file to plain text, where 

it will be easier to deal with. 

In addition to this library, it was used another library called FontBox [9] that contains 

various types of fonts to make the PDFBox library fonts compatible with the most 

commonly known typefaces. 

2.2 Lexical Analysis: Segmentation 

Once the text from the documents have been obtained, the first operations to be 

performed on the text consist on segmenting large chains into corresponding words. 

This process is known as the separation of lexical components [10]. These tokens 

(which are just the words contained in the text) are obtained using the blank space 

characters for segmenting the whole text into independent words. 
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2.3 Filtering and Removing Stopwords 

A second step is to filter all non-alphabetical characters such as numbers and 

punctuation marks, since they do not provide relevant information to the classification. 

Then, all the text is rewritten in lowercase, this will be useful to identify the same word, 

regardless it is uppercase or lowercase, be identified with the same word. Afterwards, 

another filtering is performed to eliminate those words that do not add relevant 

information such as pronouns, articles and conjunctions. These words are known as 

stopwords [11]. A list of Spanish and English stop-words was taken form [12], in order 

to eliminate those words from the search. 

2.4 Standardization: Stemming 

Once the stop-words are removed from the text, lexemes of the remaining words are 

sought in order to remove those words derived from the same stem. Words that share 

the same lexeme are treated as if they were the same word, this is especially useful for 

words that have different number and gender because they share the same 

meaning  [13]. 

In order to find the lexemes from each word, a Java-based software was used. This 

software is Snowball [14], which is used in several areas of information retrieval and 

supports multiple languages including Spanish and English. An example of its 

functions appears in the table 1. 

Table 1. Conversion from word to lexeme. 

Words Lexemes 

runs run 

taken take 

 

A direct consequence of the use of the software is that it allows us to continue 

filtering the text because all those words and their variations that basically mean the 

same are suppressed. This affects nouns, adjectives, verbs and adverbs, but not 

conjunctions and prepositions because they were previously filtered as stop-words. 

Table 2. Conversion to a unique word list. 

Words Stem 

take 
take 

taken 

runs 
run 

running 

 

Notice that the words sharing the same lexeme are considered as the same word. 

Otherwise, it would be more difficult to find relationships among documents because 

words differing in just one letter would be considered different words. This would make 
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it difficult to accomplish if we take into consideration the variants of a same verb in 

different conjugation. 

2.5 Unique Word List 

To identify the set of documents, it must be created an alphabetically sorted word list 

having the words from all documents, the only requirement is that the same word should 

not be repeated. To remove repeated words, an alphabetically sorted word list will 

consider repeated words, and therefore, they will be removed from the list of words. To 

create a unique word list, the method used is to generate a list for each document with 

partial single words, that is, where there is neither repeated words or two or more words 

with the same lexeme or stop-words- later, the word list is alphabetically arranged. 

After doing this with each of the documents a unique global word list is drawn up 

for all documents using the previously generated lists from partial words in each 

document. By making an individual process for each document, it is faster to create a 

list of unique words because in this process there has been many filtered words that 

provide a lot of extra processing. 

2.6 Feature Generation 

At the end of the previous section a basis of a vector space was obtained to represent 

each of the documents. It would be enough to take into account the times a word appears 

in a given document forming a vector with an equal length to the whole word list. This 

concept is often called term frequency (tf). Table 3 shows the representation of a textual 

corpus in the vector space [15], where the frequency of a term t in a document d is the 

sum of the number of times it appears in the document. 

Table 3. Vector representation of a document corpus. 

 Term1 Term2 ... Termm 

Document1 𝑡𝑓𝑑1(𝑡1) 𝑡𝑓𝑑1(𝑡2) ... 𝑡𝑓𝑑1(𝑡𝑚) 
Document2 𝑡𝑓𝑑2(𝑡1) 𝑡𝑓𝑑2(𝑡2) ... 𝑡𝑓𝑑2(𝑡𝑚) 

... ... ... ... ... 

Documentn 𝑡𝑓𝑑𝑛(𝑡1) 𝑡𝑓𝑑𝑛(𝑡2) ... 𝑡𝑓𝑑𝑛(𝑡𝑚) 

 

However, not all words are equally relevant to discriminate against among the 

documents since there are words that are very common to all documents and thus do 

not serve to distinguish a document from other. 

Due to the previous vector representation for each document is modified so that those 

words that do not serve to distinguish between documents are not taken into account. 

For that it is applied the TF-IDF (Term Frequency–Inverse Document Frequency) 

which is defined in the following formula: 

 𝑇𝐹 − 𝐼𝐷𝐹(𝑡, 𝑑) =  𝑡𝑓𝑑(𝑡) ∗
𝑙𝑜𝑔𝑁

𝑑𝑓(𝑡)
− 1, (1) 
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where N is the total number of documents in the corpus, and df (document frequency) 

is the number of documents from the entire corpus in which that word appears. Thus, 

we see that if a word appears in all documents (such as Sp. "tener"), after this 

transformation its value in the table is null. The word count is performed using as a 

reference the unique word list that had been previously generated. An alphabetically 

arranged word list serves to look into each document and find the number of times each 

word is repeated in the text. 

At the end of this text processing a matrix with a unique number associated with a 

corresponding associated number which will be used for further analysis and 

classification. This matrix is called word-documents matrix, and denoted by the letter 

M, it has a very large data and is based on the set of documents. 

3 Discussion and Results 

In this section the characteristics of the set of documents on which the experimentation 

is carried out are detailed. The experimental protocol is explained, describing the 

algorithms used to perform the clustering of the documents. Then is defined the 

evaluation metric to analyze the results of the experimentation. 

3.1      Description of the Corpus of  Documents 

The FCI (Faculty of Computer Science) of UNICA (University of Ciego de Avila, 

Cuba) has a constantly increasing repository of theses in digital format. It has 

documents dating from the first graduation of computer engineering, class of 2006. 

These documents are in PDF format so it was sought to deal with this format. 

Table 4. Description of the corpus used in this study. 

Scholar year Engineering Thesis  Master Thesis Total 

2005-2006 5 0 5 

2006-2007 6 0 6 

2007-2008 7 5 12 

2008-2009 18 1 19 

2009-2010 17 17 34 

2010-2011 28 15 43 

2011-2012 48 20 68 

2012-2013 62 21 83 

2013-2014 19 16 35 

Total 210 95 305 

 

PDF (Portable Document Format) is a document storage format developed by Adobe 

Systems. It is specially designed for documents that can be printed. This format is multi-

platform since it can be viewed in all major operating systems (Windows, Unix \ Linux 

or Mac) without modifying either the appearance or the structure of the original 
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document. It also serves as the standard (ISO 19005-1: 2005) for electronic files 

containing documents intended to be preserved for a long term. 

Since the academic year 2005-2006 to the 2013-2014, Computer Engineering at the 

FCI UNICA has stored over 235 theses, 210 are diploma papers, and 25 master theses 

(see Table 4). 

3.2        Experimental Protocol 

In order to find the best way to group documents diploma papers, a comparison is 

performed among the different algorithms for grouping documents: k-means, SOM and 

Hierarchical Agglomerative in its variants Single-Link, Complete-Link and Centroid. 

The main disadvantage of these algorithms is that they require to set the initial 

number of groups to obtain in most applications, and in this particular case, there are 

no criteria to correctly specify this value. This is because the Corpus of Diploma Papers 

of Computer Engineering at UNICA is not labeled in groups. 

To solve the problem of unknowing the number of groups to obtain, a necessary 

parameter to apply clustering algorithms. These algorithms were run in a range of 2 to 

a quarter of the number of documents to be grouped 
𝑁

4
. that is, a total of 

𝑁

4
− 1 runs were 

made for each algorithm. 

Later, to determine the best grouping method, it was necessary to analyze the results 

with an index of internal validation. In accordance with several authors [16], one of the 

best performing indices in this regard is the Silhouette index. 

The Silhouette index is an indicator of the ideal number of groups. A higher value 

of this index indicates a more desirable number of groups. Silhouette coefficient for a 

set is given as the average coefficient of each object silhouette sample, s(i). This index 

can be used for both: a group of objects (cluster) or for each object. Silhouette 

coefficient for an object x is: 

 𝑠(𝑖) =  
𝑏(𝑖)−𝑎 (𝑖)

max{𝑎(𝑖),   𝑏(𝑖)}
 (2) 

Where a(i) is the average distance from the object i to all other objects in their group 

and b(i) is the average distance from the object i to all other objects in the nearest group. 

The value of s(i) can be obtained by combining the values of a(i) and b(i) as shown 

below: 

 𝑠(𝑖) =  

{
 
 

 
 1 −

𝑎(𝑖)

𝑏(𝑖)
𝑖𝑓 𝑎(𝑖) < 𝑏(𝑖)

0 𝑖𝑓 𝑎(𝑖) = 𝑏(𝑖)
𝑏(𝑖)

𝑎(𝑖)
− 1 𝑖𝑓 𝑎(𝑖) > 𝑏(𝑖)

 (3) 

According to the value of the total silhouette groups (structures) found they can be 

classified into: 

– 0.71-1.0, the structures are solid. 

– 0.51-0.70, the structures are reasonable. 
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– 0.26-0.50, the structures are weak and tend to be artificial alternate methods should 

for data analysis. 

– <0.25, no structures are found 

 

A value of s(x) near zero indicates that the object x is on the border of two groups. 

On the contrary, if the value of s(x) is negative, then the object should be assigned to 

the nearest group. This can be observed in Figure 1 with values forming silhouette 2 

(b), 3 (c) and 4 (d) groups with the set of points of (a).  

 

 
a) 

 
b) 

 
c) 

 
d) 

Fig. 1. Graphic representation of silhouette of different clusters. 

As it can be seen, silhouette values are highlighted in the graphic with color values 

for different groups. A commonly used criterion for a better grouping is the average 

value of the outline of all objects in all groups. In this case, the greater Silhouette value 

will be chosen as the best grouping 

3.3        Experiments and Discussion of the Results 

In order to group documents in relation with their contents, the K-means, SOM and 

hierarchical Agglomerative algorithms are applied in combinations SingleLink, 

Complete-Link and Centroid on the data matrix characteristics obtained from the 
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Corpus of Diploma Papers. The input parameters using these algorithms are the set of 

data that is wanted to group. At the output of each algorithm a vector containing the 

labels is obtained with the group it belongs to each of the documents, as it can be seen 

in Figure 2. 

 

Fig. 2. Representation of algorithm’s output vector. 

The total number of documents in the Corpus is 305. It was necessary to do 76 runs 

for each algorithm for a range of number of groups of 2 to 77. Table 5 shows the 10 

best values of Silhouette for each algorithm and the number of groups obtained in each 

case. 

Table 5. Clusters with different Silhouette value for each algorithm. 

K-Means SOM Single Complete Centroid 

Index Groups Index Groups Index Groups Index Groups Index Groups 

0.7681 4 0.7114 3 0.7088 4 0.5287 2 0.7281 4 

0.7082 3 0.5658 4 0.6699 3 0.5167 3 0.5540 3 

0.7071 2 0.4826 5 0.5014 2 0.3232 4 0.4825 2 

0.6511 73 0.4655 6 0.3069 5 0.1364 77 0.4259 6 

0.6292 74 0.4268 7 0.2110 6 0.1260 76 0.3709 5 

0.6271 75 0.3814 8 0.1820 75 0.1083 75 0.3078 7 

0.6184 76 0.2728 12 0.1807 76 0.0993 74 0.2960 8 

0.6111 77 0.2515 14 0.1741 74 0.0735 73 0.2876 9 

0.6085 71 0.2304 9 0.1688 77 0.0663 72 0.2782 10 

0.6047 72 0.2201 10 0.1603 73 0.0520 6 0.2511 11 

 

As it can be seen in the table, the K-means algorithm has the highest value of the 

silhouette obtained (0.7681) forming 4 groups. It was followed by the hierarchical 

agglomerative Centroid-Link algorithm which also obtained 4 groups but with an 

average value of silhouette a little lower (0.7281). Thirdly, the hierarchical 

agglomerative Single-Link algorithm performs a grouping of 4 groups but also with an 

average silhouette (0.7088). 

Likewise, if we plot the three best silhouette values for each algorithm on the number 

of clusters obtained it shows that the formed clusters are composed of 2, 3, 4 and 5 

groups. Three, out of the five algorithms used in experimentation received the best 

value in silhouette for a cluster consisting of four groups. K-means algorithm is the best 

value obtained. These results can be seen in Figure 3. 
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Fig. 3. Graphic of the three Silhouette values obtained by each algorithm with different number 

of clusters. 

In order to understand more clearly the meaning of this Silhouette value, use Figure 

4 where the silhouette of documents belonging to different groups can be seen, that is 

the documents belonging to the same group, appear together in a block. 

 

Fig. 4. Silhouette value of the documents by the four clusters obtained with K-means algorithm. 

The silhouette value for each document is a distance that resembles how each 

document is similar to other documents within their own group. When compared with 
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the documents from other groups, taking values within a range of -1 to 1. As shown in 

Figure 4, the silhouette of the objects from the same group (for the four groups 

obtained) has close to 1 positive values and is wide which is an indicator of quality in 

the grouping. Only group 2 has a few objects with negative figures. 

4 Conclusions  

Clustering is amongst key text mining techniques for knowledge extraction from large 

collections of unlabeled documents. In this paper, we applied the Knowledge Discovery 

in Texts (KDT) methodology, and we use clustering to cluster a collection of thesis 

from the Faculty of Computer Science of the University of Ciego de Ávila in Cuba. 

Due to the lack of knowledge about the adequate number of desired clusters, we 

evaluated the different results according to an internal cluster validity index, which 

allow us to obtain a high-quality clustering. The best result corresponds to k-Means 

algorithm, with four clusters. The obtained clusters represent documents with different 

subjects, which are: information management systems, enterprise management 

systems, artificial intelligence and digital image processing. 
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Abstract. This paper presents two stochastic filters considering autoregressive 

models of first and second order for parameter estimation and system 

identification. Each model is applied to a reference of the corresponding order 

and their recursive and non-recursive estimation results are compared; obtaining 

their error functional values to determine their performance. Due to the recursive 

methods give better approximation results, than the non-recursive ones, they are 

applied to describe the behaviour of the wind, which is a stochastic signal useful 

in the aerodynamic field, comparing the tracking results through off the 

functional error and the surroundings of the relative frequency histograms; 

including also a computational complexity graphic. To conclude, the second 

order filter has a better convergence performance at the expense of a higher 

computational cost, its pros and cons are mentioned. Nevertheless, choosing the 

filter order depends on its application. 

Keywords: Estimation algorithms, recursive estimation, moment method, 

ARMA model, filtering techniques.  

1 Introduction 

Stochastic Systems (SS) have a great upswing in diverse scientific areas such as Bio-

logy, Physics and Chemistry [1]; where different techniques have been developed in 

order to give solutions to systems that can be modeled in an approximate way [2-4]. In 

past years, these systems have a greater relevance to deterministic models because they 

provide a much better characterization of the reality of the phenomena, including their 

uncertainty. In other areas like Administration, SS are used to determine the risk value 

of assets [5]; on the other hand, in Meteorology are applied to generate reliable models 

that allow  the  prediction  of weather conditions with a bounded level of uncertainty 

[6-7].  

Within the area of Control and Processing of Signals, SS look for the optimization 

of systems with random variables through their analysis [8-11], leading to the linear 

and non-linear Stochastic Filtering; being the linear Stochastic Filter with one or two 

delays, the model of interest for this paper.   
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Basic linear systems are those that can be modeled like a Black Box (BB), where 

only the inputs and outputs of the system can be measured, while its internal 

characteristics cannot be obtained directly [12-13]. The model considered in this work 

corresponds to a deterministic system with Gaussian noise described through an Auto-

Regressive Moving Average (ARMA) model [14], leading to Gaussian linear stochastic 

systems, which are models that give response to BB systems through a parameter 

adjustment that allows the convergence to a reference system response.  

Once the estimation is obtained it is necessary to determine the estimator algorithm 

performance by the comparison between the real and the identified responses by means 

of the functional error, which is a measure of how similar a signal is to a reference and 

how they converge to each other 

Even when different filters have been designed, the question leads in which one is 

the best for a specific problem. For example, it will not be the same to identify the 

signals from a noisy turbulent wind to determine the angle variations of a flap in an 

airplane, than the temperature variations inside a home fridge. In some cases, the 

velocity of reaction is an important aspect, while in others the estimation or 

identification could be limited by hardware characteristics. 

Within the present paper, two stochastic linear models of first and second order are 

presented. The Second Probability Moment (SPM) method was used [15] with finite 

difference equation to obtain their recursive forms for parameter estimation according 

to the stochastic ARMA selected model.  

Then, for each different order model, their non-recursive and recursive descriptions 

are compared in an estimation task, determining the seconds lead to better results and 

these are applied to an identification example.  

The example consists on determine the wind behavior, which is a practical case 

useful in Meteorology for obtaining weather conditions; in Aeronautic field due to the 

wind speed and direction are important parameters to map air routes; and in Control 

area, for obtaining the parameters an Unmanned Aerial Vehicle (UAV) needs for 

tracking trajectories tasks. Finally, the comparison of both models give as conclusion, 

criteria parameters for choosing one or the other in future applications.    

2 Recursive First Order Stochastic Model 

The representation of a BB system is given by (1) and (2), considering an ARMA (1, 

1) stochastic model, with one input, one delay and evolution time
Zk . 

 
1 1 1,k k kx a x bw    (1) 

 ,k k ky cx dv   (2) 

where, for an instant of time k , Rxk   is the state variable, 

   
k

k
yyk Ny 2,   is the output variable,    

k
k

wwk Nw 2,  is a 

stochastic system excitation,    
k

k
vvk Nv 2,  is a perturbation of bounded 
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sequence, and 
 1,11 ,,, Rdcba  are constants.  According to the BB description, only 

ky  and kw are measurable from the original system. So that, to initialize the model, 

not measurable variables and constants should be considered positive close to zero 

values, due to parameters are generally normalized acquiring values between 0 and 1 

to avoid instability [16-18]. 

Beginning with (1) and (2) is obtained the recursive output �̂�𝑘 (3), having (4) as a 

generalized noise described by the noises that affect the system: 

 
1 1 ,k k ky a y v   (3) 

 
1 1 .k k k kv da v bw dv     (4) 

Applying the second probability moment to (3), and using the expectation operator 

properties according to [19], it is obtained (5): 

        2

1111,1
~~~~~~

  kkkkkk yEyvdEyyEa  (5) 

and the summarized description (6), 

 
1, ,k k ka P Q  (6) 

where       1111 1~~~~
  kkkkkkk PkyvdyyP  and   1

2 1~
 kkk QkyQ  are the 

stationary functions which define the parameter (7): 

      1

2

11111,1 1~1~~~~~
  kkkkkkkk QkyPkyvdyya . (7) 

Taking into account in (7) that a) 
ka ,1

~ is stationary while 
1kP  is described by 

11,1
~

 kk Qa  and, b) the denominator is described only by
kQ ; the estimated stochastic 

parameter in its recursive form is (8). 

    1,11,1
~1~

 kkkk akQQka ./~~~~
111 kkkkkk kQyvdkQyy    (8) 

So that, the identified output (9) could be based on the estimation (8), which includes 

an implicit recursion and the use of an innovation process; allowing kv~  to be 

approximated in distribution to a random variable kv~~ , such that    kk vv ~~~   , 

   kk vv ~~~    and the distribution function    
k

k
vvk Nv ~

2
~ ,~~  . 

 
kkkk vyay ~~~~~̂

1,1  
. (9) 

The convergence error is based on the parameter estimation (8). The functional error 

is a recursive error measure which considers the second probability moment and allows 

obtaining the precision of an estimation algorithm in a probability sense. In a symbolic 
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way, from
kk aae ,11

~~  , the estimation functional error  kkk eeEJ ~~~
 is presented 

recursively in (10): 

     1

2 ~
1~1

~
 kkk JkekJ . (10) 

3 Recursive Second Order Stochastic Model 

The stochastic second order model, with two delays and one input (ARMA (2, 1)) is 

described by (11) and (12), 

 
1, 1 2, 2 1,k k k k k kx a x a x bw      (11) 

 ,k k ky cx dv   (12) 

where variables
kx , 

ky , 
kw and 

kv ; as well as constants dcba ,,,1
and now 

2a ; 

have the same characteristics and initializing considerations than those defining (1) 

and (2). 

Expanding (11) and (12) is obtained the noise set (13) giving place to the recursive 

stochastic output (14), with two parameters to estimate ( ka ,1
~

 and ka ,2
~

). 

 
1, 1 2, 2 1 ,k k k k k k k k kv a d v a d v bcw dv        (13) 

 
kkkkkk vyayay ~~~~

2,21,1  
. (14) 

Applying the second moment method to (14) and considering expressions in (15) 

 
,1 1 1 1,1

,2 2 2 1,2

,1,1 1 1 1,1,1

,1,2 1 2 1,1,2

,2,1 1 2

(1/ )[( ) ( 1) ],

(1/ )[( ) ( 1) ]

(1/ )[( ) ( 1) ],

(1/ )[( ) ( 1) ],

(1/ )[( ) ( 1)

k k k k k k

k k k k k k

k k k k

k k k k

k k k

P k y y v y k P

P k y y v y k P

Q k y y k Q

Q k y y k Q

Q k y y k

  

  

  

  

 

   

   

  

  

   1,1,2

,2,2 2 2 1,2,2

,

],

(1/ )[( ) ( 1) ],

k

k k k k

Q

Q k y y k Q



    

 (15) 

we obtain the stochastic parameters (16) and (17), based on the second probability 

moment 

 
1, ,1 ,1,1 ,2 ,2,1 1 1 ,1,1( ) ( ) / ,k k k k k k k ka P Q P Q dv y kQ     (16) 

 
2, ,1 ,1,2 ,2 ,2,2 1 2 ,2,2( ) ( ) / .k k k k k k k ka P Q P Q dv y kQ     (17) 

And their recursive forms (18) and (19): 

  1, 1,1,1 ,1,1 1, 1 1 .1 1 1 ,1,11 / ,k k k k k k k k k ka k Q kQ a y y kQ dv y kQ    
     

 (18) 
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  2, 1,2,2 ,2,2 2, 1 2 .2,2 1 2 ,2,21 / .k k k k k k k k k ka k Q kQ a y y kQ dv y kQ    
     

 (19) 

The identified output (14) is based on the estimation made by (18) and (19), with an 

explicit recursion and the use of an innovation process that allows it to be approximated 

in distribution by a random variable
kv~~ , having    kk vv ~~~    ,    kk vv ~~~    and 

   
k

k
vvk Nv ~

2
~ ,~~   characteristics. Thus, the recursive stochastic output for the 

ARMA (2, 1) is determined by (20): 

 1, 1 2, 2 .k k k k k ky a y a y v     (20) 

On the other hand, comparing the two estimated parameters, considering the recursive 

errors (21) and (22), 

 
,1 1 1, ,k ke a a   (21) 

 kk aae ,222,
~~   (22) 

leads to the functional errors (23) and (24) 

     1,1

22

1,1,

~
1~1

~
 kkk JkekJ , (23) 

     2,1

22

2,2,

~
1~1

~
 kkk JkekJ . (24) 

4 Simulation of the First and Second Order Estimation Models 

The behaviors of the presented models are analyzed through the parameters they 

estimate and their corresponding functional error as a criterion to measure their 

performance. Each different order filter is probed in their recursive and non-recursive 

forms to determine which of both versions is better. Parameters are normalized and then 

dimensionless, on the other hand, as the evolution time of the software was not 

measured, graphics are presented in function of number of iterations; the time in 

seconds will depend on the software characteristics. 

To probe the first order model, it is necessary to have a first order reference signal, 

which in this case is created from a known constant parameter of value between 0 and 

1, in this case closer to 1. Fig. 1 shows the estimated parameters compared to the 

reference. It is possible to see a faster convergence when using the recursive description 

and in both cases, it is obtained a smoothed approximation, so that, the recursive 

description is better. This statement also could be proved by their errors functional, 

which are shown in Fig. 2, where even they are similar it is possible to identify the error 

obtained recursively converges faster to zero. 

Similarly, but now considering two reference parameters for the second order filter 

description; we obtain the parameter estimation from Fig. 3. In this figure, two constant 

parameters valued between 0 and 1, close to the bounds, are tryed to be approximated 
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simultaneously by using the second order recursive and non-recursive filter. The 

sintonization of more than one parameter is not an easy task because both parameters 

are related, in Fig. 3 only the second parameter is close to be approximated while the 

other reminds stationary to a different region but close to the reference. Fig. 4 matched 

with this and also helps to determine the recursive descriptions are the best.  

 

  

Fig. 1. Comparison of the normalized 

parameter 𝑎 estimated through the first order 

recursive and non-recursive model.  

Fig. 2. Error functional from the parameters 

estimated through the recursive and non-

recursive first order model. 

 

  

Fig. 3. Comparison of the normalized 

parameters 𝑎1  and 𝑎2 estimated through the 

second order recursive and non-recursive 

model. 

Fig. 4. Functional error of the parameters 

estimated through the recursive and non-

recursive second order model.  

5 Application Example and Results 

In the area of renewable energies, models that allow the estimation of wind variations 

are required in order to establish design limits for a better use, and the increase of 

security [20]. Within the wind energy, the models described in the present paper could 

be applied to identify the wind speed from a specific geographic region or the power 

variations given by this resource [21]. 
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To identify the real wind speed [7] shown in Fig. 5 (left), which represents the 

variation of its velocity in m/s, thought a timeslot of 100 s, both recursive stochastic 

models are used. The corresponding parameters are estimated and then applied in the 

identification models in order to compare their responses to the wind measured signal. 

The using of the recursive forms was taken because of the results obtained in Fig. 2 and 

Fig. 4, where the recursive parameter estimations, through the error functional, showed 

better performance than the non-recursive estimations.  

 

 

Fig. 5. Wind speed within an interval 𝑡 = 100𝑠, signal considered as a reference (left) and their 

estimation using first and second order methods (right). 

The wind signal identifications, using both recursive models, are compared in Fig. 5 

(right), where due to the large number of points defining the signal, it was considered 

only a smaller timeslot in order to visualize better the convergences. From Fig. 5 is 

possible to see the second order model has a faster convergence and better response to 

the shifting points in the signal; however, the first order model has visually a smoother 

performance, what is expected because of the model order. So that, for smooth 

variations a first order identification is acceptable.  

 

  

Fig. 6. Functional error of the output 

estimated signals, using the first and second 

order recursive methods. 

Fig. 7. Histogram of the output reference and 

the obtained estimations; using the recursive 

first and second order model. 
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A comparison between the parameter estimation and the system parameters cannot 

be done because the second ones are unknown, what means, it is only possible to 

determine the performance of the model through their identified outputs and the 

functional error from their output signals. Fig. 6 is the representation of the functional 

error obtained from the error between the output reference and the identified output 

signal, giving a better idea of the convergence each method has. In this figure is best 

seen the performance differences that was not obvious in Fig. 5. 

To know if the identified output ranges corresponds to the reference range, Fig. 7 

was obtained, which is the relative frequency histogram of the wind speed. From the 

Fig. 7 is possible to see that even with a similar distribution, the second order model 

produces a better envelope of the histogram.  

When performing an extensive simulation of 100 repetitions of identification of the 

wind reference signal, using both recursive methods; and considering different initial 

conditions giving the stochastic sense to the system; it is observed that the obtained 

functional error by the identified signals cover a convergence region, as shown in Fig. 

8, being this region more defined and with a faster convergence when using the second 

order model.  

 

  

Fig. 8. Functional error obtained for the first 

and second order estimation methods; proof 

made with 100 different stochastic signals. 

Fig. 9. Algorithm complexity of identifiers of 

first and second order. 

Another characteristic which helps to compare both filters is the number of 

operations required to obtain an identification result. Fig. 9 displays how many the total 

number of operations needed are, when the iteration number increases through time. 

6 Conclusions 

The present paper describes two models with different order, first and second, to 

estimate stochastic parameters in a recursive and non-recursive form. According to the 

results, both methods have favorable characteristics, allowing the selection about which 

one of them is adequate for a specific system, being the recursive versions of both 

orders, the best. 
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Respect to the estimated parameters, the second order model has better 

approximation when not smooth variation is presented, but, it is more difficult to 

initialize the estimation and it was seen that only one parameter converges adequately. 

Nevertheless, the first order one generates more acceptable results when the parameters 

do not vary considerable and the approximation is easier.  

Both models accomplish the objective of approximate the reference signal from the 

estimation of the parameters that affect the recursive model of the identifiers. However, 

although the second order model could be considered more accurate, its complexity is 

also bigger while having to tune two parameters simultaneously, instead of only one. 

Hence, for digital implementations, it could be more convenient the first order model. 

Finally, both models analyzed have characteristics that made them useful in systems 

modeled as a Black-Box (BB), with stationary bounded input-output conditions; and 

the analysis made in this paper allows the reader to have in mind the advantages of 

using one or other filter order, according to its necessities.  
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Abstract. The process of groupware development can be founded on the 

conceptual modeling of group interaction, since the interaction determines how 

the group members communicate, collaborate, and coordinate in order to perform 

some tasks-in accordance with the roles; users can play-to achieve a common 

goal. Therefore, in this paper a formalism to model the group interaction is 

proposed, this approach is inspired by formalisms that have been developed 

within this context: an ontology of the session management policy, which 

establishes the group organizational structure, in terms of the roles that users 

(group members) will play; an Model-View-Controller architectural pattern, 

which establishes a set of recommendations to facilitate the process of groupware 

development; and a Methodology that supports the process of ontologies 

development, by using a set of tasks, allowing us to simplify this process. The 

formalism to analyze and design the interaction in a shared workspace, is 

composed by the following modeling: 1) Role Modeling; 2) Interaction 

Modeling; and 3) User Interface Modeling. Finally, a proof of concept based on 

a case study is presented. 

Keywords: Semantic formalism, group interaction, ontology, methontology, 

model-view-controller architectural pattern. 

1 Introduction 

The group interaction is a key aspect of the groupware, which is a computer-based 

system that supports groups of people who are engaged in a common task (or goal), and 

it provides an interface to a shared environment [1]. Thus, the development of this kind 

of applications, must be focused on modeled group interaction. In according to Molina 

[2], four forms of groupware development have been established: 

1. Ad-hoc: The application is built in a completely adapted way to the specific 

problem to which it is intended to support. 

2. Use of toolkits: These provide a higher level of programming abstraction by 

using functions and API (Application Programming Interfaces).  
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3. Use of components: They allow the construction of groupware by using 

predefined building blocks.  

4. Use of conceptual modeling: The process of collaborative environment 

development is based on conceptual modeling. 

With regard to conceptual modeling, some proposals have been made, such as: 

Coordination Theory [3] supplies a theoretical framework for analyzing coordination; 

Conceptual Model [4] characterizes the groupware from users’ view point with three 

complementary model: ontological, coordination, and user interface; AMENITIES [5] 

is based on models of tasks and provides dynamic aspects, using an extension of UML 

notations called COMO-UML; TOUCHE [6] manages the interaction among the users 

through UML notations; CIAM [7] supports the user interface design of groupware 

enabling integration with software processes through UML notation (that it has called 

CIAN); and Interaction Modeling [8] proposes a framework for analyzing and 

designing virtual spaces oriented to collaborative work. However, these cannot be 

considered formal, since they lack the necessary expressivity and formality to specify 

the group work interaction. On the other hand, several authors [2, 9, 10, 11] have 

established limitations about conceptual modeling of the work group: 

1. Lacking of theoretical and computational models that allow to adequately specify 

the group activities mediated by information technology.  

2. Difficulties for addressing the integral modeling of interactive aspects among 

individuals and task aspects of group work.  

3. Lacking of adequate conceptual specification artifacts for modeling collaborative 

tasks which have to be mediated by CSCW systems. 

Therefore, in this work, a semantic formalism to model group interaction is 

proposed, which is based on: 1) An ontological model [12, 13, 14] for group 

organizational structure (which supplies a formal and explicit specification of this 

structure); 2) A Model-View-Controller (MVC) architectural model [15, 16] to develop 

groupware (which offers a set of templates that serves as a guideline to analyze, design, 

and implement groupwork); and 3) Methontology [17, 18] for building ontologies 

(which uses a set of intermediate representations, based on tabular and graphical 

notations). This formalism is composed of the specification of: 1) the division of labor 

in accordance with the established roles (Role Modeling); 2) the group interaction with 

respect to the defined task type (Interaction Modeling); and 3) the presented 

Information, the Participant and/or Context views regarding the collaboration carried 

out by users performing a role (User Interface Modeling). 

The paper is organized as follows: The models supporting the formalism are 

described in Section 2. The background of this conceptual formalism is explained in 

Section 3. The formalism development is detailed in Section 4. The case study is 

defined in Section 5. Finally, conclusions and future works are presented in Section 6. 

2 Models Supporting the Proposed Formalism 

Three are the models aiding the suggested formalism: ontological model, MVC 

architectural pattern, and methontology. 
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2.1 Ontological Model 

An ontology is presented as an organization's resource and knowledge representation 

through an abstract model. This representation model provides a common vocabulary 

of a domain and defines the meaning of the terms and the relations among them. The 

ontology supplies a set of concepts or classes, relations, axioms, and instances to 

describe a domain in a formal and explicit way [19]. In the groupware domain, the 

ontologies have mainly been used to model tasks or sessions, by defining concepts and 

terms, such as group, role, actor, task, etc.. Moreover, semiformal methods (e.g. UML 

class diagrams, use cases, activity graphs, transition graphs, etc.) and formal ones (such 

as algebraic expressions) have also been applied to model the sessions.  

The ontologies can be implemented in various kinds of languages [20]. Some  based 

on First-order (predicate) logic, other Frames-based languages with more expressive 

power but less inference capability; others based on descriptive logic [21] that are more 

robust in the power of reasoning as OWL [22, 23]. On the other hand, the Description 

Logic provides readily available reasoners such as Pellet [24] and HermiT [25]. OWL 

ontologies can also be combined with rules using the new W3C Rule Interchange 

Format (RIF) standard [26]. For developing ontologies are used tools, which provide 

graphical interfaces that facilitate the knowledge representation and reasoning. This 

article focuses on Protégé [27], which is an engineering tool open source ontology and 

a knowledge-based framework. Ontologies in Protégé can be developed in a variety of 

formats, including OWL, RDF (S), and XML Schema. 

2.2 MVC Architectural Pattern 

An architectural pattern captures the essence of a successful solution to commonly 

occurring problems in software design. Thus, a pattern can be seen as a clear and 

generic set of instructions, ensuring to use a solution that has been proven in countless 

software design problems with excellent results, allowing customize the pattern to solve 

specific problems. The importance in the architectural pattern approach is its potential 

to bridge the gap between high-level requirements and design.  

MVC improves modularity by encapsulating volatile implementation details behind 

stable interfaces that reduce the effort required to understand and maintain existing 

software. In such way, it reduces the cost and improves the quality of software. The 

Model characterizes unique forms of data in an application; it will notify to its Views 

that a change has occurred in the Model, so that they may react suitably. View is a 

(visual) representation of its model. A view typically has associated a model and is 

notified when the model (or a part of it) changes, allowing the view to update itself 

accordingly. All these notifications must be in the model terminology. Users are able 

to interact with views, and this includes the capacity to access and modify the model. 

Controller is the link between a user and the application. It provides the user with input 

by arranging for relevant views to present themselves in suitable places on the screen. 

It receives user output, translates it into the appropriate messages and passes these 

messages to one or more views. In groupware, MVC has been used to manage the 

interaction among user’s groups [17, 18, 19, 20, 21]. 
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2.3 Methontology 

Methontology is a methodology that supports the ontology construction process, from 

scratch or the reuse of existing ontologies. It defines common and structured guidelines 

that establish a set of principles, design criteria and phases for building the ontology. 

This methodology organizes and converts an informally perceived view of a domain 

into a semi-formal specification using a set of intermediate representations based on 

tabular and graphical notations that can be understood by domain experts and ontology 

developers. All this provides the necessary flexibility and simplicity in the ontology 

construction process. Methontology includes a set of eleven tasks for structuring 

knowledge within the conceptualization activity [17]: 1) to build the glossary of terms; 

2) to build concept taxonomies; 3) to build ad hoc binary relation diagrams; 4) to build 

the concept dictionary; 5) to define ad hoc binary relations in detail; 6) to define 

instance attributes in detail; 7) to define class attributes in detail; 8) to define constants 

in detail; 9) to define formal axioms; 10) to define rules; and 11) to define instances. 

3 Background of the Semantic Formalism  

The proposed formalism is derived from created models to manage group interaction: 

Group Organizational Structure Ontology, and customized MVC Architectural Pattern.  

3.1 Ontology- Based Group Organizational Structure  

This ontology (see Fig. 1) establishes the Group Organizational Structure (GOS) [12, 

13, 14] that is governed by a specific policy, which determines how the group is 

organized. This structure is made up of users. Policy (Pol) defines a configuration of 

the group organizational structure accord to each role established. Users can be people, 

either individuals or groups, although they may also refer to systems playing one or 

more roles. Role (R) is responsible for the tasks that users can perform, and provides 

one status as well as one right/obligation in the application. Status (S) describes the role 

hierarchy. Rigth/obligation (R/O) constrains the user actions in the shared workspace. 

Task (T) is made up of one or more activities, allowing users to achieve a given goal in 

a certain moment.  

An Event (E) triggers a task. Activities (A) are actions that allow a role to execute a 

set of operations by using resources; which represent the resources used to carry out the 

activities. Tasks-Precedence (TP) indicates the order that tasks may have. A Task cab 

be Sequential, Parallel, Partially-Concurrent, and Fully-Concurrent kind. Sequential-

Task (ST) specifies one activity follows the other.  

Parallel-Task (PT) happens at the same time, but they use different objects, and no 

interference between them can occur. Partially-Concurrent-Task (PCT) refers to tasks 

that can be active at the same time but there is no simultaneous modification of any 

object.  

Fully-Concurrent-Task (FCT) occurs when two or more simultaneous tasks to 

modify rights to same set of objects. Stage (g) reflects each of the collaboration 
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moments and is composed by a set of Tasks. Stage-Precedence (SP) indicates the 

execution order of the stage. 

 

Fig. 1. Group Organizational Struture Ontology [12]. 

3.2 Customized MVC Architectural Model 

The MVC architectural pattern [15, 16] offers a way to simplify the groupware 

development; providing the necessary flexibility and responsiveness to adjust to the 

changing needs within the group. This model is customized for characterizing and 

developing groupware (see Fig. 2).  

 

Fig. 2. Layered architectural pattern for building groupware [15]. 
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In the which: the Model is group organizational structure ontology described in the 

section 3.1. The View is user interface, which is symbolized by the Information View 

(that provides all the information that helps the user to interact with the application), 

the Participant View (that allows to each user to be aware of what other's users are 

doing), and the Context View (that represents workspace where all information of 

shared resources is shown; which is named memory or history group).  

The Controller establishes the notification and concurrency to manage and control 

appropriately group interaction.  

4 The semantic Formalism Development 

Group organizational structure ontology is considered the principal base for defining 

the three models that constituent the semantic formalism. Furthermore, some entities of 

the Interaction and User Interface Modeling are added by using MVC architectural 

pattern. The usage of rules, and tabular notation is taken from methontology. 

4.1 Role Modeling  

The group organizational structure ontology stipulates the entities, relations, and rules 

that determine the division of labor, for the roles to perform the group work in an 

appropriate manner. So, the Role Modelling can be specified by defining at what 

moment each task is executed, and by whom. Consequently, this model must define the 

Stages (g) in which the group work will be carried out, the order (Precedence Stage -

SP) in which they will be made, the Tasks (T) and its order will be executed in each 

Stage, and the role that will perform them. 

4.2 Interaction Modeling  

The way in which users interact depends on the type of task they perform according to 

the role they play. Since: A sequential task establishes that a role should expect to be 

notified that another finishes his task so he can start his.  

A parallel task determines that two or more roles can perform tasks that are different, 

at the same time; notifying to the roles and entities corresponding the carried-out 

modifications. A partial concurrent task stipulates that two or more roles perform the 

same task at the same time but modify different resources, therefore, it should only 

notify to the appropriate roles and entities the made adjustments. A complete concurrent 

task indicates that two or more roles perform the same task at the same time using the 

same resources, therefore, the notification and concurrence should be implemented.  

Consequently, in all tasks, the communication (Cm) and collaboration (Cb) between 

users are used, only in the last task the coordination (Cr) is done. In such a way that the 

template (see Table 2) correspondent to the Interaction Modelling should contain the 

Role with the Tasks carried out by he/she, the Task Type (TT), and used mechanism 

(Notification-N-and Concurrency-C). The elements of this modeling are based on the 

analyzed ontology and MVC. The columns and rules are founded on methontology. 
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4.3 User Interface Modeling  

In accordance with the customized MVC architectural pattern to develop groupware, 

the user interface is structured with respect to presented views, which can be: 

information view, participant view, and/or context view. The view shown depends on 

the task type performed. The view content be subject to used resources to execute the 

task. The information view is displayed when any task type has occurred. The 

participant view or context view are exhibited when a Partial Concurrent or Fully 

Concurrent has happened. On the other hand, the information view implicates 

individual actions, while the other views represent collaborative work. The participant 

view generates the group awareness. The context view produces the group memory. 

Therefore, the template of the User interface modeling (see Table 3) presents User 

Interface (UI), the three view types and the task type that produces them. The three 

views allow the communication; while the participants and the context view facilitate 

collaboration and coordination. 

5 Proof Conceptual of the Semantic Formalism 

The case study is an Academic Virtual Space (AVS), which provides a shared 

workspace to simplify student’s access through the Internet to the course material 

imparted by the teachers. AVS presents a simple stage called Academic Collaboration 

(AcC), so that the column of the stage, and stage precedence are omitted in the paper 

rest. It includes two roles: Teacher (Tc), and Student (St). The Table 1 presents the 

AVS description.  

Table 1. Description of the application AVS. 

R E T TP A R 

Tc Access to AVS Registering 1 Enter data labels, box text, bottom 

Tc Starting Session Login 2 Enter data labels, box text, bottom 

Tc Logged Creating Profile 3 Enter data labels, box text, bottom 

Tc Logged Creating Course 4 Enter data labels, box text, bottom 

Tc Access to Course Publishing HomeWork 5 Enter data labels, box text, bottom, file 

Tc Homework Creating deadline 6 Enter data labels, box text, bottom 

Tc Creating deadline Download St HW 10 Enter data labels, box text, bottom, file 

Tc Download HW Upload Reviews 11 Enter data labels, box text, bottom, file 

Tc  Send Messages (Mss)  Write Mss labels, box text, bottom 

St Access to AVS Registering 1 Enter data labels, box text, bottom 

St Starting Session Login 2 Enter data labels, box text, bottom 

St Logged Creating Profile 3 Enter data labels, box text, bottom 

St Created Course Registering Course 7 Enter data labels, box text, bottom 

St Register Course Download Tc HW 8 Enter data labels, box text, bottom, file 

St Download HW Upload HW 9 Enter data labels, box text, bottom, file 

St  Send Messages (Mss)  Write Mss labels, box text, bottom 

 

The Template of the Role Modeling (see Table 2) is gotten in accordance with the 

explicated in the section 4.1. In this template is possible to see the role that participates 

and in what moment does this. Furthermore, the task called “Send Messages” can be 

performed when the role (Teacher or Student) requires it. 
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The Template of the Interaction Modeling (see Table 3) is developed with respect to 

the explained in the section 4.2. In this template, the group interaction is visualized 

through the performed task type, which determine the required aspect (communication, 

collaboration, or coordination) to support the group interaction. In addition, a set of 

rules is added for establishing and controlling the users’ participation in this interaction.  

The Template of the User Interface Modeling (see Table 4) is acquired regarding 

with the clarified in the section 4.3. This template presents the views' resultants from 

task and synchronization type used. In addition, a set of rules to determine the displayed 

view type is presented in the template. 

Table 2. Template of the Role Modeling. 

Role Event Task TP 

Tc Access to AVS Registering 1 

Tc Starting Session Login 2 

Tc Logged Creating Profile 3 

St Access to AVS Registering 1 

St Starting Session Login 2 

St Logged Creating Profile 3 

Tc Logged Creating Course 4 

Tc Access to Course Publishing HomeWork 5 

Tc Homework Creating deadline 6 

St Created Course Registering Course 7 

St Register Course Download Tc HW 8 

St Download HW Upload HW 9 

Tc Creating deadline Download St HW 10 

Tc Download HW Upload Reviews 11 

Tc  Send Messages (Mss)  

St  Send Messages (Mss)  

Table 3. Template of the Interaction Modeling. 

R Task PT TT N C Aspect Rule 

Tc Registering 1 ST, PT X  Cm if [[Tsk](?X) & 

[Act](?Y)](?X,?Y)] then 

[composited Act] (?X,?Y) 

Tc Login 2 ST, PT X  Cm 

Tc Creating Profile 3 ST, PT X  Cm 

St Registering 1 ST, PT X  Cm if [[A](?X) and 

[R](?Y)](?X,?Y)] then [has R] 

(?X,?Y) 

St Login 2 ST, PT X  Cm 

St Creating Profile 3 ST, PT X  Cm 

Tc Creating Course 4 ST X  Cm, Cb if [[T](?X) and 

[PCT](?Y)](?X,?Y)] then is_a 

PCT] (?X,?Y) 

Tc Publishing HomeWork 5 ST X  Cm, Cb 

Tc Creating deadline 6 ST X  Cm, Cb 

St Registering Course 7 ST X  Cm, Cb if [[T](?X) and [PCT](?Y)] and 

[N](?Z)] (?X,?Y, ?Z)] then 

actives N] (?X,?Y, ?Z) 

St Download Tc HW 8 PCT X X Cm, Cb 

St Upload HW 9 PCT X X Cm, Cb 

Tc Download St HW 10 PCT X X Cm, Cb if [[T](?X) and [FCT](?Y)] and 

[N](?Z)] and [C](?W) 

(?X,?Y,?Z,?W)] then actives N 

and C] (?X,?Y,?Z,?W) 

Tc Upload Reviews 11 ST X  Cm, Cb 

Tc Send Messages (Mss)  FCT X X Cm, Cb, Cr 

St Send Messages (Mss)  FCT X X Cm, Cb, Cr 

6 Conclusions and Future Work 

In this paper, a semantic formalism for modeling the group interaction in groupware 

has been established. As a result, this approach is constituted by three models: role 
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modeling (the roles are the actives participants of the interaction), interaction modeling 

(the task type determines how the users will interact), and user interface modeling (the 

interaction is performed in the shared workspace, which is presented in the user 

interfaces). This formalism is based on the group organizational structure ontology; 

customized MVC architectural model, and methontology, which supply a set of 

elements to model the interaction of group through representations based on tabular 

notations.  

The future work is orientated to specify a methodology to develop groupware, which 

is founded in the formalism here proposed. 

Table 4. Template of the User Interface Modeling. 

R Task TT N C IV PV CV Aspect 

Tc Registering ST, PT X  X   if [[T](?X) and [N](?Y)]  and 

[IV] (?Z)(?X,?Y,?Z)] then 

actives IV] (?X,?Y, ?Z) 

Tc Login ST, PT X  X   

Tc Creating Profile ST, PT X  X   

St Registering ST, PT X  X   if [[T](?X) and [PCT](?Y)] and 

[PV](?Z)] and [CV](?W) 

(?X,?Y,?Z,?W)] then actives PV 

and CV] (?X,?Y,?Z,?W) 

St Login ST, PT X  X   

St Creating Profile ST, PT X  X   

Tc Creating Course ST X  X   

Tc Publishing HomeWork ST X  X   if [[T](?X) and [FCT](?Y)] and 

[PV](?Z)] and [CV](?W) 

(?X,?Y,?Z,?W)] then actives PV 

and CV] (?X,?Y,?Z,?W) 

Tc Creating deadline ST X  X   

St Registering Course ST X  X   

St Download Tc HW PCT X X X X X 

St Upload HW PCT X X X X X  

Tc Download St HW PCT X X X X X  

Tc Upload Reviews ST X  X    

Tc Send Messages (Mss) FCT X X X X X  

St Send Messages (Mss) FCT X X X X X  
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Abstract. Deep learning is a branch of machine learning and this technique 

allows us to create classifiers. We must find the best dataset size for a classifier 

process to permit using less time and give good accuracy. In this paper we will 

propose models with different deep layers and size dimensions for detecting the 

best model to solve a task that needs quick time processing.  

Keywords: Artificial intelligence, deep learning, convolutional neural network, 

classifier. 

1 Introduction 

In this topic of investigation about artificial intelligence there are many techniques for 

processing and classifying the information. Each technique performs in different 

situations. Recently, there has been an interest in topics regarding artificial 

intelligence that is deep learning. Deep learning is a topic that is not new but has one 

feature that allows it to be a good technique to detect patrons in photos, audios and 

linguistics. Deep learning is a popular technique, but it still needs graphic card units 

to improve performance. GPU helps to improve processing times but it is still 

necessary to use deep learning because the GPU has many computer process units that 

work in parallel to solve the problem faster. 

There are web sites which contains several datasets concerning different subjects. 

One dataset that is famous from deep learning is the CIFAR-10 dataset. This dataset is 

found on the Kaggle web site. It is a competition where there are ten classes that 

contain one thousand images by class; the images are in red, blue and green channel 

colors. Also it has the dimensions of thirty two in width and height. In 2009 one 

research team achieved an accuracy of 92% using deep learning. Many research teams 

around the world use deep learning for processing data using GPU. The time is less 

compared with CPU and cheaper than CPU cluster. 

To apply deep learning we can use the following tips: the first aim is that dataset 

has much information, the different classes have many images that represents a split 

and the system could process the information because dataset has much data that 
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helps to identify the features of each class. If dataset does not have much data that 

represents the class information it might not be useful to apply deep learning. This 

step is the most important before selecting deep learning. The second step is to select 

the image dimensions because Kaggle competition has 32 pixels, but it is possible to 

use this dimensions for all datasets. The last step is the number of deep layers; this 

aim is important because it depends on the performance system.   

This work shows behavior in different situations. If the size dimensions are shorter 

it could reduce the processing time and hold the accuracy or increment size 

dimensions. To develop this paper we used Torch7 which is a tool for deep learning 

developed by Toronto University. This tool has a great performance when used in 

CPU and GPU. There are many papers that measure the performance between CPU 

and GPU. The result is that using GPU is better, and it is not necessary to check the 

performance with different hardware; we will only make the test on GPU. The test 

with CPU is not important because we know that the GPU is quicker in this case. Our 

classifier has four classes where three classes are different type chairs and the last 

class is the nothing class or anything that is not a chair. 

Alex Krizhevsky has several paper which show that using GPU on deep learning 

achieved better performance than using CPU. In his paper called Convolutional Deep 

Belief Networks on CIFAR-10, he mentions how to solve the CIFAR-10 model with 

convolutional neural networks and how these layers help improve the accuracy with 

dataset that contain a large number of samples, where the CIFAR-10 model has 10 

classes and each class has 1000 images for the classifier. Alex Krizhevsky proposes 

his architecture with CUDA in the paper Convolutional Neural Networks for Object 

Classification in CUDA. This contribution shows that convolutional networks benefit 

to obtain many features with different kernels to classify any object. The last 

important contribution is the development where the dataset is not only 32 pixels, it is 

for a data set with large dimensions using other types of layer and techniques such as 

dropout which helps to reduce the operations between layers. 

2 Experiment Description 

This experiment consists in creating a fork from model CIFAR-10; in our case we 

have four classes and the dataset is different. The first goal is to launch the model 

CIFAR-10 to verify that all the tools execute correctly. We found the CIFAR-10 

model for Torch7 is in its official web site. This example is just for CPU, but if we 

want to achieve a better performance it is necessary to makes the changes to execute 

on GPU. For this experiment the GPU is Nvidia GTX860M; it has 640 CUDA cores 

and 2 GBytes in memory RAM. The CUDA is the technology to execute parallel 

tasks on Nvidia GPU. Torch7 is optimized for using CUDA. Torch7 is only available 

in Ubuntu 14.04 and later versions. There are no supports to operate other systems, 

but it is possible to execute Torch7 on MacOS which only needs to have Nvidia GPU 

to achieve a good performance. 

Torch7 uses Lua language that is a C++ extension. Lua is released for parallel tasks 

such as Multicore process using OpenMP. The experiment is separated in five 
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sections that are the following: load data, model, loss function, train and test. The load 

data has to read all images when the images have 32 pixel size dimensions in width 

and height. This section exchanges our dataset with four classes. The model file 

contains the number layers of the original model; it contain three layers. The first 

layer is spatial convolution with transfer function Tanh and Maxpooling. The second 

layer also is spatial convolution with same function transfer Tanh and its respective 

Maxpooling. The last layer is classified lineal to determine which is the best result. 

The following figure shows some images for each class that represents our 

experiment. 

 

 

 

 

 

Fig. 1. Dataset for training 32 pixels in which appear two samples for each respective class. 

 

The figure above shows the four classes: the first couple shows office chair color 

blue; the next couple is normal chair color black, after office chair color black and the 

last can be anything.  Each class is represented by 180 images. The training is 

supervised and each image has a label indicating its class. 

The most important in this experiment is measuring the different times that 

finished the training. We are going to change the size dimensions. The first is to 

execute the normal dimensions that are 32 pixels, then change dimensions to 16 

pixels, after 8 pixels, and also change the size up to 64,128 and 256 pixels, 

remembering that the change in size is in width and height. Our target is to check 

which model finished first and also measure the epoch’s number that is necessary to 

obtain a good accuracy.  The epochs are the number the times it requires the training 

to obtain our value of accuracy. 

The figure below shows the images with 16 pixels by side dimensions. 

 

 

 

Fig. 2. Dataset for training 16 pixels showing two samples for each respective class. 

 

Dataset 16 pixels model for us is the same image but it lost data, and the 

information that was lost is important when the system does not train. If the 

dimensions are changed in an upper value, and the dataset has more data, could we 

get better results? In this paper we try to prove this theory. 

3 Test and Result 

We have described the experiment features, now let us try the different model with 

respect to dataset. Before changing the dataset it is important to launch our CIFAR-10 

fork model to measure the time. 
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Fig. 3. Graphic description model 32, modifications in each layer is observed. 

 

Figure 3 above shows the model behavior when processing a sample of 32 pixels. 

Inputs are 32 pixels side by side with red, green and blue channels; the image enters 

in the model and applies three layers. The first layer consists of a spatial convolution 

layer with 16 features of size three kernel. Figure 3 shows the image result, following 

the model passing into its transfer Tanh function and gives the result and last entry 

Maxpooling with size two kernel.  

The Maxpooling result now is the input for the next layer that also has spatial 

convolution, but now has 256 features with size three kernel continuing with its Tanh 

and Maxpooling result. Before entering the last layer it is necessary to reshape the 

input because at this point the input is a matrix. To classify the input it needs to be a 

vector and reshape the matrix in 256*5*5 that is equal to 6400 samples that makes a 

vector. This vector is the input for the last layer that lineal classifies the output in four 

where each output represent a class. It is necessary to apply these steps for each 

model and measure the times. 

The table below specifies the different features about different models. In models 

with 16 pixels the layers are less than with models of 32 pixels, and more layers in the 

64, 128 and 256 pixels.                       
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Table 1. Details for each model which shows their respective features. 

Layer Feature 
Model 

8 

Model 

16 

Model 

32 

Model 

64 

Model 

128 

Model 

256 

1 

Network Conv. Conv. Conv. Conv. Conv. Conv. 

Output 16 

feat. 

16 feat. 16 feat. 32 feat. 64 feat. 128 feat. 

Kernel  / 

classifier 

5x5 5x5 5x5 5x5 5x5 5x5 

Function Tanh Tanh Tanh Tanh Tanh Tanh 

Out layer Max 

pool 

2x2 

Max 

Pool 

2x2 

Max 

pool 

2x2 

Max 

pool 

2x2 

Max 

pool 

2x2 

Max 

pool 

2x2 

2 

Network reshap

e 

Conv. Conv. Conv. Conv. Conv. 

Output 16x2x

2 

256 256 512 1024 2048 

Kernel  / 

classifier 

Linear 

128 

5x5 5x5 5x5 5x5 5x5 

Function Tanh Tanh Tanh Tanh Tanh Tanh 

Out layer Linear 

4 

Max 

Pool 

2x2 

Max 

Pool 

2x2 

Max 

Pool 

2x2 

Max 

Pool 

2x2 

Max 

Pool 

2x2 

3 

Network  Reshape Reshape Conv. Conv. Conv. 

Output  256x5x5 256x5x5 256 512 1024 

Kernel  / 

classifier 

 Linear 

128 

Linear 

128 

5x5 5x5 5x5 

Function  Tanh Tanh Tanh Tanh Tanh 

Out layer  Linear 4 Linear 4 Max 

Pool 

2x2 

Max 

Pool 

2x2 

Max 

Pool 

2x2 

4 

Network    Reshape Conv. Conv. 

Output    256x4x4 256 512 

Kernel  / 

classifier 

   Linear 

128 

5x5 5x5 

Function    Tanh Tanh Tanh 

Out layer    Linear 4 Max 

Pool 

2x2 

Max 

Pool 

2x2 

5 

Network     Reshape Conv. 

Output     256x5x5 256 

Kernel  / 

classifier 

    Linear 

128 

5x5 

Function     Tanh Tanh 

153

Analyzed Performance for a Chairs Classifier through Deep Learning

Research in Computing Science 118 (2016)ISSN 1870-4069



Out layer     Linear 4 Max 

Pool 

2x2 

6 

Network      Reshape 

Output      256x5x5 

Kernel  / 

classifier 

     Linear 

128 

Function      Tanh 

Out layer      Linear 4 

   

The following graphics show the behavior of each model until obtaining an 

accuracy of 100%. The 256 pixel model results are not important as 256 pixels have 

much data; it is slow compared with other models because it has had 46 minutes in 

three epochs. The result is not important because the time is longer and it is not the 

best performance. This dataset has much data but when is has much data the 

operations are bigger and require more resources and computer power. There are 

other techniques that reduce the data and operations, but this technique could be in 

another experiment. Therefore, the 256 pixels model is discarded. 

 

 
Fig. 4. Accuracy obtained in each 5 epochs. 

 

The table below shows the principal features in our experiment. The 32 pixels 

model shows our threshold in parameters such as epoch number and seconds to get 

100% accuracy. There are others features that demand on GPU. Other GPU’s with 

more CUDA cores could be more powerful. 
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Table 2. Details about behavior and performance for every model 

Feature Model 8 
Model 

16 

Model 

32 

Model 

64 

Model 

128 

Model 

256 

Epoch 117 41 30 17 23 3 

Memory 

RAM  GPU 

(MB) 

440 434 445 488 651 730 

GPU 

USES (%) 
43 34 83 91 99 99 

Time in 

Seconds 
56 30 40 165 1800 2700+ 

 

The table indicating the 32 pixels model is the best option with least number of 

epochs and time. Another important point is the low power in GPU and fast response 

time. The 16 pixels model is excellent but this model needs more epochs using less 

time and demand in GPU. This point is relevant for embedded systems that cannot use 

much energy such as mobile devices. The mobile device requires Nvidia GPU and 

there are not many devices with these GPU on the market, or systems in real time, and 

it is good idea to use this model.  

The model 8 requires many epochs and much time. Otherwise, it is not 

recommended to use very small images because there is not much information and 

might have a high error. When changing the dimensions upper to 64 pixels the data 

grows and so does the information. In the table we show that it is necessary for 17 

epochs to obtain 100% accuracy, because there is more data. However, the time is not 

good compared with model 32 in applications where the response time and accuracy 

are not important. Our last observation is that models 128 and 256 are not 

recommendable to use this dataset with these models because the data and operations 

grow. This deep layer requires more power and more time; the number of epochs is 

not less than the 64 pixels model and the required time is longer. There are other 

techniques that could help to improve the performance and try to prove what 

happened with each model and its respective dataset. 

4 Conclusions 

This paper describes behavior and features of different models applying them to 

classify four classes. The most important are the follow two points: the first is about 

the model with less dimensions such as 8 and 16 pixels; these models have low 

information compared with 32 pixel models. The 8 pixels model is not 

recommendable because it has low information and could produce many errors. The 

16 pixels model is excellent; both models are great for applications in real time 

because their response time is fast and accuracy. The second point is for the model 

155

Analyzed Performance for a Chairs Classifier through Deep Learning

Research in Computing Science 118 (2016)ISSN 1870-4069



with bigger dimensions of 64, 128 and 256 pixels. The 64 pixels model for processing 

information is the best because it has much information but requires 5 minutes to 

train. If there is an application where the time is not important this model is perfect. 

The 128 and 256 models are not advisable to use. Both models have much 

information that decreases the performance but does not reduce the epoch number. 

Our future work is to approve other deep layers such as the RELU and DROPOUT 

technique that are special for models with big images. 
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Abstract. Nowadays telemarketing constitutes a way in which goods and 

services companies can access to possible potential customers through phone 

calls. Telemarketing campaigns are focused on offer to potential customers or 

users, contracting or buying a good or service. Ascertain a priori which phone 

calls will be successful is a competitive advantage to the companies due to this 

allow them to reduce costs and focus on most likely groups of potential customers 

which would contract or buy the goods or services offered. For this task it is 

necessary to classify the phone calls in successful and unsuccessful calls, which 

is possible using supervised classifier. In this paper, we tested some supervised 

classification algorithms and compare their performance, based on the Area 

under the ROC Curve, over different well-known telemarketing datasets. 

Keywords: Telemarketing classification, supervised classification, unbalanced 

data. 

1 Introduction 

Nowadays telemarketing is an important strategy to increase the level of sales, looking 

for potential clients using different communication channels like phone calls, internet, 

etc. In fact financial institutions like banks and insurance companies are the most 

benefited of this kind of campaigns using different techniques like speech dictation 

systems [1] to checking incomplete sales where the telemarketer fails providing sales 

information to a certain client. 

The main purpose of this kind of marketing is contacting a certain group of people 

to meet a specific goal (offer a service, insurance, credit card, etc.), but the problem of 

choosing the group of costumers willing to buy the service is considered NP-hard [2]. 

For this reason some approaches has been proposed to predict the success of 

telemarketing calls [3], where applying a decision support system using some 

techniques of data mining, automatically can predict the result of phone calls used to 

sell long term deposits. 
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In the literature we can find more examples of works about prediction in 

telemarketing environment using a different approach. Customer lifetime value is a 

variable considered as the value of a costumer in terms of expected benefits based on 

future interactions with the customer and in [4] is used for predicting future behavior 

of that costumers and in this way, improve the return-on investment. 

Nevertheless, working with data sets from telemarketing environment has the 

disadvantage that, in most of the cases, have unbalanced classes and mixed attribute 

types [5], for which is very important to choose the classification models in accordance 

with this situation. 

A situation like unbalanced classes is present in a dataset when one of the classes 

has more elements than the others. This situation represents a problem at the moment 

of work with this kind of datasets due to the fact that unbalanced classes, in general, 

creates biased learning. The consequences of this are reflected during the testing phase 

because the biased learning causes that the classifiers just recognize appropriately the 

elements of the ruling class and therefore, give us inaccuracy results. 

In this article is presented an experimental work using different supervised classifiers 

with telemarketing datasets with the purpose to know which one has the best 

performance under the circumstances described above. 

The rest of the paper is organized as follows. Section 2 details some aspects of the 

classifiers used in this comparison and section 3 offers a discussion about the results 

obtained. Finally, the paper ends with some conclusions and future research 

suggestions.  

2 Sampling and Error Measurement 

One of the most common method applied to validate the classifier performance in 

multiple jobs within the literature is stratified cross-validation (SCV). This method is 

based on partitioning the data set into two complementary subsets. This couple of 

subsets is used for training and testing the classifier and the main purpose of this 

technique is keep the same class distribution in both subsets. 

 

 

Fig. 1. Process to divide the dataset into k=5 subsets following the SCV technique. 
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To carry out this partition, as it shown in the Figure 1, it is necessary divide every 

class of the original dataset into k different partitions with the same number of patterns 

as possible. After that to form each fold, a partition of every class is taken.  

Then one of these folds is use as testing data and the remaining k-1 folds are use as 

training data. Worth mentioning that this process is repeated k times and each fold is 

use as testing data exactly once.  

The most popular value of k is 10, but in the case of unbalanced classes is most 

common use k equal to 5, in order to increase the performance of the algorithms, and 

to diminish the negative impact of unbalanced classes in the classification process. In 

addition, it is necessary to use a correct error measurement that can handle the problem 

of unbalanced classes and avoid inaccuracy results. The Area under the ROC curve 

(AUC) is a metric that comply with this requirement. This is a popular classification 

metric which exhibits the benefit of being independent of the class distribution (see 

Table 1):  

Table 1. Confusion matrix. 

 AUC = (TPR + TNR) / 2, (1) 

 TPR = TP / (TP + TN), (2) 

 TNR = TN / (TN + TP). (3) 

The results obtained with this measurement can be interpreted as ideal classification 

model if the value of the AUC is 1.0 and as random classifier if the value is 0.5. 

Moreover this measurement has been demonstrated that can be calculated as the 

average of the True negative Rate (TNR) and True Positive Rate (TPR) for discrete 

classifiers by Sokolova et al. [6]. 

This  measurement has been used in different works e.g. to quantify the performance 

of imbalance learning ensembles [7] or to measure if there is a performance 

improvement as in  [8] working with unbalanced classes. 

3 Results and Discussion  

3.1 Datasets 

To accomplish the different experiments, four datasets that belong to telemarketing 

environments were used, with the characteristic of unbalanced classes. As you can see 

in Table 2 the unbalanced ratio is higher than 1.5 which means that in the four cases 

there is present the problem of unbalanced classes. This problem is important to 

consider because can produce a biased learning and inaccurate results using an 

inappropriate error measurement as mentioned earlier.  

 Predicted as Positive Predicted as negative 

Positive instances TP FP 

Negative instances FN TN 
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On the other hand, these datasets were taken from the Machine Learning repository 

of the University of California [9]. It is worth mentioning that the dataset were donated 

by S. Moro, P. Cortez and P. Rita [3] who obtained them from real bank data. 

The Bank-full data corresponds to the original version of the dataset called Bank 

Marketing which has 45211 records with17 attributes (7 numerical and 9 categorical) 

and do not have missing values. This dataset consist of information obtained from a 

direct marketing campaign of a Portuguese banking institution which was based on 

phones calls. Often, more than one contact was required to the same client in order to 

know if a bank term deposit would be or not subscribed. On the other hand, the Bank 

data is a sample of 10% from the Bank-full dataset randomly selected. This small 

dataset was made with the aim to test more computationally demanding machine 

learning algorithms. 

Table 2. Caracteristics of the datasets used in this work. 

 Data set Instances Attributes Classes 
Missing 

values 

Unbalance 

Ratio 

Bank 4521 17 2 No 7.677 

Bank-full 45211 17 2 No 7.548 

Bank-additional 4119 21 2 No 7.956 

Bank-additional-full 41188 21 2 No 7.876 

 

The Bank-additional-full dataset is also based on the Bank marketing data, but this 

different version is enriched by the addition of new social and economic attributes. This 

dataset has 41188 instances with 21 attributes (10 numerical and 10 categorical). Also 

the Bank-additional dataset is a short version of the previous one, with 10% of the 

examples randomly selected from the Bank-additional-full data. 

3.2 Algorithms to Compare  

The following subsection provides a brief introduction of the most common 

classification models which were chosen for comparison of results in the next part of 

this work. 

Nearest Neighbor (1-NN)  

Nearest Neighbor model [10] follows the structure of a learning technique called 

instance-based learning. This classifier use a dissimilarity measure to carry out the 

classification of a pattern, using the closest instances of the training set, according to 

the measure selected, to give to each pattern from the testing set a class label. This 

model is based on the idea that every pattern from a dataset share some similar 

characteristics and properties with some individuals around. 

The most popular similarity measure used when the dataset just has numerical 

attributes is the Euclidean distance (equation 4), and because of the use of a distance 

measure, this kind of model are called minimum distance classifiers.  
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 𝑑(𝑦, 𝑥) = √∑ (𝑦𝑗 − 𝑥𝑗)
2

.𝑛
𝑗=1   (4) 

C4.5 

C4.5 is an algorithm that builds decision trees from a dataset based on information 

entropy concept [11]. This model chooses one of the attributes of the pattern that divide 

effectively it set of samples into better subsets. This process is repeater for each node 

and the criterion of splitting the subsets is the difference in entropy known as 

normalized information gain. In this way, the attribute with the highest normalize 

information gain value is selected to make the decision. By last this model has some 

base cases. The first case is when an instance of previously-unseen class is encountered, 

in this case the algorithm makes a decision node higher up the tree using the expected 

value. The second case is when none of the attributes provide any information gain. 

When this case occurs, once more the algorithm makes a decision node higher up the 

tree using the expected value. Finally, if the tree has made a decision node higher up 

the tree using the expected value, this model creates a leaf node for the decision tree 

indicating to choose the class. 

Repeated Incremental Pruning to produce Error Reduction (RIPPER)  

Repeated Incremental Pruning to produce Error Reduction is a this classification model 

proposed in 1995 by William W Cohen [12]. This algorithm is based on the association 

rules with reduced error pruning (REP) and in fact is an optimized version of the IREP 

classifier. 

In this kind of algorithms, the training data is splint into other two sets: a growing 

set and a pruning set. Then a rule set is formed using some heuristic method to increase 

this set. This final rule set us simplified using one of the pruning operators and this 

would delete any single condition or any single rule; this process is repeated several 

times. At each stage of simplification, the preselected pruning operator is which return 

the greatest reduction of error on the pruning set. This process ends when any pruning 

operator produce an increment in the error on the pruning set. 

Multilayer Perceptron (MLP)  

The Artificial Neural Network is a learning paradigm based on biological neural 

networks, in particular the human brain. Anatomically this system is composed for 

networks of biological neurons interconnected, which are able to process and conduct 

electrical impulses to produce an output. In 1943 it was proposed an abstract and simple 

model of an artificial neuron as a binary device [13]. This model has an operating 

threshold below which this neuron is inactive. Also, it has excitatory and inhibitory 

inputs, and depending on if there is any of these inputs the neuron is active.  

This model is very simple, if there is not an inhibitory input, the resultant of the 

excitatory inputs is determined and if this is greater than the threshold, the output is 1 

otherwise is 0. 

Based on the work of McCulloch and Pitts, in 1957 it was proposed the 

perceptron[14]. One of the most interesting characteristics of this model was its ability 
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of learning to recognize and classify objects. The perceptron was constituted by a set 

of input sensors which receives the patterns to recognize or classify and am output 

neuron to do the classification task. Nevertheless, this model was not capable to 

converge on good solutions in problems with classes linearly non-separable [15]. 

 

 

Fig. 2. Artificial neuron scheme. 

Finally in 1986 the Multilayer Perceptron (MLP) [16] was proposed to solve the 

limitations of the perceptron. This network consists of multiple layers of artificial 

neurons; the most common architecture of a simple MLP network has 3 layers: an input 

and an output layer with one hidden layer however, the general model allows use an 

unlimited number of hidden layers. 

 

Fig. 3. General model of a MLP network with one hidden layer. 

Finally, the supervised training stage is one of the most popular algorithms called 

back-propagation. The bases of this algorithm are in the error-correction learning 

rule  [16].  

Sequential Minimal Optimization Algorithm for Training a Support Vector 

Classifier (SMO)  

Sequential Minimal Optimization (SMO) [17] is an algorithm for training Support 

Vector Machines [18] and was proposed to solve the problem of the very large quadratic 

programming optimization problem that implies this kind of training.  
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Considering a classification problem with a dataset (x1, y1), …, (xn, yn) where xi is 

an input vector and yi is a binary label corresponding to it. A soft-margin support vector 

machine is trained by solving a quadratic programming problem, which is expressed in 

the dual form as follows:  

 Max
∞

∑ 𝛼𝑖 −
1

2
∑ ∑ 𝑦𝑖𝑦𝑗𝐾(𝑥𝑖 , 𝑥𝑗)𝛼𝑖𝛼𝑗,𝑛

𝑗=1
𝑛
𝑖=1

𝑛
𝑖=1   (5) 

subject to:  

 0 ≤ 𝛼𝑖 ≤ 𝐶,    𝑓𝑜𝑟 𝑖 = 1, 2, … , 𝑛,  (6) 

 ∑ 𝑦𝑖𝛼𝑖 = 0𝑛
𝑖=1 ,  (7) 

where C is an SVM hyperparameter and K(xi, xj) is the kernel function, both supplied 

by the user; and the variables αi are Lagrange multipliers. 

This is an iterative algorithm to solve the optimization problem. SMO converts this 

problem into a set of smallest possible sub-problems, which are then solved 

analytically. Due to the fact of the linear equality constraint involving the Lagrange 

multipliers αi, the smallest possible problem involves two such multipliers. Then, for 

any two multipliers α1 and α2 the constraints are reduced to: 

 0 ≤ α1, α2 ≤ C, (8) 

          𝑦1𝛼1 + 𝑦2𝛼2 = 𝑘.   (9) 

And this reduced problem can be solved analytically. The algorithm proceeds as 

follows [18]: 

 Find a Lagrange multiplier α1 that violates the Karush–Kuhn–Tucker (KKT) 

conditions for the optimization problem. 

 Pick a second multiplier α2 and optimize the pair (α1, α2). 

 Repeat steps 1 and 2 until convergence. 

When all the Lagrange multipliers satisfy the KKT conditions (within a user-defined 

tolerance), the problem has been solved.  

Naive Bayes (NB)  

Naïve Bayes algorithm [19] assumes, for an instance x that its attributes {x1, x2, …, xn} 

have a conditional independence due to its class. For this reason, the conditional 

likelihood of every attribute can be expressed as follows: 

                                                        𝑝(𝑥|𝜔𝑖) = ∏ 𝑝(𝑥𝑗|𝜔𝑖)𝑛
𝑗=1 .  (10) 

Using the Bayes theorem, the posteriori likelihood is: 

                                                𝑝(𝜔𝑖|𝑥) = p(𝜔𝑖) ∏ 𝑝(𝑥𝑗|𝜔𝑖).𝑛
𝑗=1   (11) 

Finally, for every pattern of the testing set is given a class as is describe in the 

following equation: 
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                                          𝜔∗ = 𝑎𝑟𝑔𝑚𝑎𝑥𝜔𝑗p(𝜔𝑖) ∏ 𝑝(𝑥𝑖|𝜔𝑗)𝑛
𝑗=1 .  (12) 

Each was tested with the different datasets in Waikato Environment for Knowledge 

Analysis (WEKA) software [20] in its version number 3.6.13. The adequate parameter 

values for the algorithms were found by trial and error. 

3.3 Discussion  

The results obtained with the different models to every dataset, using the Stratified 

Cross Validation with k=5 as model validation technique, are shown in Table 3. We 

use the Area under Roc curve (AUC) [7] as performance measure.  

Table 3.    Area under the curve ROC. 

Classifiers Bank Bank-full Bank-additional 
Bank-additional-

full 

1-NN 68.5500 64.5137 60.0203 64.5302 

C4.5 65.9709 72.4634 69.6285 74.6412 

RIPPER 69.1389 67.1002 76.6134 75.6068 

MLP 67.4566 70.0040 66.6038 70.2377 

SMO 57.3892 58.5780 63.8087 63.9084 

Naive Bayes 70.7500 72.5500 75.6500 75.5500 

 

As you can see in the Table 3, Naive Bayes was the model which obtain the best 

performance in two of the datasets and on the other hand, SMO was the worst algorithm 

in three of the four datasets. As well, the RIPPER model was the best working with the 

Bank-additional-full dataset and Bank-additional. Another aspect to highlight is that 

the distance used by the NN classifier could not have been the correct due to its results 

were not competitive as usual. The performance of the C4.5 is a special case because 

was very competitive in the full version of the datasets, but it was affected by the 

sampling of 10% of the other two datasets.  Finally, it can be seen that the problem of 

unbalanced classes affect the performance of all the classifiers because, even when 

these are some of the most important models in the literature, they could not even reach 

an 80% of accuracy. In addition, it is worth mentioning that most of the classifiers got 

better results using the default parameters from WEKA, just in some cases like RIPPER 

or C4.5 there was an improvement modifying some values. 

4 Conclusions and Future Work  

In the telemarketing environment, there are some datasets that can be considered 

important to test automated decision-making systems, but in most of the cases, these 

datasets have some characteristics that make more complicated this task. In this work 

we compared six different classification techniques in credit environment: Nearest 

Neighbor, C4.5, Repeated Incremental Pruning to produce Error Reduction, Multilayer 
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Perceptron, and Sequential Minimal Optimization Algorithm for training a Support 

Vector classifier and Naive Bayes. 

These algorithms were compared using the Area under the curve ROC due to the 

problem of the unbalanced classes present in telemarketing datasets. Our studies 

showed that Naïve Bayes Simple model turned out to be best classifier with the RIPPER 

model both getting the best performance in two datasets and on the other hand the SMO 

classifier got the worst performance in this comparative, even using different kernels. 
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