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Preface 
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new knowledge, as well as promoting cooperation among research groups in Pattern 

Recognition and related areas in Mexico and around the world. 

In this year the fourth MCPR Postgraduate Students' Meeting (MCPR2016-PSM) 

allowed discussing research works from both Master and PhD students in order to 

receive feedback from experienced researchers and advices for future directions, as 

well as promoting their participation in conference events. 

This RCS volume contains original contributions selected through a reviewing 

process by our Program Committee. These contributions are derived from either 

Master or PhD students’ researches about Pattern Recognition and related areas. We 

cordially thank all authors for their submitted contributions to build this volume as 

well as the Program Committee for providing valuable comments and evaluations to 

authors. 

We hope this RCS volume will be useful to the reader interested in Pattern 

Recognition and related areas, and hope that the meeting itself will provide a fruitful 

forum to enrich the collaboration between students and the broader Pattern 

Recognition community. 

We would like to thank Research in Computing Science journal editors for giving 

us the opportunity of continuing to publish a special issue devoted to MCPR-PSM. 

Finally, but not less important, our thanks go to the University of Guanajuato for 

providing a key support to this event. 

The submission, reviewing, and selection process was supported for free by the 

EasyChair system [www.easychair.org]. 
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2D Image Segmentation Through the One
Dimensional Mumford-Shah Functional
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Juan Escamilla Reyna1
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Abstract. Image segmentation is a complex task, since it involves the
manipulation of different kind of objects such as functions, domains in R2

and curves. In this work we propose a two-dimensional image segmen-
tation method, using the Mumford and Shah’s one dimensional tech-
nique, performing vertical and horizontal sweeps. This is in contrast to
the technique that involves the generalization of the Mumford and Shah
functional theory for 2D images.

Keywords: Mumford and Shah functional, Variational Method, Image
Segmentation.

1 Introduction

There exist different methods for image segmentation, such as Canny and Sobel,
among others. The traditional segmentation methods work by finding the edges
of the different objects that are present on the image. The Mumford and Shah
method, in addition to this, aims to find a smoothed version of the original
image, which makes more attractive its study.

The aforementioned segmentation method, consists on finding a smoothed
function and a set of edges (boundary) such that minimize a functional, which
is constituted by the combination of the difference between the real image and
the smoothed one, the gradient of the smoothed image and the boundary length.
There exist developments of the Mumford and Shah methods for image segmen-
tation in one (signals) and two dimensions (images) [5, 6, 3, 2, 7].

Segmenting in one dimension, implies performing an horizontal cut on the
image, so that we work only with a signal in R, which facilitates both the math-
ematical and computational theories. In [5], the set of edges is determined, i.e.,
the points where there are intensity changes, and the function between these two
points is found. Those are determined by minimizing the functional proposed by
the aforementioned authors, analyzing it as a variational problem. First, the set
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of edges is fixed, and the smoothed function is varied so, the analytical expres-
sion of that function can be found. Then, the set of edges is varied, and in this
way, the conditions to determine them are found. With this process, we obtain
the segmentation of a tiny fraction of the image, in other words, we obtain a
smoothed function through a straight line (horizontal cut), and the discontinuity
points (edges) of such function are detected.

The study in [6] is the generalization of the functional proposed in [5], where
the one variable functions are changed for two variable functions, with the ob-
jective of performing 2D image segmentation. The theory developed for that
generalization is on R2, which increases its difficulty with respect to the the-
ory developed on R. To understand the 2D method, at least it is necessary to
have knowledge of measure theory and distributions to understand the special
functions of bounded variation and the theory that involves them [3]. As it is
mentioned in [2], to avoid to work with those kind of functions, it can be treated
only within the space of the L2 functions, and using a weak norm to measure the
approximation between functions. Moreover, it is required certain smoothness
on the smoothed image f , therefore, f must belong to a Sovolev space. Another
term is the measure of the edges, for this, it is employed the Hausdorff measure
of dimension 1.

However, for one dimension it is enough to have knowledge on differential
and integral calculus, differential equations and variational calculus. With this
contrast, we can ask the question: can the same results be obtained as with
the Mumford and Shah method on two dimensions, when the method on one
dimension is used?

The objective of this article is targeted at answering this question. We are
going to develop the theory for one dimension, to perform image segmentation of
2D images, without going through the mathematical sophistication that requires
the generalization of the theory of the functional. This method is applied to
every horizontal and vertical cuts of the image, to later, combine both results
by averaging the information.

This paper is organized as follows. First, we describe the Mumford and Shah
functional, as in [5], followed by its solution via the variational method. Later,
the computational algorithm is presented, followed by the experimental results.
At the end, the conclusions are stated.

2 The Mumford and Shah Functional

Let µ and ν be fixed parameters. Let g : [a, b] → R be a given continuous
function. For each k, the partition P[a, b] is given by

a = a0 < a1 < ... < ak < ak+1 = b.

Let X = {f : [a, b]→ R|f ∈ C1([ai, ai+1])}. We define E : X × P → R as

E(f, {ai}) = µ2

∫ b

a

(f − g)2 dx+

k∑
i=0

∫ ai+1

ai

(
df

dx
)2 dx+ µνk. (1)
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The first term is the approximation from the input signal to the signal that
we are looking for, the second term is a measure of the smoothness on (ai, ai+1)
of the signal that we are looking for, and the last term is the cardinality of the
set of points {ai} on the open interval (a, b), which is equal to k.

2.1 Variational Method

We assume that f and {ai} minimize E. The first step is to vary f , to find its
value through of the first variation of E and making it equal to zero, [4]. From
this, we get the following elyptical problem with boundary values

f ′′ = µ2(f − g), (2)

f ′(a±i ) = 0. (3)

The solution to this problem can be found with the method of parameter
variation, and can be written using the Green’s function as follows

f(x) = fµ(x) + c1,iKµ(x− ai) + c2,iKµ(ai+1 − x) (4)

where

fµ(x) =
µ

2

∫ ai+1

ai

g(s)e−µ|x−s| ds (5)

and

Kµ(x) =
µ

2
e−µ|x|, (6)

c1,i =
2

µ2(1− α2
i )

(f ′µ(ai)− αif ′µ(ai+1)), (7)

c2,i =
2

µ2(1− α2
i )

(−f ′µ(ai+1) + αif
′
µ(ai)), (8)

αi = e−µ(ai+1−ai). (9)

The function Kµ is known as the Green’s function [1]. Moreover, it can be
seen that the function fµ satisfies the differential equation (2).

The next step is to vary one of the points {ai}, to obtain their values. After
getting the first variation of E and using the fact that fµ satisfies the equation
(2), we get the condition

f ′′µ (ai) ∼ 0. (10)

Then, the boundary that minimizes the energy E, for a large enough µ, will
be the zeros of the second derivative of fµ.
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3 Computational Method

The implementation was done in MATLAB. First, the image was normalized by
substracting the minimum and dividing it by the maximum minus the minimum,
in order to achieve consistency in the dynamic range of the pixel intensities. The
calculation of the integrals was done with MATLAB’s function for the trape-
zoid rule. The calculation of the derivatives was done with the finite differences
method. The algorithm for this is as follows.

Algorithm 1 Program for the Mumford and Shah method for image segmen-
tation in 2D
1: element = row
2: a = 1
3: g equal to element number a ,
4: n = length(g),
5: Partition xj = 1, .., n
6: Step size h = 1.
7: Calculate points {ai} with i = 1...k such that (10) is satisfied, or equivalently,
fµ − g = 0.

8: Save the values ji with i = 1, ..., k such that satisfy 0 ≤ j1 < ... < jk < n and
ai ∈ [xji , xji+1].

9: For each interval [xji+1, xji+1 ], set ai = xji+1 and ai+1 = xji+1 and calculate (6),
(7), (8), (9), (5), (4) y (1).

10: Find the minimum energy value with the ”hill climbing” method: vary ji while
the rest is fixed, and repeat step 9. Save the value ji when the minimum energy is
achieved, and repeat for each ji.

11: a = a+ 1
12: Repeat steps 3 to 10 until a = number of rows of the image.
13: element = column
14: Repeat steps 3 to 10 until a = number of columns of the image.
15: Calcular the average of steps 12 and 14 for f y ji.

4 Experimental Results

We applied the previously described algorithm to two images, the first is the
image known as Barbara, and the second is an image of the famous singer John
Lennon. In both cases, we first used the parameters µ = 1 and ν = 1. The results
are shown, first the smoothed image after applying the method to each row of
the original image, then the smoothed image after applying the method to each
column, and lastly the smoothed image consisting on the combination of the
previous two. The execution time for each test image is presented. After that,
the parameters for the image of John Lennon are modified, and the results are
shown.

For the first example, the execution time was 108.31862 min. In Fig. 1
the Barbara input image is shown. The image size is 512×512. In Fig. 2, the
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smoothed images are shown, ordered as described in the previous paragraph. In
Fig. 3, the edges that were obtained of each smoothed image are shown.

Fig. 1: Barbara original image (512×512)
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Fig. 2: From left to right: Smoothed image of Barbara after using the method on each
row of the original image, smoothed image after using the method on each column of
the original image, resulting smoothed image after combining the previous two
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Fig. 3: From left to right: Edges obtained for the Barbara image after using the method
on each row of the image, edges obtained after using the method on each column of
the image, edges obtained after combination of the two previous results

For the second example, the execution time was 5.49119 min. In Fig. 4,
the Lennon input image is shown, which is 204×204 pixel size. In Fig. 5, the
smoothed images are shown in the same order as in the previous test. In Fig. 6,
the edges obtained from the previous figures are shown.
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Fig. 4: Original image of John Lennon face (204×204)
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Fig. 5: From left to right: Smoothed John Lennon image after using the method on
each row of the original image, smoothed image after using the method on each col-
umn of the original image, resulting smoothed image after combining the two previous
images
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Fig. 6: From left to right: Edges obtained after using the method on each row of the
image, edges obtained after using the method on each column of the image, edges
obtained from the combination of the previous two

We present the John Lennon image changing the parameters. In Fig. 7 we
show the smoothed images resulting from the combination of using the method
of rows and columns when ν = 1 and µ takes values of 0.5, 1 and 1.5. In Fig. 8
we show the edges that correspond to the smoothed images with the same values
of µ and ν. In the same way, in Fig. 9 we present the smoothed images when
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we fix µ = 1, and ν is varied with values of 0.5, 1 and 3. In Fig. 10 we show the
corresponding edges.
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Fig. 7: Smoothed image of John Lennon when: µ=0.5 and ν=1 (left), µ=1 and ν=1
(center), µ=1.5 y ν=1 (right)

Fig. 8: Edges of the image of John Lennon when: µ=0.5 and ν=1 (left), µ=1 y ν=1
(center), µ=1.5 y ν=1 (right)

Imagen recuperada de la combinación
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Fig. 9: Smoothed image of John Lennon when: µ=1 and ν=0.5 (left), µ=1 and ν=1
(center), µ=1 and ν=3 (right)
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Fig. 10: Edges of the John Lennon image when: µ=1 and ν=0.5 (left), µ=1 y ν=1
(center), µ=1 y ν=3 (right)

It can be seen that the quality of the segmentation varies with respect to the
value of the parameters µ and ν. It can be also noted that this variation is more
sensitive to the variation of µ than it is to the variation of ν.

5 Conclusions

We achieved the implementation of a computation algorithm for 2D image seg-
mentation based on the Mumford and Shah method for one dimension, i.e., the
procedure for one dimension was generalized to two dimensions. The advantage
of this technique, is that the theory is kept on R, which is much less complex
than working directly on R2.

The obtained results by applying this segmentation method, are the smoothed
image that approximates to the input image, and the edges of that image. This
methods has a high computational cost, since the execution time is large, which
depends on the size of the image and number of edges. Despite of this, a good
representation is obtained, although it depends on the parameters µ and ν.

The method still needs to be improved for it to be compared to the method
designed for 2D, however, is a good start. In [7], the segmentation done for the
Barbara image, with the approximation of Ambrosio and Tortorellini, can be
found.

In a future study, we will make an optimization to the algorithm to decrease
the execution time, in addition to combine this with other tools to improve the
segmentation. We will also analyze to measure the performance of the method
with noisy images, with the Peak signal-to-noise ratio (PSNR) metric[8] and
Structural SIMilarity (SSIM) index[9].

Acknowledgments

This research was facilitated through a doctoral scholarship from CONACyT
under Grant 386423 and the PRODEP network of mathematical and computa-
tional modeling in medicine and demographic dynamics.

We thank the reviewers for their contributions to improve this research and
writing of the manuscript.

17

2D Image Segmentation Through the One Dimensional Mumford-Shah Functional

Research in Computing Science 112 (2016)

R2ro
Sellos



References

1. Boyce, W.E., DiPrima, R.C.: Ecuaciones diferenciales y problemas con valores en
la frontera. Limusa (2000)

2. David, G.: Singular Sets of Minimizers for the Mumford-Shah Functional.
Birkhauser Verlag (2005)

3. G., A., P., K.: Mathematical Problems in Image Processing: Partial Differential
Equations and the Calculus of Variations. Springer-Verlag (2006)

4. Gelfand, I.M., Fomin, S.V.: Calculus of Variation. Prentice-Hall Inc. (1963)
5. Mumford, D., Shah, J.: Boundary detection by minimizing functionals. In: IEEE

Proceedings on Computer Vision and Pattern Recognition. pp. 22–26. San Francisco,
California (1985)

6. Mumford, D., Shah, J.: Optimal approximations by piecewise smooth functions and
associated variational problems. Communications on Pure and Applied Mathematics
42, 577–685 (1989)

7. Scherzer, O.: Handbook of mathematical methods in imaging. Springer (2011)
8. Wang, Z., Bovik, A.C.: Mean squared error: love it or leave it? a new look at signal

fidelity measures. IEEE Signal Processing Magazine 26, 98–117 (2009)
9. Wang, Z., Bovik, A.C., Sheikh, H.R., Simoncelli, E.P.: Image quality assessment:

From error visibility to structural similarity. IEEE Transactios on Image Processing
13, 600–612 (2004)

18

A. Lizbeth Cortés Cortes, Carlos Guillén Galván, Rafael Lemuz López, Juan Escamilla Reyna

Research in Computing Science 112 (2016)



Speech Synthesis Based on Hidden Markov
Models and Deep Learning
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Abstract. Speech synthesis based on Hidden Markov Models (HMM)
and other statistical parametric techniques have been a hot topic for
some time. Using this techniques, speech synthesizers are able to produce
intelligible and flexible voices. Despite progress, the quality of the voices
produced using statistical parametric synthesis has not yet reached the
level of the current predominant unit-selection approaches, that select
and concatenate recordings of real speech. Researchers now strive to
create models that more accurately mimic human voices. In this paper,
we present our proposal to incorporate recent deep learning algorithms,
specially the use of Long Short-term Memory (LSTM) to improve the
quality of HMM-based speech synthesis. Thus far, the results indicate
that HMM-voices can be improved using this approach in its spectral
characteristics, but additional research should be conducted to improve
other parameters of the voice signal, such as energy and fundamental
frequency, to obtain more natural sounding voices.

Keywords: LSTM, HMM, Speech Synthesis, Statistical Parametric Speech
Synthesis, Deep Learning.

1 Introduction

Speech synthesis is the process of creating artificial intelligible speech from a text,
to propitiate human-machine interaction. Through this process, text-based infor-
mation originated from computers, cell phones, and other technological devices
can be transferred into speech. Since speech is the most common and natural
way of communication for most human beings, this process is invaluable.

Due to its variation in speaking styles and potential for customization, speech
synthesis based on HMM (also called statistical parametric speech synthesis) has
been established as a viable alternative to dominant models, that are based on
the concatenation of audio units [1].

In dominant models, audio waves of recording speech are handled directly,
concatenating the wave segments to form new sentences. On the contrary, statis-
tical parametric synthesis is based on the use of mathematical models that can
learn and then reproduce parameters representing speech, for example HMM.
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Recently, a small group of researchers [2–6], motivated by the success of deep
learning algorithms in speech recognition, have reported encouraging results in
adapting such algorithms in speech synthesis. As a result, a new possibility of
developing artificial voices emerged, such that the original parameters could be
kept while using new mathematical models that more accurately reproduce the
characteristics of a human voice.

The reports made with these new techniques are preliminary due to restricted
access to audio samples and to programs that reproduce these experiments and
verify the results. This proposal aims to analyze such deep learning algorithms at
different levels in statistical parametric speech synthesis, and develop techniques
for using them in the process of creating higher quality artificial voices to extend
their use and create new applications.

The rest of this paper is organized as follows: Section II describes the Research
Problem; Section III presents the Research Methodology; Section IV discusses
the expected Main Contribution; Section V reports the Results achieved so far;
and finally Section VI presents the conclusions.

2 Background

Hidden Markov Models can be described from a Markov process, in which state
transitions are given by a stochastic process. A second stochastic process models
the emission of symbols when it comes to each state. In Figure 1, a representation
of a left to right HMM is shown, where there is a first state to the left from which
transitions can occur to the same state or to the next on the right, but not in
reverse direction. In this pij represents the probability of transition from state
i to state j, and Ok represents the observation emitted in state k. In speech
synthesis and recognition, Ok are vectors of parameters representing speech,
with fundamental frequency, spectral and duration information.

Fig. 1. Left to right example of an HMM with three states

HTS [7] is the only consolidated tool for using HMM in speech synthesis.
The HTS automates the processes of extracting parameters (fundamental fre-
quency, spectral and duration), training the HMM, and creating decision trees
for search. Thus, it can search and find the most appropriate HMM to generate
the parameters of the new phrases and synthesize a speech waveform.
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In contrast to traditional techniques for artificial voice production, statisti-
cal parametric speech synthesis is based on mathematical models that learn to
generate parameters which can build sound waves of speech, allowing for the
pronunciation of any arbitrary text. This requires the extraction of an adequate
representation of parameters that can model a person’s voice and the combi-
nation and generation of new phrases that preserve the features of the original
voice.

To complete this task, the process requires input into a database of natural
voice recordings and the text of the new phrases that requires pronunciation
using the artificial voice. Statistical parametric speech synthesis has many ad-
vantages over concatenative approaches, such as:

– Greater flexibility, because it is possible to modify characteristics of the
synthesized speech, combining voices and create new ones manipulating the
parameters.

– Small footprint, because only the parametric representations have to be
stored and processed.

– Small requirements of database size.

Despite these advantages, its quality is not yet comparable to the best sys-
tems based on concatenation of speech units, so its use in applications is still
not as widespread. The main reasons are [1]:

– Model of speech production: The reconstruction of speech waveform is based
on a source-filter model, where the sounds with fundamental frequency are
generated from a pulse train, and sounds without fundamental frequency
are generated from white noise. This is considered a simplistic model in
comparison with the production of human speech.

– Over smoothing: HMMs are trained with examples of speech that are seg-
mented into phonemes and then averaged, which results in some loss of
information. This results in smaller variability in contours of fundamental
frequency and spectra.

– Mathematical modeling: It has been questioned whether the HMM may suit-
ably represent natural speech. Some extensions of the technique as Global
variance [8], Trajectory HMM [9] and autoregressive HMM [10] have pre-
sented improvements, but still need to prove its usefulness in the context of
more natural and expressive speech.

3 Research Problem

The adoption of HMMs with Gaussian distributions to model parameters has
emerged from its proven efficiency in the topic of speech recognition, previously
developed since the 1980s in works like [11, 12]. Subsequently, there have been
some improvements in the area of recognition. For example, the Adaptation
Technique, where average models of Gaussian distributions are linearly trans-
formed to improve recognition in new speakers [13, 14], produced benefits in its
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equivalence in speech synthesis, such as the creation of new voices. Recently,
researchers have explored the use of new models and strategies for speech recog-
nition, with encouraging results. Specifically, deep learning algorithms, based
on deep neural network architectures stacking many hidden layers, have been
highlighted. These implementations can be classified into two types:

1. Type I: Replacing the HMM with deep neural networks, so that all the
acoustic representation of speech is done with the new models. Experiences
using models such as: Deep Artificial Neural Networks (DNN) [15, 16] and
recurrent artificial neural networks (RNN) [17], including the special case of
LSTM [18] networks.

Fig. 2. Replacing the HMM by deep learning networks for parametric speech synthesis
(Type I)

2. Type II: Adaptation or modification of the HMM models to improve recog-
nition: Similar to the technique of adaptation, deep learning algorithms to
improve HMM in recognition has been explored, and thereby increase the
recognition rate. This is an addition to the models that have been tested for
decades, without completely replacing the HMM. For example, in [19–21],
where some of the elements of the voice are transformed.
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Fig. 3. Transforming HMM with deep learning algorithms for parametric speech syn-
thesis (Type II)

From these results and following the path of incorporating mathematical
models in speech synthesis that have been successful previously in recognition,
emerges the possibility of improving the quality of artificial voices with the ad-
dition of deep learning algorithms. The two types of strategies are shown in
Figures 2 and 3, in which HMM are substituted with deep learning networks
(Type I) or are incorporated into transformation models (Type II).

Improvements that these algorithms can bring to speech synthesis are in at
least one of the quality characteristics of speech synthesis based on HMM, for
example:

– Greater naturalness and intelligibility

– Greater preference by users

– Greater capacity to produce emotive voices

– Lesser oversmoothing in spectral and f0

– Smaller requirements on database size

– Less complexity in the processes of creating voices

4 Research Methodology

Multiple steps are required to produce synthesized speech from an arbitrary text,
using deep learning algorithms. From language modeling to evaluating results,
arises the need to address the following stages:
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4.1 Creation of Voice Databases

The first experiments carried out to synthesize voice, taking into account HMM
based speech synthesis and deep learning, have been conducted on large databases
with more than five hours of recordings. Therefore, it is necessary to analyze pos-
sible sources of data and appropriate phrases for use them in synthesis.

After the selection and processing of the voice recordings, it is necessary to
separate sentences and carefully transcribe each one of them. The next step is to
codify the features of the text that are necessary and sufficient enough to predict
prosodic aspects and produce more natural speech across various contexts.

The most common features extracted from the speech signal arises from
those used in speech recognition: Mel Frequency Cepstral Coecients (MFCC)
and f0. A vector of parameters, and their first and second derivative discrete-
approximation are extracted from each frame of 10 ms.

4.2 Segmentation of Audio and Parameters Extraction

When processing the phonetic units of speech that can be used in statistical
parametric speech synthesis with deep learning algorithms, it is necessary to
have methods to establish their boundaries within the recorded phrases, and
then extract them into the corresponding parametric representation. There are
several possibilities to use parameters that must be analyzed according to the
viability of using them on the algorithms to implement.

In both Type I and Type II systems, coding can make a noticeable difference.
It should be noted that there are also restrictions on the coding complexity raised
from processing time and computer memory.

4.3 Algorithm Implementation

After having the appropriate representation of the speech signal in parameters,
extensive experimentation should be performed on available systems to imple-
ment some of the proven deep learning algorithms in speech recognition: DNN,
LSTM, BLSTM and RBM, and determine its feasibility to be incorporated into
the development speech synthesis, in both Type I and Type II systems.

4.4 Evaluation of Results

There are different approaches to solving the problem of evaluating objectively
synthesized speech. Since software is unavailable for this purpose, theory should
be studied thoroughly and then implemented based on the proposed measures.

The subjective assessment, based on listeners who evaluated according to
certain scales of perception, are often used to complement and validate the final
audio results.
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5 Main Contribution

This will be the first time that implementation of deep learning algorithms for
both Type I and Type II speech synthesis systems will be conducted and doc-
umented in detail. With the results, we can provide a comparative analysis be-
tween both systems and propose full text to speech conversion systems with
those models that have better functionality.

The required experimentation includes modeling phonetic units that have not
previously been considered in parametric speech synthesis for the case of Spanish,
such as syllables or groups of phonemes, which may constitute a contribution
even for the synthesis based on HMM.

It is expected to obtain the first artificial voices in Spanish language using
such algorithms, including the possibility of incorporating unused algorithms
in other languages, such as Convolutional Networks, Deep Auto Encoders and
LSTM.

We believe that the application of these algorithms can improve at least
one aspect of quality of the voices that are currently obtained with statistical
parametric speech synthesis based on HMM. Thereby enabling the widespread
use of this technology in innovative applications, such as changing a voice accent
and speech synthesis with emotions, for use in applications such as speech to
speech translation in real time between different languages.

6 Results Achieved

Our first results with statistical parametric speech synthesis using HTS to pro-
duce voices in Mexican Spanish would have shown the advantages of using this
technique, and have been documented in [22–24]. Those results were reported
without any deep learning algorithms involved, and showed the improvement
opportunities in que quality of the voices. Later, we experimented with Type
II systems using Long Short-term Memory (LSTM) deep neural networks. The
input of the network is the artificial voice produced with HTS, and the output is
the corresponding natural voice, thus the network is trained to bring the sound
of the synthesized speech closer to the natural voice. Figure 4 shows the current
system development.

This is equivalent to find a mapping y = f(x) between a degraded set of
n−dimensional parameters x, from HTS voice, to a clean n− dimensional pa-
rameters y of the natural voice. This is a similar approach to denoising in speech
enhancement and speech recognition, with recent implementations of LSTM with
successful results [25].

With this scheme, there have been notable improvements in the parameters
corresponding to the spectrum of the signals. For example, Figure 5 shows the
trajectory of one of the spectral parameters used, and shows how the LSTM
improved artificial speech more closely resembles natural speech that the same
parameter in the HTS voice.
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Fig. 4. Proposed system. HTS and Natural utterances are aligned frame by frame

Fig. 5. Illustration of enhancing the 5th mel-cepstral coefficient trajectory by LSTM
enhancement

Observations on other objective measures such as Mel-Cepstral Distance and
similarity of spectrograms, also show significant improvements, indicating the
improvement of the voice processed with LSTM.

7 Conclusions

We have presented a proposal for the implementation of deep learning algorithms
to improve the results achieved so far in statistical parametric speech synthesis
based on Hidden Markov Models.

The strategy is based on preparing frame aligned data of synthesized and
natural speech. Further, we propose to use the algorithms to model the trans-
formation of parameters of the artificial voice generated from the HTS system,
the corresponding voices of the natural speech.
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The results show improvement of spectral features of the voice in objective
evaluation, but have to be tested with subjective assessments. New strategies
for data modeling, algorithms and configurations have to be explored in order to
improve other aspects of the speech signal, such as the fundamental frequency,
energy and aperiodic coefficients that can further improve the sound of the ar-
tificial voice to a natural voice.
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25. Coto-Jiménez, M., Goddard-Close, J., Mart́ınez-Licona, F.M.: Improving Auto-
matic Speech Recognition Containing Additive Noise Using Deep Denoising Au-
toencoders of LSTM Networks. In: 18th International Conference on Speech and
Computer SPECOM (Forthcoming) (2016)

28

Marvin Coto-Jiménez, John Goddard-Close

Research in Computing Science 112 (2016)



Model-based Algorithm for Belief Revisions
between Normal Conjunctive Forms
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Abstract. We consider a knowledge base (KB) K and a new informa-
tion φ, both expressed in conjunctive form (CF), and present here, a
novel, deterministic and correct algorithm for belief revision of φ in K.
We denote our revision operator as: K′ = K ◦ φ. We introduce a novel
logical binary operator Ind between two conjunctive forms, such that
Ind(φ,K) generates also a conjunctive form. The operator Ind(φ,K)
works building independent clauses with the clauses of K, and whose
falsifying assignments of the resulting formula cover exactly the space
of assignments Fals(φ) − Fals(K), this is essential for performing the
process of belief revision K′ = K ◦ φ, and where K′ |= Φ. Furthermore,
our proposal satisfies the KM postulates. We also present the correct-
ness proof of our belief revision method, and the analysis of its time
complexity.

Keywords: Propositional Inference, Belief Revision, Model Based In-
ference, Postulates KM.

1 Introduction

A widely accepted reference framework for reasoning in intelligent systems is
the systems approach based on knowledge bases. In this case, the sentences are
stored in a Knowledge Base (KB) provided with a reasoning mechanism [5]. A
fundamental challenge of these systems is the automation of deductive reason-
ing from the KB. Propositional deductive reasoning is generally summarized as
follows: given a KB K, which contains knowledge about a domain (”the world”),
and φ a statement representing the query that captures the current situation,
both expressed in propositional logic, the goal is to decide whether K implies φ
(in symbols: K |= φ), which is known as the problem of propositional entailment.

The propositional implication is an important task in problems such as es-
timating the degree of belief revision and updating of beliefs, working with ab-
ductive explanations, and many other procedures in applications of Artificial
Intelligence. For example, when working in planning, designing multi-agent sys-
tems, logical diagnosis, approximate reasoning, among other applications [4], [7].
In general, the problem of logical implication is a difficult challenge in the area of
automatic reasoning, and turns out to be a problem in the class Co-NP complete,
even in the propositional case [9].
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Belief revision problem consists in incorporate new beliefs to a knowledge
base (KB) already established, changing as little as possible the original beliefs
and maintaining consistency of the KB. This article shows that the use of fal-
sifying patterns clauses help to determine whether an conjunctive form (CF) is
inferred from another CF, and therefore, it allows us to construct an algorithm
for belief revision between CF’s.

In short, the main contributions of our work are:

– We propose a method that works on the set of falsifying assignments of the
involved formulas, in order to review: K |= Φ.

– We introduce a logical operator between two terms, Ind(ϕi, Cj), resulting in
a CF Fs, such that Fals(Fs) = Fals(ϕi)− Fals(Cj).

– We show that our proposal for the belief revision is correct, and holds the
Katsuno and Mendelzon postulates.

– Ind operator(ϕi, Cj) was implemented to work in linear time on number of
variables involved, and it is the base of our procedure for belief revision.

– Although the operator Ind(ϕi, Cj) performs efficiently, the number of clauses
in Fs, that allows (K ∧ Fs) |= φ, can lead to an exponential growth (the
order O(2(n−min{|ϕi|:ϕi∈φ}))).

1.1 State of the Art

The paradigm best known for belief revision is the AGM paradigm [1]. Sub-
sequently, Mendelzon and Katsuno [8] unified the different belief revision ap-
proaches to semantic, and reformulated the AGM postulates, which were called
now, KM postulates. Subsequently, Darwiche and Pearl [3] proposed the iter-
ated revision, where his proposal establishes a representation based on model
assumptions.

There are some proposals for belief revisions based on models, and they are
identified by the name of their authors; Dalal, Satoh, Winslett, Borguida and
Forbus [11]. Dalal [2] operator suggests to review, based on the minimum Ham-
ming distance between satisfied interpretations, and extend the distance between
interpretations and bases. In practice, this proposal involves the calculation of
the set of models, which is very expensive. One of the drawbacks of the approach
from Dalal is limited to the case of consistent knowledge bases. Therefore in [13]
is proposed a new method for computing Dalal’s revision that avoids the com-
putation of belief bases models, but it works only on disjunctive normal forms.

The Satoh’s proposal [14] is similar to Dalal, with the difference that the dis-
tance between two models is defined as the set of different literals between both
models. In the case of Winslett, the proposal is based on a comparison between
all possible consistent maximum systems. The Borguida and Forbus’ proposals
are similar of the Winslett, with the difference that Borguida considers incom-
patible models, and Forbus use the Hamming distance. More recently, the belief
revision has gained attention in the framework of symbolic logic, including Horn
fragments, and many operators for belief revision have been proposed according
to syntactic or semantic points of view [10,12,14].
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2 Preliminaries

Let X = {x1, . . . , xn} be a set of n Boolean variables. A literal denoted as lit is,
a variable xi or a denied variable ¬xi. As usual, each x ∈ X, x0 = ¬x y x1 = x.
A clause is a disjunction of different literals. For k ∈ N , a k-clauses is a clause
with exactly k literals, and (≤ k)-clause is a clause with at most k literals. A
phrase is a conjunction of literals. A k-phrase is a phrase with exactly k literals.
A variable x ∈ X appears in a clause C (or phrase) if x or ¬x is an element of
C.

A conjunctive normal form (CF ) is a conjunction of clauses, and k-CF is a
CF containing only k-clauses. A disjunctive normal form (DF ) is a disjunction
of sentences, and k-DF is a DF containing only k-phrases. A CF F with n
variables is a n-ary Boolean function F :{0, 1}n → {0, 1}. Rather, any Boolean
function F has infinitely many equivalent representations, among these, some in
CF and DF.

We denote with Y any of the basic logic elements that we are using, such as
a literal, a clause, a phrase, a DF or a CF. v (Y ) denotes the set of variables
involved in the object Y . For example, v(¬x1 ∨ x2) = {x1, x2}. While lit(Y )
denotes the set of literals involved in object Y . For example, if X = v(Y ) then
lit(Y ) = X ∪ ¬X = {x1,¬x1, . . . , xn,¬xn}. We also use ¬Y as the negation
operator on the object Y . We denote to {1, 2, 3, . . .,n} by [[1, n]], and the
cardinality of a set A by |A|.

An assignment s for a formula F is a Boolean mapping s : v(F ) → {1, 0}.
An assignment s can also be considered as a non-complementary set of literals:
l ∈ s if and only if s assigns true to l and ¬l false. s is a partial assignment
for the formula F when s has determined a logical value only to variables of a
proper subset of F , namely s : Y → {1, 0} and Y ⊂ v(F ). A CF F is satisfied by
an assignment s if each clause F is satisfied by s; A model of F is an assignment
on v(F ) satisfying F .

A phrase f is satisfied by an assignment s, if f ⊆ s. Otherwise, s falsifies f .
A DF F is satisfied by s if a sentence in F is satisfied by s. F is contradicted
by s if all sentences in F are contradicted by s. Denote by SAT (F ) to the set
of assignment in S(F ) which they are models for F . Fals(F ) denotes the set of
assignments in S(F ) that falsifies F .

3 Inference Between Conjunctive Forms

In this section we analyze the computational complexity of the entail problem
between conjunctive forms: CF |= CF. As K and φ are in CF, the falsifying
assignments Fals(K) y Fals(φ) can be calculated efficiently [5]. Using falsifying
strings as the base for reviewing K |= φ, that is equivalent to check whether
SAT (K) ⊆ SAT (φ), or that: Fals(φ) ⊆ Fals(K). The result of applying the
operator of belief revision between a KB K and the new evidence φ is denoted
as K ′ = K ◦ φ.

When K |= φ then K ′ = K ◦ φ = K. If K 6|= φ then Fals(φ) 6⊂ Fals(K),
which implies that there is a set of assignments S such that S ⊆ Fals(φ) y S 6⊆
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Fals(K). If K 6|= φ, then S = (Fals(φ) - Fals(K) ) 6= ∅. In this case, our belief
revision method works building such set S, which allows to build a new CF Fs,
such that S = Fals(Fs) and K ′ = (K ∧ Fs), and it holds K |= φ.

The proposed method obtains S = (Fals(φ)−Fals(K)) as a set of falsifying
strings, leading us to build a CF Fs directly, where S = Fals(Fs) and such that
K ′= K ∧ Fs is a new CF with less information than K (because K ′ has more
clauses than K), in fact, it holds that if S 6= ∅ then Fals(K) ⊂ Fals(K ′), and
therefore, SAT (K ′) ⊂ SAT (K).

3.1 Construction of Independent Sets of Clauses

Let K be a CF, i.e., K =
∧m
i=1 Ci, where each Ci, i = 1, . . . ,m is a disjunction

of literals. The set of assignments forming Fals(Ci) can be represented through
a string Ai that consists of {0, 1, *}. If Ci = {xi1 ∨ · · · ∨ xik} ∈ K, then the
value; for each position from i1 − th to ik−th of the string Ai, has to falsify the
literals of Ci. If xij ∈ Ci then the ij − th element of Ai is set to 0. If ¬xij ∈ Ci
then the ij−th element of Ai is set to 1. The variables in υ(K) which do not
appear in Ci are represented by the symbol *, meaning that they could take any
logical value {0, 1} . In this way, the string Ai of length n = |υ(K)| represents
the set of assignments falsifying the clause Ci. We will denote the formation of
the string representing Fals(Ci) as Ai = string(Fals(Ci)). It is easy to build
Fals(K) since each clause Ci determines a subset of falsifying assignments of
K. The following lemma expresses how to form the falsifying set of assignments
of a CF.

Lemma 1. Given a CF K =
∧m
i=1 Ci, which holds Fals(K) =

⋃m
i=1{σ ∈ S(K) |

Fals(Ci) ⊆ σ}

Definition 1. [6] Given two Ci and Cj clauses, if they have at least one com-
plementary literal, will be called independent clauses. Otherwise, it is said that
both are dependent clauses.

Two independent clauses Ci and Cj have complementary pair of literals,
therefore their falsifying assignments also must have complementary literals,
that is, Fals(Ci) ∩ Fals(Cj) = ∅.

Definition 2. Let K = {C1, C2, . . . , Cm} be a CF. K is called independent if
for any pair of clauses Ci, Cj ,∈ K, i 6= j, the property of independence is met.

Definition 3. Given two falsifying strings A and B each of length n, if there
is an i ∈ {1, . . . , n} such that A[i] = x and B[i] = 1 − x, x ∈ {0, 1}, it is said
that they have the independence property. Otherwise, we say that both strings
are dependent.

Notice that falsifying strings for independent clauses have complementary
values (0 and 1) in at least one of their fixed values.

Let F = {C1, C2, · · · , Cm} be a CF, n = |υ(F )|. Let Ci, i ∈ [[i..m]] be a
clause in F and x ∈ υ(F ) \ υ(Ci) be any variable, we have that
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Ci ≡ (Ci ∨ x) ∧ (Ci ∨ x) (1)

Furthermore, this reduction preserves the number of falsifying assignments of
Ci with respect to F , since #FAL(Ci) = 2n−|Ci| = 2n−(|Ci|+1) + 2n−(|Ci|+1) =
#FAL((Ci ∨ x) ∧ (Ci ∨ x)), because (Ci ∨ x) and (Ci ∨ x) are two independent
clauses.

Definition 4. Given a pair of dependent clauses C1 and C2, if lit(C1) ⊆ lit(C2)
we say that C2 is subsumed by C1.

If C1 subsumes C2 then FAL(C2) ⊆ FAL(C1). On the other hand, if C2

is not subsumed by C1 and they are dependents, there is a set of indices I =
{1, . . . , p} ⊆ {1, . . . , n} such that for each i ∈ I, xi ∈ C1 but xi 6∈ C2. There
exists a reduction to transform C2 to be independent with C1, we call this
transformation as the independent reduction between two clauses that works as
follows: let C1 and C2 be two dependent clauses. Let {x1, x2, . . . , xp} = Lit(C1)\
Lit(C2). By (1) we can write: C1 ∧ C2 = C1 ∧ (C2 ∨ ¬x1) ∧ (C2 ∨ x1). Now C1

and (C2 ∨ ¬x1) are independent. Applying (1) to (C2 ∨ x1):

C1 ∧ C2 ≡ C1 ∧ (C2 ∨ ¬x1) ∧ (C2 ∨ x1 ∨ ¬x2) ∧ (C2 ∨ x1 ∨ x2)

The first three clauses are independent. Repeating the process of making the
last clause independent with the previous ones, until xp is considered; we have
that C1 ∧ C2 can be written as:
C1∧(C2∨¬x1)∧(C2∨x1∨¬x2)∧. . .∧(C2∨x1∨x2∨...∨¬xp)∧(C2∨x1∨x2∨...∨xp).

The last clause contains all literals of C1, so it is subsumed by C1, and then

C1 ∧C2 ≡ C1 ∧ (C2 ∨¬x1)∧ (C2 ∨x1 ∨¬x2)∧ . . .∧ (C2 ∨x1 ∨x2 ∨ ...∨¬xp) (2)

We obtain on the right side of (2) an independent set of p+ 1 clauses which
we denote as indep reduction(C1, C2).

We will use the independent reduction between two clauses C1 and ϕ (or
between their respective falsifying strings) to define:

Ind(C,ϕ) =

ϕ If ϕ and C are independent
∅ If Lit(C) \ Lit(ϕ) = ∅
indep reduction(C,ϕ)− C in other case

(3)

It is straightforward to redefine the operator Ind in terms of the falsifying
strings representing FAL(C) and FAL(ϕ). The operation Ind(C,ϕ) forms a con-
junction of clauses whose falsifying assignments are exactly FAL(ϕ)−FAL(C).

Theorem 1. If ϕ and C are two clauses, then FAL(Ind(C,ϕ)) = FAL(ϕ) −
FAL(C).

33

Model-based Algorithm for Belief Revisions between Normal Conjunctive Forms

Research in Computing Science 112 (2016)



Proof. If Ind(C,ϕ) = ∅ then FAL(ϕ) ⊆ FAL(C), so FAL(ϕ) \ FAL(C) =
∅. Now, we assume that Ind(C,ϕ) 6= ∅. Let s be an assignment such that
s ∈ FAL(Ind(C,ϕ)). We will show that s ∈ FAL(ϕ) and s /∈ FAL(C). If
s ∈ FAL(Ind(C,ϕ)) then s falsifies ϕ because each clause in Ind(C,ϕ) has the
form (ϕ ∨R), where R is a disjunctive set of literals (possibly R is empty). If s
falsifies (ϕ∨R) then s has to falsify ϕ and thus s ∈ FAL(ϕ). On the other hand,
each clause (ϕ∨R) ∈ Ind(C,ϕ) is independent to C by construction of the oper-
ator Ind; therefore, FAL(C)∩FAL(Ind(C,ϕ)) = ∅. Furthermore, s /∈ FAL(C).

4 Belief Revision Between Conjunctive Forms

Our belief revision method is based on the following two properties:

1. If ∀ s ∈ Fals(φ) holds that s ∈ Fals(K), then K |= φ.
2. If ∃ s ∈ Fals(φ), and s 6∈ Fals(K), then K 6|= φ.

The first case considers all assignments Fals(φ) are in the set Fals(K), which
show that K |= φ. And in this case K ′ = K, since no need to change the KB
K. In the second case, the sets of assignments S such that ∃ϕ ∈ φ, S ⊆ Fals(ϕ)
and S 6⊆ Fals(K) are detected.

Algorithm 1 Procedure Ind(ϕi,K)

Input: K: A KB, ϕi: Clause with new information
Push(ϕi, V ); Fs = ∅; {Output in Fs a CF (Set of clauses)}
for all Cj ∈ K do

while (V 6= ∅) do
ϕ = Pop(V); {Try following clause}
Fs = Fs− ϕ; {Remove the exit clause}
Nc = Ind(φ,Cj); {Form: Nc ∧ Cj |= φ }
if (Nc 6= ∅) then
Fs = Fs ∪Nc; {Only if there are clauses to add}

end if
end while
V = Fs; {Next iteration considers new clauses}

end for
Return(Fs)

Example 1. Let K = (¬p∨q∨s)∧(¬q∨¬r∨s)∧(¬q∨r∨¬s)∧(¬p∨¬q∨r) and
φ = (¬p∨¬r)∧(¬q∨r)∧(p∨q∨¬r∨¬s)∧(¬t). To prove K |= φ, it is equivalent
to check Fals(φ) = {1*1**, *10**, 0011*, ****1} ⊆ Fals(K) = {10*0*, *110*,
*101*, 110**}. In each cell of column 2 of the table 1, it will show the result of
Ind(ϕi, Cj).

For example, let Ci = (x∨q), and Cj = (¬x∨q), then Ci∧Cj = (q). In terms of
the falsifying strings clauses, we denote such a reduction as V arcom(Ai, Aj). In
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Table 1. Building Ind(φ,K) operator

φ
K

10*0* *110* *101* 110** S

1*1** 111** 1111* 1111* 1111* 1111*
1011* 1011* 1011* 1011* 1011*

*10** *10** *10** *100* 0100* 0100*

0011* 0011* 0011* 0011* 0011* 0011*

****1 0***1 00**1 00**1 00**1 00**1
010*1 01001 01001 01001
01111 01111 01111 01111

11**1 110*1 11001 ∅ ∅
11111 11111 11111 11111

10*11 10*11 10*11 10*11 10*11

the case of our example, we have: V arcom{1111*,1011*}= {1*11*}. It is relevant
to apply the reduction operation by complementary literals on the strings in S,
for minimizing the total number of clauses. Thus, V arcom and subsumed clauses
are applied in order to reduce the resulting CF, from the example 1, we have:

S = {1*11*, 0100*, 0011*, 0***1, *1111, 10*11}. Writing S as CF, Fs =
(¬p ∨ ¬r ∨ ¬s) ∧(p ∨ ¬q ∨ r ∨ s) ∧ (p ∨ q ∨ ¬r ∨ ¬s) ∧ (p ∨ ¬t) ∧ (¬q ∨ ¬r ∨ ¬s ∨
¬t) ∧ (¬p ∨ q ∨ ¬s ∨ ¬t). So, the new KB K ′ = K ∧ Fs holds K ′ |= φ.

5 Method Properties of Belief Revision

Theorem 2. Given two clauses ϕi and Cj, it holds that (Cj∧ Ind(ϕi, Cj)) |=ϕi.

Proof. If ϕi and Cj are independent clauses, then ϕi = Ind(ϕi, Cj) and therefore
(Cj ∧ Ind(ϕi, Cj)) = (Cj ∧ ϕi). So (Cj ∧ ϕi) |= ϕi, propositional property by:
((p∧q) ⊃ q and the reflexivity of the logical inference: ϕi |= ϕii. If ϕi and Cj are
not independent, but Ind(ϕi, Cj) = ∅, this implies that Fals(ϕi) ⊆ Fals(Cj) and
such Cj |= ϕi. As Cj = (Cj∧Ind(ϕi, Cj)), then (Cj∧Ind(ϕi, Cj)) |= ϕi. When ϕi
and Cj are not independent, and Ind(ϕi, Cj) 6= ∅, it holds that (Cj∧Ind(ϕi, Cj))
≡ (Cj∧ϕi) by (2), fulfilling that (Cj∧ϕi) |= ϕi, propositional property by: ((p∧q)
⊃ q, and reflexivity: ϕi |= ϕi. Thus, for any of the three possible outcomes of
Ind(ϕi, CJ), it is true: (CJ ∧ Ind(ϕi, CJ)) |= ϕi.

Corollary 1. Fals(Ind(ϕi,K)) ⊆ Fals(ϕi).

Proof. Fals(Ind(ϕi, Cj)) = Fals(ϕi)−Fals(Cj), to iterate over each Cj of K is
satisfied that Fals(Ind(ϕi,K)) = Fals(ϕi)−Fals(K). And properties between
sets, it holds that Fals(Ind(ϕi,K)) ⊆ Fals(ϕi).

Example 2. Let K = (¬p∨q∨r∨s) ∧ (¬p∨¬q) ∧ (¬p∨¬r) y φ = (¬p∨¬s∨¬t)
∧ (q ∨ ¬r ∨ ¬s ∨ ¬t) ∧ (¬p ∨ q ∨ r ∨ ¬s ∨ t) ∧ (¬p), check if K |= φ. It is equiv-
alent to check whetherFals(φ) = {1**11, *0111, 10010, 1****} ⊆ Fals(K) =
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Table 2. Application of Ind(φ,K) operator

φ
K

1000* 11*** 1*1** S

1**11 1**11 10*11 10011 10011

*0111 *0111 00111 00111 00111

10010 10010 10010 10010 10010

1**** 11*** ∅ ∅ ∅
101** 101** ∅ ∅
1001* 1001* 1001* 1001*

{1000*, 11***, 1*1**}. In each cell of the table 2 is shown Ind(ϕi, Cj). As shown
in Table 2, Ind(ϕ,K) is applied to a greater number of strings to those shown
in Table 3, because in table 3, before to apply the independence operator, the
clauses Ci ∈ K are ordered according to the size |lit(Cj)− lit(ϕi)|. Because the
number of literals Cj different with varphii determine the number of indepen-
dent clauses to be generated by Ind(Φ,K)

Table 3. Calculation Ind with the Ci ∈ K sorted

φ
K

1*1** 11*** 1000* S

1**11 1*011 10011 10011 10011

ϕ2

K
1000* 11*** 1*1** S

*0111 00111 00111 00111 00111

ϕ3

K
11*** 1*1** 1000* S

10010 10010 10010 10010 10010

ϕ4

K
1*1** 11*** 1000* S

1**** 1*0** 100** 1001* 1001*

Therefore, before applying operator Ind(ϕi,K), it is appropriate to order
the clauses of K according to the literals of each ϕi, as shown in Table 3.
It gives us an strategy on the number of independent clauses to be generated.
Also, the number of clauses to be generated is reduced via reduce clauses with
complementary literals, it results in the case of example 2, S = {1001∗, 00111},
whose CF is Fs = (¬p ∨ q ∨ r ∨ ¬s) ∧ (p ∨ q ∨ ¬r ∨ ¬s ∨ ¬t). Thus, K ′ =
K ∧ Fs = (¬p ∨ q ∨ r ∨ s) ∧ (¬p ∨ ¬q) ∧ (¬p ∨ ¬r) ∧ (¬p ∨ q ∨ r ∨ ¬s) ∧
(p ∨ q ∨ ¬r ∨ ¬s ∨ ¬t).

36

Alma Delia García, Guillermo De Ita, Fernando Zacarias

Research in Computing Science 112 (2016)



6 The KM Postulates

We present here the analysis of the postulates on our proposed belief revision
operator K ′ = K ◦ Φ = K ∧ Ind(Φ,K). Consider now the KM postulates.

– (R1) K ◦ φ |= φ.
– (R2) If K ∧ φ is satisfiable then K ◦ φ ≡ K ∧ φ.
– (R3) If φ is satisfiable, then so is K ◦ φ.
– (R4) If K1 ≡ K2 and φ1 ≡ φ2, then K1 ◦ φ1 ≡ K2 ◦ φ2.
– (R5) (K ◦ φ) ∧ γ |= K ◦ (φ ∧ γ).
– (R6) If (K ◦ φ) ∧ γ is satisfiable then also K ◦ (φ ∧ γ) |= (K ◦ φ) ∧ γ.

Theorem 2 shows that our belief revision operator meets the postulate R1.
If K ∧ Φ is satisfiable and K |= Φ, then each ϕi ∈ Φ is inferred from K and
therefore Ind(ϕi,K) = ϕi, i = 1, . . . , k. As, K ◦ Φ = K ∧ Ind(Φ,K) = K ∧ Φ,
fulfilling the postulate R2. The R3 postulate is fulfilled if K ◦φ is satisfiable (for
R2). But if Fals(K)∪Fals(Ind(φ,K) would cover the entire space assignments:
2n, then only in this case, K ◦φ is redefined. K ◦φ is redefined to hold R3. And
it is redefined K ◦Φ = ((K ∧ Ind(φ,K))−Cj), selecting the clause Cj ∈ K with
the least information (note that |SAT (Cj)| is minimal on the cardinality of the
set of models if |Cj | is maximum in K).

R4 and R5 postulates are satisfied because our review operator is closed
on conjunctive forms. On the other hand, Fals(K ◦ (φ ∧ γ)) = Fals(K ∧ S ∧
Ind(γ,K)) = Fals(K∧S)∪Fals(Ind(γ,K)) = Fals(K◦φ)∪Fals(Ind(γ,K)) ⊆
Fals(K ◦φ)∪Fals(γ), by Corollary 1. Thus, Fals(K ◦ (φ∧ γ)) ⊆ Fals(K ◦φ)∪
Fals(γ) = Fals((K ◦φ)∧γ) R5 fulfilled. If (K ◦φ)∧γ is satisfied, then K ◦ (φ∧
γ) |= (K ◦φ)∧γ. As Fals((K ◦φ)∧γ) = Fals(K∧Ind(φ,K)∧γ), but (γ) would
equal Ind(γ,K) iff γ is independent with each clause of K, and then only in that
case, we have that Fals (K ∧ Ind(φ,K)∧γ) = Fals(K ∧ Ind(φ,K)∧ Ind(γ,K))
= Fals(K ◦ (φ ∧ γ) and then, the postulate R6 is held.

7 Time-Complexity Analysis

The time function for our belief operator K ◦ φ will be denoted as T0(|φ|, |K|),
and it depends mainly on the runtime operator of independence: Ind(φ,K).
Ind(φ,K)) is obtained from the iterative calculation of Ind(ϕi,K).

The time complexity of Ind(ϕi,K) process is of order O(|K| ·n ·f(|ϕi|, |K|)),
where f(|ϕi|, |K|) is an entire function , that given a clause ϕi and a CF K,
determines the number of terms that will return the Ind(ϕi,K) process.Let us
now analyze the maximum possible number of clauses that can be generated
through the process Ind(ϕi,K). In some cases, Ind(ϕi,K) can generate null
sets (when ∃ Cj ∈ K, such that Cj |= ϕi)), but in the worst cases, the time
complexity of calculating Ind(ϕi,K) depends on the length of the sets: Sij =
{x1, x2, . . . , xP } = lit(Cj) - lit(ϕi), j = 1, . . . ,m.

As noted in Example 2, a fixed ϕi ∈ φ, it is appropriate to order the clauses
Cj ∈ K according to the cardinality of the Sij , j = 1, . . . ,m from lowest to high-
est, and eliminating the clauses that are independent with ϕi. When there is no
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independent clauses with ϕi, neither Sij = ∅ for j = 1, . . . ,m, the time complex-
ity for calculating Ind(ϕi,K)) is bounded by the number of resulting clauses. In
other words, it must |Ind(ϕi,K)| ≤ |Si1| ∗ |Si2| ∗ . . . ∗ |Sim| ∗ Poly(n). Where
Poly(n) summarizes a polynomial time on the number of variables generated
applying the operator Ind(ϕi, Cj). Then, we can infer that the time complexity
T0(|φ|, |K|) for our belief revision operator, in the worst case, is upper bounded
by Max{|Si1| ∗ |Si2| ∗ . . . ∗ |Sim| : ∀ϕi ∈ φ}, eliminating polynomial factors on
n (the number of variables) and the size of the KB K and the maximum value
for this upper bound is 2(n−min{|ϕi|:ϕi∈φ}). Thus, T0(|φ|, |K|) ≤ Max{|Si1| ∗
|Si2| ∗ . . . ∗ |Sim| : ∀ ϕi ∈ φ} ∈ O(2(n−min{|ϕi|:ϕi∈φ})).

8 Conclusions

We present a new method for belief revision betweeen CF’s. As K and φ are
CF’s, the review process between K and φ is reduced to make the review be-
tween each ϕi ∈ φ and each Cj ∈ K, simplifying the overall problem to do
|K| ∗ |φ| subproblems of review between two clauses. A logical operator, called
Ind(ϕi, Cj), was built. Ind(ϕi, Cj) finds the clauses whose falsifying assignments
is Fals(φ) − Fals(K). The correctness of our proposal is proved, and we show
that it also holds the KM postulates. We also show the complexity-time of our
proposal.
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Abstract. Facial expression recognition and its applications are currently re-

search topics in computer science. When analyzing face images, it is necessary 

to apply an algorithm for pre-processing them in order to extract features from 

each facial expression. In this paper related to our initial research phase, we 

propose variations and results from algorithms for binarizing and thresholding 

face expression images. In addition, we present earlier results about the parallel 

implementation of our proposed algorithms. 

Keywords. Facial Expression Recognition, Image pre-processing, Segmenta-

tion, Thresholding. 

1 Introduction 

In recent years, several applications have been developed about information pro-

cessing, in special those related to digital images, such as facial expression recogni-

tion; some applications in this field are detection of mental disorders, detecting 

whether a person is lying in an interview, detection of emotions, among others. When 

processing digital images, it is very common to find regions of interest (ROI), i.e. 

extracting from the whole image those regions to be analyzed. For extracting ROI’s 

there exist several methods, for example those based on analysis of image textures, 

and some other based on locating main points related to eyebrows, nose and mouth. 

The process of facial expression recognition starts with a pre-processing stage usu-

ally related to tasks such as: smoothing, scaling, converting to gray scale, among oth-

ers. After the pre-processing step, a process for feature extraction is applied; first, 

ROI’s are extracted from the whole image using techniques where the background 

and non-background are detected. After that, a second stage is performed, where the 

relevant features are extracted for expressions analysis, such as eyes, eyebrows, 

mouth and cheeks.  

Commonly the face expression analysis is carried out over images represented in 

RGB (Red, Green, and Blue) color model, however, other color models can provide 

relevant information about border, luminance or texture. For this reason, it is im-
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portant to analyze the information represented by other color spaces like HSV or 

YUV. 

When processing digital images every pixel is taking into account and depending 

of the image size, this process could be computationally expensive. Due the pro-

cessing of digital images requires many computation resources, in special when pro-

cessing video, for example, some video devices capture 1500 fps (frames per second, 

i.e. 1500 images per second), then the runtime and the amount of resources are huge.  

Alternatives for dealing with these problems are the parallel approaches such as the 

architectures provided by Graphic Processing Units (GPU) in personal computers. 

Initially these devices were used only for graphic processing, but nowadays they can 

be used for parallel programing taking advantage of the processing cores into them. 

In this paper we present results about our early methodology stage for pre-

processing digital images for facial expressions recognition, we present an approach 

for pre-processing face images based on both sequential and GPU approaches. 

The paper is organized as follows: Section 2 describes the problem to solve, Sec-

tion 3 show the methods and the related works of facial expression recognition, Sec-

tion 4 presents the proposed methodology for threshold and pre-processing, then ex-

periments results are shown; finally, in Section 5 conclusions and future work are 

discussed. 

2 Problem to Solve 

The human-computer interaction has as main objective, the natural interaction with 

humans through a hybrid computer system (hardware and software), it means that the 

interaction must be like humans communicate among them. The human communica-

tion with each other is commonly done via gestures, speech or written sentences. But 

there exists another way for communicating among humans, which is related to the 

facial expression involved in most of the oral communications, the facial expressions 

are found in 55 percent of communicated messages, 38 percent and 7 percent related 

to voice intonation and spoken words respectively [1]. 

The communication among humans is mainly characterized by the fact of that, the 

humans can express emotions during a conversation. On the other hand, the comput-

ers are not able neither show nor understand emotions, for this reason a natural hu-

man-computer interaction is computationally difficult. 

Nowadays, the basic approach about detection of facial expressions consists in ana-

lyzing the interaction between the computer and the human by a digital capture device 

and then a computer system will classify the emotion, in this process the number of 

images to process will be grow directly according the amount of images captured per 

second. This process could be computationally expensive, then an alternative is to 

develop facial expression recognition algorithms by parallel approaches, reducing 

execution time and resources.  

The process that several researchers follow in this kind of approaches is shown in 

Fig. 1. The input of the system is an image or multiple images (video), and then the 

pre-processing image step is followed; this process can implement image filters, bor-
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der detection and thresholding methods to get the descriptive face information. The 

next stage of the system is the feature extraction, encoding the image information to 

numeric values, then the system uses a model previously constructed (by a learner or 

classifier) to classify person’s facial expression in the image. 

 

Fig. 1. Process commonly used for facial expression recognition, a) input images, face images 

taken from [16], b) pre-processing stage, c) feature extraction, d) model created by the classifier 

from information in c) 

3 Related Works 

 

The facial expression recognition is a research area since 1970 when Ekman present-

ed two important contributions. The first one presents the six universal facial expres-

sions: happiness, anger, sadness, disgust, surprise, and fear, several approaches about 

facial expression recognition find these emotions [2]. The second one is the Facial 

Expression Coding System (FACS), this system describes the movements in the face 

and also gives a time window to detect these movements. Action Units (AU), are 

smallest visually discriminable movements with some qualification in the FACS, this 

codification system specifies 9 AUs in the upper face, and 18 in the lower face. In 

addition, there are 14 head positions and movements, 9 eye position and movements, 

5 miscellaneous actions units, 9 action descriptors, 9 gross behavior and 5 visible 

codes [3]. 

As it is shown in Fig.1, the first stage of the face expression system consists of pre-

processing the images, in this process the system prepares the images to extract the 

principal features. Before implement pre-processing, the images can be transformed 

to another color spaces like reported in [4] where it is shown that other color space 

provide information different from that described by the RGB space. They show ex-

periments with HSV, RGB, and YUV color models, as show in the Fig.2 the channels 

SV show more information about edges than RGB model about the image, and H 

channel do not give any relevant information of the image. 

 

Input:  

Images or 

video 

Pre-processing the 

images 

─ image filters 

─ border detection 

─ threshold methods 

Feature extraction Model obtained by 

pattern recognition 

a) b) 

c) d) 
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Fig. 2. a)  Image represented in the RGB model b) the channel H, c) channel S d) channel V 

Other pre-processing method is show in [1], this method is based on edge detection 

and a comparison among four border detection algorithms is reported, the algorithms 

compared are: Robert, Sobel, Laplace and Canny, having this last the best detection 

performance among the four algorithms.  

Bourel F. et al. [18] report that 12 points are localized in the face of the eyebrows, 

nose, and mouth, then according to the distance between some of them, one of three 

possible states (increase, stable or decrease) is assigned for detecting the expression. 

Some methods pre-process the images using a threshold, which takes into account the 

pixels that have a higher value than a threshold. Other approaches implements models 

in 3D [6, 7], combine an extract Local Binary Pattern (LBP) for face localization, they 

use a pseudo 3D model, combining this methods to find the ROI’s and extract the 

features. The local ROI’s that several works take into account are: eyebrows, eyes, 

nose and mouth [8]. 

The feature extraction, registers the information of pre-processed images; there ex-

ist three method for information registration [10]: whole face (the face as hole entity, 

or register locally information), only parts of the face (like eyes, eyebrows, mouths, 

etc.) and edge of face (find a shape in the image). An example for registering the 

whole face is presented in [9], this approach pre-process the images obtaining only 

the face information, then the image is splited and a Gabor filter is applied, Gabor 

filter is used in digital images in order to analyze the information in the frequency 

space [19]. Other works use 3D images and find the main points of the face, then the 

distance between these points is registered; other approaches register the LBP from 

histogram of a 3D image [20, 21]. 

For a local registration, the register information is that related to Motion Units 

(MU), the MU are simply movements of face’s muscles, such as movements for the 

eyes, eyebrows, lips, and cheeks[11]. 

The final stage in facial expression recognition is the classification, it uses the in-

formation from the feature extraction stage to find a model for classify, such models, 

are extracted by classifiers to predict or classify [22]. The classifiers use a dataset for 

extracting models i.e. the training set, when the dataset is previously categorized, the 

learning of classifier is called supervised learning, otherwise it is called unsupervised 

learning. Several classifiers have been applied for face expression recognition, in [11] 

N. Sebe et al. present a comparison among the classifiers: Naïve Bayes, Bayesian 

Networks, Decision trees, Nearest Neighbors. Among these classifiers, the best per-

9 

a)                             b)                            c)                           d) 
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formance was obtained by decision tree MC4. In [12, 13] an approach that imple-

ments a 3D model and a classification with Hidden Markov Models (HMM) is pre-

sented, the performance are good, but only three expressions are found (Happy, Sad, 

Surprise), most of the approaches implements HMM as show in [10, 14]. Other ap-

proaches like [15] use Neural Network for the classification stage, and [9] implements 

Nearest Neighbors classifiers. 

4 Proposed Methodology and Results 

In this work we present the results of the initial stage of a facial expression recogni-

tion system, we show a comparison among different technics for border detection and 

some variations from them. Then we propose a method to find a threshold for binariz-

ing an image, a comparison among Isodata and Otsu threshold methods are reported. 

Additionally we analyze face images in different color spaces; in our experiments, we 

used RGB images from the MMI Database [16] and the Cohn Kanade+ Database 

[17]. 

In order to find the face and the AU regions (eyes, eyebrows, nose, cheeks, mouth), 

border extraction is used for detecting these regions. We applied the following border 

detection algorithms: mixed vertical/horizontal, gradient, Laplace, Sobel filters [1], 

and some variations of these.  

Some obtained results are reported in Fig. 3. In order to compare these results, we 

computed the Structural component Coefficient (SC) which quantifies the quality 

(related to the original image) of the obtained image; the higher SC value the best 

quality in the image and 0≤SC≤1. The expression for computing SC is described in 

equation (1), where f(i, j) denotes the intensity value at position (i, j) in the original 

image whereas f´(i, j) is related to the values in the resultant image. 

𝑆𝐶 =
∑ ∑ [𝑓(𝑗,𝑘)]2𝑁

𝑘=1
𝑀
𝑗=1

∑ ∑ [𝑓´(𝑗,𝑘)]2𝑁
𝑘=1

𝑀
𝑗=1

 

The Sobel image have the highest SC value, but the image result to apply the Sobel 

filter contains noise that make difficult to process it, this problem is because the bor-

der transition in the original images are so faint. To solve this problem, a variation of 

the edge detection filters is experimented in this work; the traditional filters take into 

account the neighbors pixels and consider a convolutional matrix of 3x3 pixels. Then 

the variation we implement is to consider convolutional matrix with higher dimension 

depending on a value u, and then we use a matrix of (2u+1)x(2u+1) and consider only 

the border pixels of the convolutional matrix. 

The Fig. 4 shows the performance of the border filters (vertical/horizontal, gradi-

ent, Laplace, and Sobel) using u=5 and their SC values, the obtained result is better 

than the traditional filters. The main disadvantage is that for the higher value of u the 

higher amount of noise in the image is obtained, but this variation results better be-

cause the borders in the image are very soft, and other issue is that for the higher u 

value, the thicker border in the image is obtained. Again, the Sobel filter have the 

highest correlation coefficient, but the amount of noise in the image is higher than in 

traditional filter.  

(1) 
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Fig. 3. Results of the border detection filter and their corresponding SC values, a) image in 

RGB color space, b) mixed vertical/horizontal filter, c) Laplace edge detection, d) Laplace 45 

degrees, e) full Laplace filter, f) Gradient 45 degrees, g) Gradient filter, h) Sobel filter 

 

 

Fig. 4. Results obtained using u=5, a) horizontal/vertical, b) Gradient, c) Laplace, d) Sobel 

To find the edge information in an image it is common binarizing in the image. 

This process consists of assigning a value to each pixel either 0 or 255 from a thresh-

old. We propose a Thresholding Method based on Average (TMA), which is shown in 

Fig. 5. In this method, first any edge detection algorithm is applied over a gray scale 

image (IB), then the frequencies histogram and the mean (Avg) from IB are computed, 

the threshold t computed by TMA uses these frequencies; t corresponds to the maxi-

mum difference between two consecutives restricted to only considering frequencies 

higher than Avg. Mainly, t is the higher value among significant transitions. 

We make a comparison against Otsu and Isodata algorithm, the results of applying 

the three methods is shown in Fig. 6, note that the TMA algorithm give the best edge 

information, less noise, and the best edge information among Otsu and Isodata.  

a) b) SC=0.306166 c) SC=0.307765 

a) SC=0.314651 

 

d) SC=0.311074 

e) SC=0.316935 f) SC=0.310190 g) SC=0.306244 h) SC=0.332592 

d) SC=0.369724 b) SC=0.315401 c) SC=0.324716 
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TMA (Threshold Method based on Average ) 

Input: I (Image in RGB Format), Output: t (threshold) 

01. 𝐼𝐺 ⟵ Transform I to gray scale format 

02. 𝐼𝐵 ⟵ Apply any edge detection algorithm 

03. 𝐹𝐼𝐵 ⟵ Compute the histogram of 𝐼𝐵 

04. 𝐴𝑣𝑔 ⟵ Compute the mean of 𝐹𝐼𝐵 

05. For 𝑖 = 0 to 255 do 

06.     If 𝐹𝐼𝐵(𝑖) ≤ avg then 𝐹𝐵𝐼(𝑖) = 0 

07. 𝑡 ⟵ ∀0<i<254: max {𝐹𝐼𝐵(𝑖) − 𝐹𝐼𝐵(𝑖 + 1)} 

08. Return 𝑡 

Fig. 5. TMA Algorithm for finding a binarizing threshold in a RGB image 

 

Fig. 6. Thresholding results obtained by a) Isodata, b) Otsu c) TMA algorithm 

Another way of pre-processing face images consists of transforming the images in-

to another color space. In the Fig. 2 the channels of the HSV color space are shown, 

then we can apply two other color spaces such as YUV and L*a*b*. In Fig. 7 the 

results of converting RGB to this models are depicted, channels Y and L* do not give 

relevant information, these channels show a gray scale image because they only con-

sider information of luminance. 

 

Fig. 7. Face images in different color models a) U channel of YUV color space b) the V chan-

nel of YUV color space, c) a* channel of L*a*b* color model d) b* channel of L*a*b* 

Before the system starts to implement a threshold algorithm or a border detection, 

the system needs to locate the face in the image. A transformation into other color 

space can help us for locating the face and interest points in the image, the best among 

a) b) c) 

a) b) c) d) 
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our experimental results is the b* channel of the L*a*b* color space. As shown in the 

Fig. 8a, the marks of the eyes, mouth, nose and the border of the person in the image 

are sharped. Then a border detection method like Laplace can be applied to find the 

border of the face and the interest points as shown in Fig. 8b. 

 

Fig. 8. Face location a) transformation of the image in figure 3a to b* channel and the imple-

mentation of Otsu threshold algorithm, b) Laplace border detection 

The previous implementation was applied over the global image (i.e. using a global 

binarizing threshold), but there exists other kind of implementation for only a local 

region in the image, this implementation can be applied over sub-regions of at most 

32x32 pixels (i.e. using local binarizing threshold) and this can be implemented by a 

parallel approach. Applying the edge detection and the threshold methods over a local 

region better results can be obtained, because the noise in a region of the image are 

less than in the whole image, as can be seen in the Fig. 9 we applied the Otsu method 

over three regions of an image, the local edge detection is better than the global im-

plementation.  

 

Fig. 9. Results obtained after applying local thresholding over 32x32 regions 

As we mentioned before, processing face images could be expensive, in the follow-

ing paragraphs, we show the results from our parallel implementation of TMA algo-

rithm, for the parallel approach we consider splitting the image in regions and apply-

ing a local thresholding to each region in the image.  

In our parallel approach we use gray scale images, we implement the TMA paral-

lel. The implementation was applied in a GPU Nvidia with 192 cores with a clock 

base of 797 MHz and 2 GB in RAM, then we make test using images of different size 

obtained by image scalling.  

In Fig. 10 we show the performance of the parallel approach TMA, note that as the 

higher size of the image, the higher runtime is reported, but as higher number of cores 

 

a) b) 
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less runtime is obtained. This experiment let us notice the usefulness of the cores 

processing when facing to higher dimensionality images. But if we apply this ap-

proach in a GPU with higher clock speed, or higher number of cores it can be more 

efficient than a sequential approach, as we mentioned the image processing is compu-

tationally expensive and more when processing video, because not only one image is 

processed. Then the time of processing frames of video in a sequential approach will 

increase. 

 

Fig. 10. Runtime of parallel approach of TMA algorithm in milliseconds with different number 

of cores 

5 Conclusions 

In order to find points of interest in facial expression recognition system, border de-

tection and thresholding algorithms are used, we propose variations for thresholding 

and border detection, which have better performance than the traditional edge detec-

tion filters, this variation can be used even when the images has soft transitions in 

borders. 

Finally, we will tested our GPU parallel implementation obtaining lower runtimes 

according to the increase of the number of cores, nevertheless, the load time have an 

impact in the global time, which makes useful the GPU approach when facing to 

problems requiring high sequential runtimes. 

As a future work we continue in the second stage related to feature extraction from 

segmented images and then we will propose approaches for classifying facial expres-

sions. In addition, we will construct a facial expression database capturing images 

from both visible and thermal (infrared) ranges, which will be used for testing our 

future approaches. 

Image size (pixels) 
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Abstract. In this paper we propose a model of the cardiovascular sys-
tem, where stressed blood volume is a model parameter instead of an
initial condition. Stressed blood volume (SBV) is an important indica-
tor of fluid responsiveness, i.e., this term can help to classify patients
between responders and non-responders to fluid therapy. We study a six
compartment model, then using the conservation of total blood volume,
one differential equation of the original model is omitted and a new model
is obtained. Comparing the haemodynamic signals of the previous model
and the new version, we show that the simulations are qualitatively sim-
ilar. One important difference with the original model is that the initial
conditions for solving the proposed model are arbitrary. This allows us to
perform a sensitivity analysis using automatic differentiation of the re-
duced model for all model parameters without excluding any parameter
a priori, unlike the authors of the original formulation have done. This
analysis showed that two parameters, the heart period and the stressed
blood volume, have a major effect on the performance of the model.

Keywords: Cardiovascular System, Mathematical Model, Sensitivity
Analysis.

1 Introduction

In this study, a cardiovascular model of five differential equations is presented,
which is a reduced proposal based on the closed-loop model of Pironet et al. Due
to the complex circulatory interactions, the model-based method and the mathe-
matical descriptions of the system has been used for monitoring and analyzing
haemodynamic signals. Some applications of this kind of models are teaching
quantitative physiology [8], simulating cardiovascular adaptation to orthostatic
stress [7] and computing stressed blood volume [12].

The model proposed by Defares et al. is one of the first models that introduce
the electrical circuit components representation of the heart haemodynamic. The
cardiovascular system in the model consists of the two ventricles connected by
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the systemic and pulmonary circulations. From the electrical representation of
the model, the authors developed an electrical circuit analogue computer for
simulating haemodynamics in real-time [2]. Furthermore, the development of
cardiovascular simulators like CVSim software has been based on this model [8].

Smith et al. developed a minimal model of the cardiovascular system, which
includes the direct ventricular interaction through modelling of the septum and
the pericardium [14]. This model-based method has been validated against an-
imal data and the subject-specific parameters can be identified by using data
obtained from measurements typically available in the intensive care unit [13].
The sixteen model parameters are stressed volume, six resistances, six elastances,
the cardiac period and two values for the width of the Gaussian functions which
appear in the definition of the ventricles.

Considering the above model without the direct ventricular interaction and
using data of pigs, Pironet et al. have computed the stressed blood volume, which
is an important determiner of “fluid responsiveness”, i.e., this term can help to
classify patients between responders and non-responders to fluid therapy [12].
In fact, Maas et al. have proved that in humans the capacity to improve cardiac
output in response to infuse fluids and the stressed blood volume are inversely
proportional under the assumption of circulatory arrest on the forearm [10].

Unlike this experimental work, Pironet et al. have solved a parameter identi-
fication problem for eleven of the sixteen parameters because the cardiac period,
the elastance of the two ventricles and the two parameters of the width have
been excluded. This problem consists in determining the parameters for which
the measure of error between the model output and a corresponding set of ob-
servations is minimized. The solution of it relies on the following three steps
procedure. First, are nominal values assigned to the model parameters. Second,
are some parameters selected by performing a sensitive analysis on the error vec-
tor, which is associated to the parameter vector. Third, are the most sensitive
parameters identified by solving a minimum norm problem with an iterative al-
gorithm. Based on this procedure, the authors have found that stressed volume
is one of the parameters to which the error vector is the most sensitive and have
assigned an optimized value to it.

The aim of this study was to propose a model of the entire circulation as-
suming supine position based on the model of Pironet et al. to evaluate the
relative importance of the model parameters on the performance of the model
without excluding any parameter. The method used was carrying out a first or-
der sensitivity analysis around a nominal point of the parameters, which implies
to differentiate the set of state equations with respect to the vector of parame-
ters, and to assume that the vector of input variables does not depend on the
parameters. This assumption it is not accomplished by the original formulation
of Pironet et al., in order to avoid this, it is proposed reducing the number of
differential equations by one using that there is a conserved quantity of stressed
blood volume.

The paper is organized as follows: In section 2 a basic framework to the
physics of cardiovascular circulation is presented. Section 3 contains a brief sum-
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mary of the basic concepts for developing lumped models and the demonstration
that the model of Defares et al. and Pironet et al. are equivalent. In section 4
the proposed reduction of the model of Pironet et al. and the sensitivity analysis
of this model is presented.

2 Physics of the Cardiovascular System

The cardiovascular system is defined as a set composed of the heart, blood vessels
(arteries, veins and capillaries) and blood. The set of structural and functional
relations, which are established between these components, are integrated to the
system to accomplish the blood circulation [6].

From a mechanical point of view, each half of the heart is composed of an
atrium and a ventricle acting like a pulsatile pump coupled to the another one:
the “right heart” which drives desoxygenated blood to the lungs and the “left
heart” that propels oxygenated blood to all tissues of the body. In this sense,
two circulations are distinguished: the systemic circulation and the pulmonary
circulation. There are four heart valves which open and close to ensure a one-way
flow through the heart. When the difference of pressure is positive, the valves
are opened to allow the flux of blood. However, when the difference of pressure
is negative, they are closed to avoid flux of blood from leaking backwards.

In haemodynamics, two important issues are the definition of the compliance
chamber and the resistance vessel. The compliance chamber is considered a com-
partment with elastic walls, in which no opposition to blood flow is found. On
the other hand, the resistance vessel compartment determines the resistance of
blood flow through the “tube” . Both concepts can be defined as follows.

Definition 1. The compliance (C) of an elastic chamber, inverse term of elas-
tance (E), is the relation between the volume of the compartment (V ) with respect
to the pressure in it (P ), given by the equation:

V = CP + Vu = E−1P + Vu, (1)

where Vu is the unstressed volume of the chamber.

Definition 2. The vascular resistance (R) against blood flow is defined as a
relation between the pressure gradient (∆P ) and the total flux of a fluid (Q),
given by the equation:

Q =
∆P

R
, (2)

where ∆P denotes the pressure difference of the adjacent compartments.

There are two blood volumes in which the total volume within the blood vessels
can be divided. Up to 75% of the blood can be considered as unstressed volume
(Vu). Vu denotes the blood which is contained in the vasculature at zero trans-
mural pressure, i.e., the blood which does not create stress across the vessel walls
because it is only filling out its natural shape. Due to the elastic properties of the
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blood vessels, it is possible to add more volume, this extra volume is referred as
stressed volume (Vs) since it is responsible of stretching the walls and creating a
distending pressure. Using the fact, that the total blood volume in a compliance
vessel is the same as the sum of unstressed volume and stressed volume in it,
i.e., VS = V − VU , it is possible to re-write (1) in terms of stressed volume as it
follows

P =
1

C
Vs = EVs. (3)

3 Mathematical Models of the Cardiovascular System

In this section, it is given the derivation of the equations governing the closed
lumped models of Defares et al. and Pironet et al. Based on the analogies between
hydraulic parameters and electrical parameters that associate pressure with volt-
age, volume with charge, flow with current, compliance with capacitance and
vascular resistance with resistance. It is possible to represent both models as the
circuit with six capacitors, six resistors and four diodes. A schematic diagram of
these models is given in Figure 1. The capacitors denote the properties of compli-
ance of systemic arteries (Csa), systemic veins (Csv), pulmonary arteries (Cpa),
pulmonary veins (Cpv), left ventricle (Clv) and right ventricle (Crv). The resistors
Rs and Rp are associated to the flow resistance in the systemic capillaries and
pulmonary capillaries, respectively. For mimicking the heart valves, four combi-
nations of diode-resistor are considered. Then, Rao−Dao, Rmi−Dmi, Rpu−Dpu

and Rtr −Dtr represent the aortic valve, mitral valve, pulmonary valve and tri-
cuspid valve, respectively.

For simplicity, it is assume that compliance of arteries and veins of both
circulations and all the vascular resistances are constants throughout their re-
spective compartment. On the other hand, both ventricles are considered as
time-varying capacitors [16], which means that the elastance of the left ventri-
cle, Elv : [0,∞)→ R, and the elastance of the right ventricle, Erv : [0,∞)→ R,
are invertible functions of class C1, which mimic the ratio of intra-ventricular
pressure and intra-ventricular volume in the respective compartment.

Fig. 1: Electrical analog for the cardiovascular system. Notice that Clv = E−1
lv and

Crv = E−1
rv
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A first approach in studying the volume and the pressure in different com-
partments of the cardiovascular system considers models without control mecha-
nisms, which means that the regulation of human blood pressure is neglected [12,
4, 14, 11, 15]. These kind of models usually assume that the function of elastance
used to model ventricle muscle activation is a T−periodic function, where T de-
notes the heart period . In particular, the elastance functions (Ek, k = {lv, rv})
given by Smith et al. are considered for this work [14]. Ek is defined as:

Ek(t) =Emax,k exp

[
−Wk

(
t mod T − T

2

)2
]

Emax,lv and Emax,rv denote the end-systolic elastance of the left and right ven-
tricle, respectively.

In order to get the model of Defares et al., which is originally given for
the state vector p = [Plv, Psa, Psv, Prv, Ppa, Ppv]. It is necessary to apply the
Kirchhoff’s laws to the circuit shown in Figure 1. Then, substituting the following
equations.

Qi =R−1
i ∆Pi, i = {mi, ao, s, tr, pu, p}

Qj =CjṖj , j ∈ {sa, sv, pa, pv}
Qk =E−1

k (Ṗk − ĖkVs,k), k ∈ {lv, rv}
Pk =Ek(t)Vs,k, k ∈ {lv, rv}.

It is gotten that the state equations for the model of Defares et al. are

Ṗlv =Elv

(
Ppv − Plv

Rmi
H(Qmi)−

Plv − Psa

Rao
H(Qao)

)
+
Ėlv

Elv
Plv,

Ṗsa =
1

Csa

(
Plv − Psa

Rao
H(Qao)− Psa − Psv

Rs

)
,

Ṗsv =
1

Csv

(
Psa − Psv

Rs
− Psv − Prv

Rtr
H(Qtr)

)
,

Ṗrv =Erv

(
Psv − Prv

Rtr
H(Qtr)− Prv − Ppa

Rpu
H(Qpu)

)
+
Ėrv

Erv
Prv,

Ṗpa =
1

Cpa

(
Prv − Ppa

Rpu
H(Qpu)− Ppa − Ppv

Rp

)
,

Ṗpv =
1

Cpv

(
Ppa − Ppv

Rp
− Ppv − Plv

Rmi
H(Qmi)

)
.

H(t) is the standard Heaviside step function defined by H(t) = 0 for t ≤ 0
and H(t) = 1 for t > 0, which reflects the fact that if a diode Di is in the
OFF state then the resistance in the respective compartment Ri is infinite, with
i ∈ {ao,mi, pu, tr}. Therefore, the blood flow in the compartment is zero, i.e.,
Qi = 0 and H(Qi) = 0. Also, the fact that if a diode Di is in the ON state then
blood flow in the compartment is positive and H(Qi) = 1.
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Since Elv and Erv depends only of the time. Then, the model of Defares et
al. can be written as the following linear system

ṗ = AD(t)p (4)

where AD is the coefficient matrix. There is a theorem of Liapunov [1892]
which affirms that the equation p = M(t)y, where M is an invertible matrix
of functions of class C1, transforms the system (4) to ẏ = B(t)y, where B
is a periodic coefficient matrix whose characteristic multipliers coincide with
those of (4). The proof of this theorem is given in [3], Th. 2.2.7. According
to the above remark, the transformation p = M(t)v, where v are the state
variables v = [Vs,lv Vs,sa Vs,sv Vs,rv Vs,pa Vs,pv] and the matrix M is defined as
M = diag(Elv, Esa, Esv, Erv, Epa, Epv), carries the model of Defares et al. into
the model considered by Pironet et al., which is given by

v̇ = AP (t)v, (5)

where AP is equal to M−1
P (ADMP −ṀP ). Since the elastance functions Elv and

Erv are T -periodic functions. Then both systems have the same characteristic
multipliers. It is worth pointing out that the set of characteristic multipliers
determine the behavior of the solutions, the existence of a periodic solution and
the stability of the system.

4 Reduced Cardiovascular Model

Pironet et al. note that the vector of initial conditions for solving (5) must satisfy
that the sum of its entries is equal to the total stressed blood volume, denoted
by SBV. Then, the complete model of Pironet et al. is given by

V̇s,lv =− ElvVs,lv

(
H(Qmi)

Rmi
+
H(Qao)

Rao

)
+ Vs,sa

H(Qao)

RaoCsa
+ Vs,pv

H(Qmi)

RmiCpv
,

V̇s,sa =ElvVs,lv
H(Qao)

Rao
− Vs,sa

Csa

(
H(Qao)

Rao
+

1

Rs

)
+

Vs,sv
CsvRs

,

V̇s,sv =
Vs,sa
CsaRs

− Vs,sv
Csv

(
1

Rs
+
H(Qtr)

Rtr

)
+ ErvVs,rv

H(Qtr)

Rtr
,

Vs,rv =Vs,sv
H(Qtr)

RtrCsv
− ErvVs,rv

(
H(Qtr)

Rtr
+
H(Qpu)

Rpu

)
+ Vs,pa

H(Qpu)

RpuCpa
,

V̇s,pa =ErvVs,rv
H(Qpu)

Rpu
− Vs,pa

Cpa

(
H(Qpu)

Rpu
+

1

Rp

)
+

Vs,pv
CpvRp

,

V̇s,pv =ElvVs,lv
H(Qmi)

Rmi
+

Vs,pa
CpaRp

− Vs,pv
Cpv

(
1

Rp
+
H(Qmi)

Rmi

)
,

SBV =Vs,lv(0) + Vs,sa(0) + Vs,sv(0) + Vs,rv(0) + Vs,pa(0) + Vs,pv(0).
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So the initial conditions of this model depend on the stressed blood volume. In
order to get a formulation of this model in which initial conditions are arbitrary
and stressed blood volume appears in the differential equations, it is important to
notice that in normal conditions a constant quantity of blood (VT ) is contained
in the human circulatory system. Then, assuming that VT is known, it is feasible
to compute the stressed blood volume in the systemic venous circulation Vs,sv
in terms of the other state variables. Hence,

Vs,sv =VT − Vu − Vs,lv − Vs,rv − Vs,sa − Vs,pa − Vs,pv (6)

where Vu = Vu,sa + Vu,sv + Vu,pa + Vu,pv + Vu,lv + Vu,rv. Finally, omitting the
differential equation of Vs,sv and substituting (6) in the remaining equations of
complete model of Pironet et al. it is gotten the simplification of this model,

V̇s,lv =− ElvVs,lv

(
H(Qmi)

Rmi
+
H(Qao)

Rao

)
+ Vs,sa

H(Qao)

RaoCsa
+ Vs,pv

H(Qmi)

RmiCpv
,

V̇s,sa =Vs,lv

(
Elv

H(Qao)

Rao
− 1

CsvRs

)
− Vs,sa

(
H(Qao)

CsaRao
+

1

CsaRs
+

1

CsvRs

)
,

+
1

CsvRs
(SBV − Vs,rv − Vs,pa − Vs,pv) ,

V̇s,rv =− Vs,rv
(
ErvH(Qtr)

Rtr
+
ErvH(Qpu)

Rpu
+
H(Qtr)

RtrCsv

)
+ Vs,pa

(
H(Qpu)

RpuCpa

− H(Qtr)

RtrCsv

)
+
H(Qtr)

RtrCsv
(SBV − Vs,lv − Vs,sa − Vs,pv) ,

V̇s,pa =ErvVs,rv
H(Qpu)

Rpu
− Vs,pa

Cpa

(
H(Qpu)

Rpu
+

1

Rp

)
+

Vs,pv
CpvRp

,

V̇s,pv =ElvVs,lv
H(Qmi)

Rmi
+

Vs,pa
CpaRp

− Vs,pv
Cpv

(
1

Rp
+
H(Qmi)

Rmi

)
.

4.1 Sensitivity Analysis

The sensitivity functions let to study the influence of a model parameter onto
the model output. However, these functions are not dimensionless quantities,
reason why it is difficult to compare the sensitivity for different parameters. To
avoid this, relative sensitivity is considered.

The reduced mathematical model can be re-written as

dx(t)

dt
= f(t, x(t,p),p)

where x = [Vs,lv, Vs,sa, Vs,rv, Vs,pa, Vs,pv] is the state variables vector and p =
[Wlv,Wrv, T, SBV,Emax,lv, Emax,rv, Esa, Esv, Epa, Epv, Rs, Rp, Rmt, Rav, Rtc, Rpv]
is the parameter vector.

Let p0 be the parameter vector with nominal values. The relative sensitivity
functions are calculated with the equation

Sij(t) =
p0j

xi(t, p0)

∂xi(t, p
0)

∂pj
, (7)
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where i ∈ {1, . . . , 5} j ∈ {1, . . . , 16}.
Using Automatic Differentiation this sensitivity functions are exactly com-

puted. In order to determine the parameters that most greatly affect the model
dynamics and since the sensitivities are time-variant functions, the integral of
the absolute value of relative sensitivities in the period [0, tf ]

Iij =

∫ tf

0

|Sij |dt (8)

is calculated, where tf is the final time points, respectively. In practice, the
integral is approximated with a trapezoidal method.

5 Results

Due to the numerical instability that the terms ĖlvE
−1
lv and ĖrvE

−1
rv , which

appear in the (4) model [4]. Only the models of Pironet et al. and the reduction
of this model are simulated. There are sixteen model parameters in these models.
In this work all simulations were conducted assuming pig number 2 with 31.0 kg
and stressed blood volume of 990 ml, which model parameters are reported and
computed by [12], details about the assigning of these nominal values are found
in the original reference. The parameters related with the elastance functions
are the heart period, the width of each function, the end-systolic elastance of
the left and right ventricle with the following values T = 0.474 (s), Wlv = 68.9,
Wrv = 239 (s2), Emax,lv = 1.3 and Emax,rv = 1.84 (mm Hg/ml), respectively.
The resistance in the systemic capillaries, pulmonary capillaries, aortic valve,
pulmonary valve, mitral valve and tricuspid valve are Rs = 1.69, Rp = 0.256,
Rav = 0.04, Rpv = 0.03, Rmt = 0.05 and Rtc = 0.04 (mm Hg s/ml). Finally,
the elastance in the compartments related with the arteries and veins of both
circulations are Esa = 1.03, Esv = 0.00710, Epa = 0.699, Epv = 0.433 (mm
Hg/ml).

The code was entirely developed and written in Octave and makes use of
Martin Fink’s myAD package [5], which provides a full framework for performing
automatic differentiation in the Octave-environment.

Fig. 2 shows the validation of the reduced model against the original formu-
lation by simulation. In particular, Fig. 2a shows the pressures waveforms of the
systemic circulation using the complete model of Pironet et al. and Fig. 2b shows
the same waveforms using the reduced version of this model. A mean arterial
systemic pressure of 60 mm Hg or greater indicates an adequate tissue perfu-
sion. Derived from the minimum and maximum values of the aortic pressure
waveform (dashed line), it is gotten that for the above simulations this value
is 102 mm Hg. The pressure-volume loops of both ventricles using the model
of Pironet et al. (Fig. 2c) and the reduced version of this model (Fig. 2d) are
also presented. The intra-ventricular pressure in both simulations is in the range
of 0-50 and 0-120 (mm Hg) for the right and left ventricle, respectively.Since
the reduced model has five state variables and sixteen model parameters. There
are eighty relative sensitive functions Sij , i ∈ {1, . . . , 5} j ∈ {1, . . . , 16}. Due
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to the extension of this paper, in Table 1 is summarized the values for the in-
tegral of the absolute value of relative sensitivities computed using (8). The
first order relative sensitivity analysis around the nominal parameter vector
p=[68.9,239,0.474,990,1.3,1.84,1.03,0.0710,0.699,0.433,1.69,0.256,0.05,0.04,0.04,
0.03] of the reduced version of the model of Pironet et al. showed that heart
period parameter (T ) is the most sensitive parameter for all the state variables
(Notice that the values of I13, I23, I33, I43 and I53 are the greatest for each
column in Table 1). In second or third place appears the values of the Iij related
with the relative sensitivity of the state i ∈ {1, . . . , 5} and the elastance of the
compartment i, i.e., a very sensitive parameter for each compartment is that
related with the properties of elasticity of the respective compartment. Also the
stressed blood volume appears in second or third place.
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Fig. 2: Simulations of the pressures waveforms of the systemic circulation using model
of Pironet et al. (2a) and the reduced form of this model (2b). Solid line: left ventricular
pressure (Plv), dashed line: aortic pressure (Psa), dotted line: systemic vein pressure
(Psv). Pressure-volume loops of both ventricles using model of Pironet et al. (2c) and
the reduced form (2d). Solid line: right ventricle, dotted line: left ventricle.
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Table 1: Values for the integral of the absolute value of relative sensitivities
Iij i 1 2 3 4 5
j Vsa Vpa Vpv Vlv Vrv

1 Wlv 3.2823 14.7651 27.5285 4.4656 7.6817
2 Wrv 5.1989 6.5559 6.1118 5.3763 9.0972
3 T 293.5285 576.0204 606.0967 349.3209 981.7219
4 SBV 19.3250 22.8469 21.6789 19.6447 24.1578
5 Elv 2.4921 3.1688 3.6778 20.7309 2.9383
6 Erv 0.4076 0.8474 0.4478 0.4043 20.2093
7 Esa 22.5017 2.9541 3.2713 4.0641 2.8110
8 Esv 11.9153 14.2128 13.4559 12.1294 15.0483
9 Epa 1.0760 24.7842 0.9760 1.0859 3.6289
10 Epv 1.0555 1.8552 22.9095 1.1959 1.3454
11 Rs 18.1934 0.7841 3.2550 13.7335 2.7022
12 Rp 1.1640 9.4063 1.3112 1.1849 5.2503
13 Rmi 1.3771 5.9197 11.1448 1.4349 3.0740
14 Rao 0.2073 0.0968 0.2933 0.9907 0.0439
15 Rtr 9.7370 12.3486 11.5693 10.0734 13.0519
16 Rpu 0.1743 0.3028 0.2266 0.1796 1.8917

Figure 3 shows the waveform of Vsa using the nominal values, augmenting ten
percent of the nominal value for T and augmenting ten percent of the nominal
value for Rp. It is important to highlight that T is the most sensitive parameter
and Rp is an insensitive parameter for Vsa.

6 Conclusions

It has been shown that under certain conditions the Defares et al. and Pironet et
al. models are equivalent. In the sense that there is a transformation that carries
system (4) into (5) and makes the set of characteristic multipliers associated
to each model coincide. Moreover, it is given a reduced version of the model
of Pironet et al., instead of a system of six differential equations, this reduced
version has five differential equations. Some differences between these models
are that the first one is a linear homogeneous system of differential equations
and the second one is a linear non-homogeneous system of differential equations
with constant forcing terms. The initial conditions of the reduced model do not
depend of any parameter, unlike the original model which depends of the stressed
blood volume.

Comparing the simulations of the complete model of Pironet et al. and the
reduced version of this model allows one to conclude that the simulations are
qualitatively similar. The sensitivity analysis of the reduced model is explored.
This analysis showed that two parameters, the heart period and the stressed
blood volume, have a major effect on the performance of the model since the
normalized ranking of the five state variables associated with these parameters
have some of the highest values. Other authors have shown that beat durations
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Fig. 3: Waveform for Vsa using Solid line: nominal parameters, dashed line: T =
0.5214, dotted line: Rp = 0.2816

are variable even under sinusoidal conditions causing pressure variability be-
tween beats [1, 9], the above fact seems to corroborate that heart period is a
very sensitive parameter. Because the heart period is not greatly altered by the
parameter identification problem according to Pironet et al.[12], this parameter
was not considered for the sensitivity analysis of the work of Pironet et al. The
results suggest that the reduced version can be validated. However, a rigorous
proof of this fact exceeds the scope of this paper and must be addressed in a fu-
ture investigation. Also as future work, the reduced model is going to be coupled
with a baroreflex model, with the main objective of solving a control problem
associated with the fluid therapy.
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Abstract. In this work, an approach to the problem of impulsive noise
removal in gray scale images is presented. We describe two models of
adaptive mathematical morphology that improve the classical mathemati-
cal morphology in the removal of impulsive noise. The proposed method
adjust the structuring elements to the local context of the image. The
comparison with classical mathematical morphology denoising technique
shows that the new approach better removes the salt and pepper noise,
while preserves image details.

Keywords: Morphological Filtering, Opening, Closing, Composition,
Structural Element.

1 Introduction

Impulsive noise (or salt and pepper), is one of the types of noise more often
present in digital images. This kind of noise is caused by several factors such
as, faulty memory location in hardware, problems in scanning, video sensor
problems, decoding errors, transmission in noisy channel, etc. Impulsive noise
elimination is a common pre-processing step before feature image analysis. A
gray scale image can be described by a function f , whose domain is a subset F ,
in the euclidean space R2 or the discrete space Z2, and its range is a subset T
of R̄ = R ∪ {−∞,∞} or Z̄ = Z ∪ {−∞,∞}. A noisy image of f : F ⊆ Z2 →
{0, 1, ..., L}, where L is the maximum value in the used intensity scale, is defined
as an image fr : F → {0, 1, ..., L}, affected by impulsive noise where a fraction
p ∈ [0, 1] of the points in the domain of f , which are randomly selected with
uniform probability and change its values with the following expression:

fr(x) = τ(ρ(1) ≤ p, τ(ρ(1) ≤ 0.5, 0, L), f(x)) (1)

Where τ(c, ev, ef ) is the conditional function whose arguments are the logical
condition to be evaluated, the expression to be evaluated ev when c=1 (true)
and the expression to evaluate ef for c = 0 (false). In addition, ρ(1) is a function
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that generates numbers with uniform distribution in the interval (0, 1). Note
that the values to be assigned to function fr are the maximum and minimum in
the gray scale.

In the literature impulsive noise removal methods have been purposed. One of
the non-linear and robust filters most widely used is the standard median filter
(SMF) [5], but as the noise level increases this filter tends to blur the image
distorting its content. The Progressive Switched Median Filter (PMSF) [16],
has the same drawbacks. The Adaptive Median Filter (AMF) [17], the Decision
Based Algorithm (DBA) [13] and the Noise Adaptive Fuzzy Switching Median
Filter for Salt-and-Pepper Noise Reduction (NAFSM) [8] are recent adaptive
noise removal algorithms . Under the classical mathematical morphology frame-
work opening and closing filters are often used for noise removal, however, even
when such filters can give good results, as the level of noise degradation increases,
these filters are not enough to recover good quality filtered images. Another
image denoising filter commonly used is the median filter however it has the
same disadvantages. In this work, an alternative impulsive noise removal filter
is presented which brings satisfactory results even with a high degree of noise
degradation. The proposed method preserves edges and fine feature details in
the resulting images. Furthermore, experimental results shows that the proposed
method has superior performance in noise removal than AMF and DBA methods
when images are corrupted with high impulsive noise.

2 Noise Removal with Classic Mathematical Morphology

Classical mathematical morphology studies the images obtained after applying
a number of operators which are the result of two basic operations composition,
i.e., the mathematical morphology is a constructive theory [11]. These two elemen-
tary operations are defined.

Definition 1. The erosion and dilation of function f : F → T by the structural
function b : B → T , is defined as follows,

εb(f)(x) = f 	 b =
∧
y∈B

{f(x+ y)− b(y)}, (2)

δb(f)(x) = f ⊕ b =
∨
y∈B

{f(x− y) + b(y)} . (3)

The function b given in the previous definition, is known as the structural
function. In practice is common that the structural function b is set up as the
null function, in this case the erosion and dilation definitions are reduced to the
following expressions,

εB(f)(x) = f 	 b =
∧

y∈Bx

{f(y)}, (4)

δB(f)(x) = f ⊕ b =
∨

y∈B̂x

{f(y)} . (5)
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Where B̂ is the symmetric set of B, B̂ = {−x : x ∈ B}, and Bx is the translation
of B to the point x. The set B is called plane structural element . A fundamental
feature of this structural element is that its size is lower than the image domain.
Thus, the structural element acts as a local analyzer. Defined in this way the
dilation and erosion are not the inverse the one of the other, and in general they
are non invertible. This is our motivation to define other operations from their
compositions.

Definition 2. The opening and closing of f by b are defined as follows.

γb(f) = f ◦ b = δbεb(f) and ϕb(f) = f • b = εbδb(f) (6)

The derivative filters of the opening and closing operations composition are
used in practice to eliminate noise in gray scale images. Figure 1 shows the result
of applying these filters, using a flat structural element B = {(−1, 0), (0, 0), (0, 1),
(1, 0), (−1, 0)}, to a contaminated image with impulsive noise under different
levels of image degradation.

Fig. 1. From left to right, first row: An image with 20% of impulsive noise, opening
morphological filter (γB) and closing-opening(ϕB(γB)), second row: image with
impulsive noise of 50%, morphological filter γB and ϕB(γB), third row: image with
70% of impulsive noise, morphological filter γB and ϕB(γB)

As shown in Figure 1, the morphological filters open-close and close-open, are
less effective as the noise degradation level increases in the image. In this paper
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two models adapted to noise that slightly modify the basic operations of erosion
and dilation are presented, but turn out to have a very noticeable advantage
over the original operators.

3 Adaptive Mathematical Morphology

As can be seen from the definitions (2) and (3), the classical mathematical
morphology studies image transformations using as structural elements a small
set of pixels of fixed size and form. There is a generalization of these operations
with adaptive structural elements that depend on the spatial location of the
image pixels or the image content, this area is called adaptive mathematical
morphology [6, 7, 9].

3.1 Impulsive Noise Removal: Model 1

A first approach to adapt the structural elements, is make them depend on its
location in the space [1–4], then, once established the structural elements will
remain fixed, i.e. they will not change with the input image. This approach is
called “extrinsic”. Let f be a gray scaled image with domain in F , let us consider
A, a function that assigns to each point in the domain F , a set A(x) ⊆ F , that
can be different for every point. To define an adaptive structural element two
parameters are considered, the first one is a criterion function h that brings
local information on the basis of local measurements as, brightness, contrast,
curvature, thickness or orientation relative to the image f , in such a way, that
the size and shape of the structural element is adapted to the local image
characteristics. The second parameter is the tolerance with respect to the structu-
ral element in every point, thus, the set V h

m(x) is defined, containing all the points
y with |h(y)− h(x)| ≤ m. In addition, it is needed that this set is connected by
paths (path connected) with the usual topology in F ⊆ R2. This sets are known
as Adaptive Neighborhood sets (AN sets). A fundamental feature of classical
mathematical morphology is the adjuntion property of erosion and dilatation,
since important algebraic properties of opening and closing operators depends on
this characteristic [9]. In order to ensure that our operations meet such property,
the structural element must be “auto-reflected”, i.e. A(x) = Â(x) = {z ∈ F :
x ∈ A(z)}, where, x ∈ A(y) ⇔ y ∈ A(x). The definition of erosion and dilation
using adaptive structuring elements (auto-reflected AN set), are described as
follows.

εA(f)(x) =
∧

y∈A(x)

f(y) , (7)

δA(f)(x) =
∨

y∈A(x)

f(y) . (8)

Classic morphological filters do not satisfactorily recover the corrupted images
with impulsive noise since this type of filters modifies all values in the image
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(even when the pixels have no noise) using the same structural element. Thus,
in the first model we propose to modify the structural element according to
their position in space, to modify only the necessary image information. Filtering
follows the next scheme.

1. Establish a set R, of points containing all corrupted points with impulsive
noise in the image.

2. Define two adaptive structural elements, one for the elements in the set R,
and another one for the complement of R, Rc.

3. Apply adaptive opening and closing compositions, using these structural
elements.

Let f : F ⊆ Z2 → {0, 1, 2, ..., L}, the gray scale image contaminated with
impulsive noise. Note that points contaminated with impulsive noise in this
image are the dots whose values are 0 or L. Let R be the set containing all
points where the noise function f has the value 0 or L. We define the following
sets:

A(x) =

{
Bx si x ∈ R
{x} si x ∈ Rc.

Where B is a fixed connex and symmetric structural element. Then, A(x) is
an adaptive structural element. In figure 2, it is shown the result of applying
the adaptive opening and closing filters to an image with varying degrees of
degradation using the structural elementB = {(−1, 0), (0, 0), (0, 1), (1, 0), (−1, 0)}.

3.2 Impulsive Noise Reduction: Model 2

A priori limitations imposed on the size and shape of the structural element
may not be the most suitable as other operations are applied, as a result of the
elementary composition . A second approach called “intrinsic” [4,7,10], generalize
the morphological operators, allowing the structural elements to depend on the
input image. Definitions of erosion and dilation in this approach are similar to
the definitions (2) and (3), with a slight but significant change in the structural
elements. These definitions are described as follows.

εAf (f)(x) =
∧

y∈Af (x)

f(y) , (9)

δAf (f)(x) =
∨

y∈Af (x)

f(y) . (10)

The set Af (x) is an adaptive structuring element, thus,Af (x) is an auto-reflected
set AN. In this case, the restriction that the structural element is auto-reflected
does not ensure the adjunction property, see [9]. The opening and closing opera-
tions are defined as γAf (f) = δA(εAf (f))(εAf (f)) and ϕAf (f) = εA(δAf (f))(δAf (f)),
respectively.
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Fig. 2. From left to right, first row: An image with 20% of impulsive noise, opening
morphological filtering (γA) and opening-closing (ϕAγA), second row: image with 50%
of impulsive noise, morphological filtering γA and ϕAγA, third row: image with 70%
of impulsive noise, morphological filtering γA and ϕAγA

In this particular case, applying a first morphological operation to a noisy image
we get a new image with less noise, we might consider to redefine the structural
elements and streamline the process. To apply this second approach to eliminate
impulsive noise, we propose the following scheme.

1. Establish a set R, of points containing all points corrupted with impulsive
noise in the input image.

2. Define two adaptive structural elements, one for the elements in the set R,
and another one for the complement of R, Rc.

3. Apply an erosion (dilation) according to these structural elements.
4. Define a new image, result of the previous step, as the input image and

return to step 1.

Let f : F ⊆ Z2 → {0, 1, 2, ..., L}, the gray scale image corrupted with impulsive
noise and Rf the set containing all points where the noise function f has the
value 0 or L. We define the adaptive structural elements as:

Af (x) =

{
Bx if x ∈ Rf

{x} if x ∈ Rc
f .

Where B is a fix connex and symmetric structural element. Figure 3 shows
the result of applying the adaptive opening and closing filters to an image with
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varying degrees of degradation using structural elementB = {(−1, 0), (0, 0), (0, 1),
(1, 0), (−1, 0)}.

Fig. 3. From left to right, first row: image with 20% of impulsive noise, opening
morphological filtering (γAf ) and opening-closing (ϕγAf (γAf )), second row: image with
50% of impulsive noise, morphological filtering γAf and ϕγAf (γAf ), third row: image
with 70% of impulsive noise, morphological filtering γAf and ϕγAf (γAf )

4 Comparison with Other Methods

In this section the performance of the proposed method is evaluated and compa-
red with other algorithms including SMF, PMSF, DBA, AMF y NAFSM using
the Lenna image of size 510 × 510 degraded with different noise levels from
10% to 90% with 10% increments. The image restoration quality is measured
with two metrics: Peak signal-to-noise ratio, PSNR, a metric widely used for
image quality evaluation [14] and SSIM [15], a metric based on the fact that
the object structures are independent of the lighting conditions. The evaluation
results are presented in Table 1, and Figure 5 shows the performance of the
methods for each metric. From the results we observed that for noise level
lower than 30% the NAFSM, PMSF, AMF and DBA algorithms have slightly
better results than the proposed methods under the used metrics, however, when
noise corruption is higher that 40% , the results of the proposed algorithm are
better than the PMSF, AMF and DBA algorithms, however, when the proposed
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method is compared against the NAFSM algorithm, it can be noticed that the
NAFSM algorithm has better performance when PSNR metric is used while
our algorithm obtains better results under the SSIM metric. Figure 6 shows
the resulting images from the application of the algorithms SMF, DBA, AMF,
NAFSM and the proposed adaptive algorithm when images are corrupted with
impulsive noise of 70%, 80% and 90%. In this figure it can be seen however,
when the proposed method is compared against the NAFSM algorithm, it can
be noticed that the NAFSM algorithm has better performance when PSNR
metric is used while our algorithm obtains better results under the SSIM metric
and that the proposed algorithm preserves better image details, edges and light
than the other the DBA, AMF algorithms. Finally, in tables 2 and 3 the SMF,
PMSF, DBA, AMF, NAFSM, and the proposed method are compared using the
Barbara and Einstain 4 images both of size 510× 510 pixels with impulsive nose
in the range of 10% to 90%, here it can be observed that the proposed method is
better than the PMSF, AMF, and DBA algorithms and has similar performance
to the NAFSM algorithm.

In practice it was observed that the proposed algorithm converges with
different number of iterations of adaptive filters. Using the structural element
B = {(−1, 0), (0, 0), (0, 1), (1, 0), (−1, 0)}, for a noise level of 10% it is enough
the application of an opening operator; for noise level of 20% and 30% it must be
applied an opening followed by a closing; for a noise level of 40%, 50% and 60% it
must be applied the composition of filters openingclosingopening; for noise level
between 70% and 80% the filter composition must be closing-opening-closing
opening; while for noise level of 90% the composition filter must be opening
-closing-closing-opening. It was also noted that the application of more filters to
the restored images does not diminish their quality.

Fig. 4. From left to right: Lenna, Einstein and Barbara

5 Results

In figure 1, it can be notice that classical morphological filters are quite effective
in removing noise, when noise is not as aggressive but, once the degree of
degradation increases, these filters are ineffective and slow. Figure 2 shows that
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Table 1. Values of PSNR in dB and SSIM for different algorithms in the Lenna image
contaminated with different levels of impulsive noise

Noise SMF PSMF DBA AMF NAFSM Proposed
% PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM
10 35.86 0.9757 37.01 0.9903 43.82 0.9991 41.64 0.9981 40.80 0.9979 38.24 0.9971
20 29.73 0.9260 32.23 0.9790 39.49 0.9971 38.36 0.9961 37.41 0.9947 35.54 0.9944
30 23.80 0.7566 28.39 0.9485 36.24 0.9936 35.83 0.9929 35.52 0.9906 34.11 0.9918
40 19.12 0.4879 24.88 0.8647 34.09 0.9873 33.77 0.9877 34.04 0.9849 33.02 0.9895
50 15.28 0.2330 15.14 0.3113 31.35 0.9745 31.71 0.9789 32.57 0.9765 31.88 0.9854
60 12.37 0.1040 12.27 0.1800 29.05 0.9546 30.05 0.9672 31.40 0.9672 30.76 0.9797
70 9.99 0.0939 9.93 0.0997 26.20 0.9128 27.96 0.9450 30.20 0.9544 29.55 0.9700
80 8.18 0.0533 8.14 0.0571 23.68 0.8461 25.95 0.9068 28.78 0.9337 28.30 0.9523
90 6.68 0.0249 6.67 0.0268 20.13 0.6762 22.95 0.8118 26.43 0.8847 26.07 0.9030

Fig. 5. Comparative graphs of PSNR in DB and SSIM for noise removal algorithms in
Lenna image contaminated with different levels of impulsive noise

there is an important improvement after noise removing in the corrupted image,
however the execution time of the algorithm is slow when properly parameter
settings are able to obtain a satisfactory restoration. An important parameter is
the size of the structural element, the noise is removed faster if a bigger structural
element is used, however the image tends to get blurred loosing definition in the
edges, in real applications the size of the structural element must be set according
to the size of the features that must remain in the input image. Another reason
is that the modified points are always the same. Suppose that we have 3 points,
x, y and z, horizontal aligned in the discrete domain of the image with values
in the set {0, 1, ..., L} and, f(x) = 0 y f(y) = f(z) = L. Then, after applying
an erosion with a structural element that fulfill these three points, then, the
value of the function in y changes its value to L, and let us suppose that the
point z is no longer noise, i.e. its value is neither 0 nor L. Let us suppose that
the following operation it must be an erosion, then, since we consider again the
point z to be filtered, this point remain a noisy point with value of zero. Thus,
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Fig. 6. Results of noise removal algorithms for the Lenna image. From left to right: 1st
column: image with impulsive noise of 70%, 80% and 90%, 2nd column: Output of MF,
3rd column: DBA, 4th column: AMF,5th column: NAFSM, 6th column: the proposed
method

Table 2. Values of PSNR in dB and SSIM for different algorithms in the Einstein
image contaminated with different levels of impulsive noise

Noise SMF PSMF DBA AMF NAFSM Proposed
% PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM
50 14.94 0.3020 20.23 0.6610 27.06 0.9287 26.59 0.9257 27.90 0.9371 26.45 0.9356
60 12.08 0.1699 12.03 0.1797 25.30 0.8892 23.34 0.8953 26.92 0.9134 25.56 0.9153
70 9.77 0.0961 9.72 0.1022 23.62 0.8342 24.10 0.8581 26.02 0.8854 24.71 0.8881
80 7.91 0.0551 7.88 0.0586 21.57 0.7492 22.61 0.7987 24.96 0.8478 23.68 0.8449
90 6.43 0.0265 6.41 0.028 19.16 0.6084 20.82 0.7049 23.44 0.7818 22.29 0.7758

the third approach shows that the elimination of noise streamlines every step if,
now begin to discard these points that need no longer to be filtered.

6 Conclusions

We proposed two models of adaptive mathematical morphology for impulsive
noise removal that have advantages over the classical mathematical morphology
model. The results are positive in both models, as they can properly adapted
to the essential characteristics of impulsive noise. The model based on the
“intrinsic” approach turns out to have advantages over “extrinsic” approach,
since it is adjusted in every step to the new intensities of the image to be filtered.
As future work, we propose to use other structural elements to improve the
results and correct the edge distortion in the images. In addition, the complexity
analysis between algorithms could be evaluated.
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Table 3. Values of PSNR in dB and SSIM for different algorithms in the Barbara
image contaminated with different levels of impulsive noise

Noise SMF PSMF DBA AMF NAFSM Proposed
% PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM
50 14.67 0.3012 19.38 0.603 24.78 0.8844 24.21 0.8777 25.99 0.9112 24.44 0.8977
60 11.89 0.1693 15.70 0.4070 23.44 0.8395 23.17 0.8429 25.09 0.8832 23.57 0.8715
70 9.66 0.0912 9.63 0.0978 22.19 0.7840 22.15 0.8050 24.19 0.8484 22.78 0.8380
80 7.90 0.0496 7.88 0.0527 20.60 0.6918 21.14 0.7471 23.21 0.8048 21.80 0.7899
90 6.43 0.0266 6.42 0.0278 18.15 0.5215 19.54 0.6431 21.88 0.7291 20.72 0.7164

Acknowledgments

We thank to CONACyT, PRODEP and VIEP-BUAP for the financial support.
Also, we thank the reviewers for their contributions to improve this research and
writting of the manuscript.

References

1. Angulo, J.: Morphological Bilateral Filtering and Spatially-Variant Adaptive
Structuring Functions. In: Soille, P., Pesaresi, M., Ouzounis, G.K. (eds.) ISMM
2011. LNCS, vol. 6671, pp. 212–223. Springer, Heidelberg (2011)

2. Bouaynaya, N., Schonfeld, D.: Spatially variant morphological image processing:
theory and applications. In: Proceedings of SPIE, vol. 6077, pp. 673–684 (2006).

3. Bouaynaya, N., Schonfeld, D.: Theoretical foundations of spatially-variant
mathematical morphology part II: Gray-level images. IEEE Transactions on
Pattern Analysis and Machine Intelligence 30(5), 837–850 (2008)

4. Debayle, J., Pinoli, J.: Spatially Adaptive Morphological Image Filtering using
Intrinsic Structuring Elements. Image Analysis and Stereology 24(3), 145–158
(2005)

5. Huang, T., Yang G., and Tang G.: A fast two-dimensional median filtering
algorithm. IEEE Trans. Acoust., Speech, Signal Processing 27(1), 13–18 (1979)

6. Heijmans H.J., and Ronse C.: The Algebraic Basis of Mathematical Morphology I,
Dilations and Erosions. Comput. Vision Graphics Image Processing 50(3), 245–295
(1990)

7. Maragos, P.A., Vachier, C.: Overview of adaptive morphology: Trends and
perspectives. In: Proc. of IEEE International Conference on Image Processing,
pp. 2241–2244 (2009)

8. Vin Toh, K.K. and Mat Isa, N.A.: Noise Adaptive Fuzzy Switching Median
Filter for Salt-and-Pepper Noise Reduction. IEEE Signal Processing Letters 17(3),
281–284 (2010)

9. Roerdink, J.B.T.M.: Adaptivity and group invariance in mathematical morphology.
In: 16th IEEE International Conference on Image Processing (ICIP), pp. 2253–2256
(2009)

10. Salembier, P.: Study on nonlocal morphology operators. In: 16th IEEE
International Conference on Image Processing (ICIP), pp. 2269–2272 (2009)

11. Serra, J.: Image Analysis and Mathematical Morphology. Academic Press, London,
United Kingdom, (1982)

75

Impulsive Noise Removal by Adaptive Mathematical Morphology

Research in Computing Science 112 (2016)



12. Soille, P.: Morphological Image Analysis: Principles and Applications, 2nd Ed.,
Springer-Verlag, Berlin Heidelberg, Germany, (2003)

13. Srinivasan, K.S., and Ebenezer, D.: A New Fast and Efficient Decision-Based
Algorithm for Removal of High-Density Impulse Noises. IEEE Signal Processing
Letter 14(3), 189–192 (2007)

14. Wang, Z., Bovik, A.C.: Mean squared error: love it or leave it? A new look at
signal fidelity measures. IEEE Signal Processing Magazine 26(1), 98–117 (2009)

15. Wang Z., Bovik, A.C., Sheikh H.R., and Simoncelli, E.P.: Image quality assessment:
From error visibility to structural similarity. IEEE Transactions on Image
Processing 13(4), 600–612 (2004)

16. Wang, Z. and Zhang, D.: Progressive Switching Median Filter for the Removal of
Impulse Noise from Highly Corrupted Images. IEEE Trans. on Cir. and Sys 46(1),
78–80 (1999)

17. Zhao, Y., Li D., Li Z.: Performance enhancement and analysis of an adaptive
median filter. In: International Conference on Communications and Networking,
pp. 651–653, (2007)

76

Marisol Mares Javier, Carlos Guillén Galván, Rafael Lemuz López

Research in Computing Science 112 (2016)



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Impreso en los Talleres Gráficos 

de la Dirección de Publicaciones 

del Instituto Politécnico Nacional 

Tresguerras 27, Centro Histórico, México, D.F. 

junio de 2016  

Printing 500 / Edición 500 ejemplares 

 




	Front matter
	Editorial
	Table of Contents
	2D Image Segmentation Through the One Dimensional Mumford-Shah Functional
	Speech Synthesis Based on Hidden Markov Models and Deep Learning
	Model-based Algorithm for Belief Revisions between Normal Conjunctive Forms
	Thresholding Approach based on GPU for Facial Expression Recognition
	Mathematical Modelling of the Cardiovascular System Haemodynamics
	Impulsive Noise Removal by Adaptive Mathematical Morphology
	Back matter

