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Editorial 
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reviewers took into account the originality, scientific contribution to the field, 

soundness and technical quality of the papers. It is worth noting that various papers for 

this special issue were rejected. 

The papers of this volume are related to several areas of application of artificial 

intelligence. First of all, there are tasks related to optimization: scheduling of the 

detection-and-rescue operations, task planning for a multicomputer system, bi-

objective purchasing, and pickup and delivery problem. Other papers are related to 

application of neural networks (to broiler’s growth and particle tracking velocimetry 

analysis), fuzzy systems (to grade assignment and digital signal distribution) and 

cellular automata (to compression problem). Finally, electronic component of an 

intelligent hospital bed is described. 
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Abstract. The need for the search, detection and rescue of disaster survivors 
arises in many emergency situations in military and civil applications. Suppose a 
number of people are trapped in ruins after an earthquake or tsunami. Their 
medical condition depends on their location, detection time and the time of the 
rescue operation. In order to efficiently detect and perform the needed rescue 
operations, a network of wireless sensors is used which provide acoustic, seismic, 
electromagnetic, gravimetric and other information. The information is processed 
automatically to yield prior probabilities of location and expected rescue times 
for each potential target. The acquired information from the sensors is imperfect 
because under extraordinary and severe circumstances, two types of errors may 
occur: (i) a "false-negative detection test” – it is a case when a target is 
overlooked during the test; and (ii) a "false-positive detection", or "false alarm" 
– when a not-a-target location is wrongly classified as a sought target. Therefore, 
non-zero probabilities of overlooking a hidden target and a "false alarm" exist. 
We suggest a two-phase solution to the problem of scheduling detection and 
rescue operations. First, the disaster area is divided into sub-areas and available 
rescue teams and sensors are assigned. Second, a schedule is found for the rescue 
teams to perform the rescue operations (in parallel). We seek to find the best 
coverage of the  disaster sub-areas served by rescue teams and to schedule the 
search-and-rescue operations in each sub-area while minimizing the search-and-
rescue time and maximizing the number of saved lives within a given search time 
limit. The problem is formulated as a non-standard two-stage assignment / 
scheduling problem and a fast combinatorial real-time algorithm is suggested. 

Keywords: disaster management, detection-and-rescue problem, wireless sensor 
network, imperfect inspections, best coverage, scheduling, fast on-line algorithm 

1   Introduction 

The need for search, detection, and rescue (DAR) of disaster survivors arises in many 
emergency situations in military and civil applications. Suppose that a large number of 
people are trapped in ruins after an earthquake, a tsunami wave, or a terrorist attack. 
Their medical condition and survival probabilities depend on their location, the time 
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needed to locate them and the evacuation (rescue) time. For DAR operations to be 
efficient, a computer-aided network of wireless sensors of different types is used which 
provide acoustic, seismic, electromagnetic, gravimetric and other information about the 
targets (see [6, 11, 17]).  

Real-time monitoring and quick response are the most essential requirements in the 
design of an emergency response system. Different types of sensors are used together 
and the collected information is incorporated into a wireless sensor networks (WSNs) 
thus allowing for the communication between both sensors and human rescue teams. For 
example, temperature and movement-detection sensors are used to monitor the location 
of people, satellite cameras can track the spread of the disaster and depict the disaster 
area map while ultrasonic sensors measure the range to targets in the environment and 
report dynamic changes of maps due to the changes of built structures through 
destruction of debris. The use of such heterogeneous tools must be supported by 
innovative planning or scheduling tools in order to exploit and integrate the capabilities 
of each sensor and provide an optimal use of all available resources.  

In this work, we consider scenarios that require locating and identifying multiple 
stationary and dynamic targets. We assume the presence of a relevant communication 
infrastructure enabling the command center and the rescue teams to continuously 
exchange information. In order to plan an effective team deployment over the search 
area, it is necessary to rapidly gather as much information as possible about the targets 
and the area, and use this information to define joint search-and rescue mission plans. A 
mission plan consists of a sequence of actions to be performed by an agent for a certain 
time duration as defined by environmental factors and geographical locations. 

Mission planning is modeled as a mixed integer linear programming problem (MILP) 
in which the model simultaneously allocates predefined sub-areas of a disaster area to 
be explored and specifies the schedule of the actions that each agent should follow. The 
resulting plans guarantee optimal results for the search activities. A number of 
constraints are included to model cooperation and connectivity relationships among 
agents (sensors and human rescue teams). For example, at the beginning of the search 
process, the agents are uniformly spread over the area, while in later stages they are 
focused on specific subareas according to importance. 

Initially, the data from the sensors is collected by the network and integrated to define 
prior probabilities of location, the damage scale and expected rescue times for each 
potential target. The problem presented in this paper can be partitioned into two stages. 
First, the disaster area is divided into sub-areas and available rescue teams are assigned 
to each sub-areas in which they will perform in parallel their DAR missions. At the 
second stage, a detailed schedule of operations is planned ahead for each rescue team. 
Notice that the detection-and-rescue operations at the second stage are implemented 
simultaneously by several rescue teams. The goal is to find the best coverage of the 
disaster area by mobile rescue teams and to schedule the search-and-rescue operations 
in each sub-area in order to minimize the search-and-rescue time and maximize the 
number of saved lives within the given limits of the search-and-rescue time. This 
problem is a natural extension of similar search-and-rescue problems studied in [7-9, 11, 
13, 16].  

The automatic information-gathering system gathers information from sensors 
scattered over a geographical region to help the rescue teams to find the targets in 
minimum time. The inspections are imperfect because under uncertain environmental 
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circumstances, two types of errors may occur: (i) a "false-negative” detection test – a 
target object is overlooked during the test; and (ii) a "false-positive” detection or a "false 
alarm", which wrongly classifies a clean location as a sought target. Hence, non-zero 
probabilities of overlooking the hidden target as well as that of a "false alarm" exist. We 
propose to model the DAR problem as a scheduling problem involving several search 
teams working in parallel, and subject to time/budget and probabilistic constraints. The 
general problem of selecting the best schedule is NP-hard thus, the proposed solution is 
an approximation or an “almost-optimal” solution. 

The remainder of the paper is organized as follows. In Section 2, we provide a review 
of related works and approaches for using smart sensor networks to detect/rescue hidden 
objects while focusing on detecting and rescuing of human survivors. In Section 3, we 
provide a formal formulation of the problem and propose a mathematical model. In 
Section 4 we propose a solution using a fast algorithm (without significant 
computational load). A numerical example is given in Section 5 and Section 6 contains 
a summary along with future research directions.  

 2   Related Work 

Planning of search-and-detection operations has been researched thoroughly in the area 
of operational research and artificial intelligence. The pioneer work done by Bernard 
Koopman done during World War II aimed to provide efficient methods for detecting 
hidden submarines. See [2], [15] and [19] for a detailed survey and the bibliography of 
the discrete search literature. In recent years, the problem of planning and scheduling 
of detection operations has become critical in light of increasing growth of natural and 
human-made disasters and the usage of a WSN has become popular. A WSN is an 
advanced technology for collecting diverse data from multiple sensors. A typical WSN 
system is distributed within the sensor field and consists of a number of sensor nodes, 
such as seismic, acoustic and magnetic anomalies. See [1] for a comprehensive survey 
regarding the main factors influencing the WSN design. The WSN collects thousands 
of raw data and works as a centralized or decentralized fusion system (see [18]). In the 
centralized case, the data is collected by individual sensors and sent through the sink 
node to a central dedicated fusion node, task manager node for processing while in the 
decentralized case the information is collected and analyzed by a set of autonomous 
devices.  

We consider a situation where the basic functions of the WSNs are to monitor and 
control environmental parameters related to the detection-rescue and collectively 
transfer the data obtained through the network to a central location. In WSNs, the mobile 
agents are added into the system to improve its performance and act as automatic carriers 
of data. [4] provides more examples and details of modern applications of WSNs 
including battlefield surveillance, detection of enemy intrusion and detection and 
rescuing of hidden targets. Many search-planning algorithms are based on a cellular 
partitioning of the disaster area (see [7] and the references within). In [3], a multi-scale 
grid is used for representing the environment. [10] studied the usage of UAVs 
(unmanned aircraft vehicles) for DAR missions. Other research has studied the use of 
autonomous teams of robots for DAR (see [14]). MILP models has been successfully 
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used in search planning problems and mission assignment ([5]). An advantage of a MILP 
formulation is that, given exact input data, an optimal solution can be provided. 
Compared to latter works, we put an emphasis on the parallel work of several search-
and-rescue teams and solve both task allocation and scheduling problems. 

To conclude, we consider a different objective function and corresponding 
mathematical formulations of the problem. This problem is a natural extension of similar 
search-and-rescue problems studied in [7-9, 11, 13, 16]. Our contribution is threefold: 
(i) a new two-stage decomposition methodology partitioning the initial mission planning 
problem into an assignment and scheduling components aimed to enhance the efficiency 
of DAR missions performed by several teams of networked agents (sensors and human 
teams); (ii) a novel generalized assignment problem (used at the first stage) including 
disjunctive and resource constraints in the context of DAR missions; (iii) a novel 
scheduling problem (of the second stage) and the design of a new fast scheduling 
algorithm. 

3   Problem Description and Mathematical Formulation 

As said above, the goal of the present study is two-fold. First, we find the best coverage 
of the disaster area by a mobile rescue teams and, second, we optimally schedule the 
search-and-rescue operations in each sub-area in order to minimize the search-and-
rescue time and maximize the number of saved lives within the given limits of the 
search-and-rescue time. At the first stage, the disaster area is divided into sub-areas and 
available rescue teams are assigned to the disaster sub-areas in which they will perform 
in parallel their DAR missions. At the second stage, a detailed schedule of operations 
is planned ahead for each rescue team. The DAR operations at the second stage are 
implemented simultaneously by several rescue teams. 

3.1   The coverage of the Disaster Area 

The planning process starts with discretizing the known disaster area into a set of 
squared environmental cells representing the spatial elements that should be served by 
the available WSN and the rescue teams. Without loss of generality, the disaster area is 
decomposed into a uniform cell grid, the cells’ set being denoted by,A A n= . In this 

simple, but effective scenario, the disaster area is uniformly partitioned in as much 
equal sub-areas as possible within the available time reserve and personnel resources. 
In real-world scenarios, the disaster area is usually irregular and cluttered; we represent 
the non-uniform effect on both mobility/effectiveness of the rescue teams, on the one 
hand, and sensing of the WSN throughout the field, on the other. For this purpose, we 
assume that the total number of available human teams is known and equals M  while 
the total number of available sensors is denoted byS . 

We are now ready to formulate the area coverage-planning problem as a generalized 
assignment problem with resource and precedence constraints. As will be seen next, the 
problem is a special case of the MILP class. 
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Define, 
hjf - performance effectiveness function, corresponding to a human rescue 

teamh , 1,2..,h m= , assigned to perform the detection-and-rescue missions in cellj ,

1,2..,j n= . hjf  is characterized by the expected number of detected/saved human lives 

during performing the DAR mission (in cell j ) which, in turn, depends on the local sub-

area characteristics, the agent skills and the search time. Therefore, the entire 
performance of the mission planning for the effective coverage by the agents strictly 
depends on the allocation of the agents to the sub-areas. These characteristics are 
estimated by the rescue/evacuation manager based on the data provided by the WSNs. 
This issue is particularly relevant in the case of the heterogeneous sensors and teams 
working simultaneously (“in parallel”). We take into account disjunctive conditions 
stating that each cell can be served by a human team and/or by an automated device, like 
a mobile robot or an unmanned aerial vehicle UAV. Precedence relations are imposed 
according to which, in any cell, first the sensors measurements are to be performed, after 
which human teams are able to start their rescue mission.  

In addition, define B and T the total budget at hand and the total time for the DAR 
operation respectively and byhjc , hjt and hjd the cost, the required time, and sensor cost 

required to perform a DAR in cell j  by teamh . Also, let jk be the number of rescue 

teams in sub area j  (can be larger than 1). Finally, let ijX  and sjY  be binary variable 

defined as follows:  

1 rescue team  assgined to cell 

0ij

i j
X

else

= 
  

and  

1 sensor  is assgined to cell 

0sj

s j
Y

else

= 
  

Then the constrained multi-agent coverage problem (CMACP) can be formulated as 
presented in (1)-(7). 

1 1

1 1

1 1

1 1
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The first constrain is immediate since there is a total of M teams while (2)–(4) 

represent the total budget of the human teams, the total budget of the WSN system and 
the total time given to perform the rescue operation. (5) follows from the definition of kj 
and (6) corresponds to the fact that every rescue team should be assigned to a sub area. 
Since sensor measurement must precede the rescue mission in all sub-areas, we have (7).  

The presented generalized assignment problem with precedence and resource 
constraints is a special class of the MILP problem. We have used the MILP solver (a 
commercial optimization package called GAMS) and obtained an optimal solution in 
under 5 minutes for small and medium size instance ( 20m ≤ , 100n ≤ ). 

3.2   The Scheduling of Detection-and-Rescue Operations in Each Sub-Area  

After completing phase 1, i.e., assigning the agents to the different sub area (cells) we 
can continue to phase 2 and define the sequence of detection-and-rescue operations. 
When defining the sequence of operations, the most important goal is to maximize the 
number of saved human survivors (targets) and then protection of property.  

We consider the following scenario. The targets are clustered, that is, located in 
groups of linked sites (cells) where the targets in each cluster are processed 
simultaneously while each group is inspected and rescued non-stop from one cluster to 
the other. Since the coverage of the area into the cells is sufficiently fine-grained, we 
may assume that each cell contains one target (at the most). If the number of rescue 
teams is K (known in advance since it is defined by the resource constrain), a cluster of 
K  targets can be processed simultaneously. At the first step we determine the cluster of 
size K that contains the maximum of expected number of potential survivors in its cells 
(and will be processed by K rescue teams). After the first cluster is processed, the K
teams are assigned to the next cluster (again, containing K  targets). The targets are 

detected and rescued until the given time reserve 0T is exhausted, or all targets are 

discovered and saved. The problem is to efficiently detect and rescue the targets so as to 
maximize the possible performance (the number of saved lives) of the detection-and 
rescue mission.  

For simplicity, we consider the following special case of scheduling the human rescue 
teams, the scheduling of automated search teams and heterogeneous smart sensors being 
handled along the same line. Any inspection of any cell (either containing the target or 
not) is imperfect. This means that a prior probability αi of a false alarm and a prior 
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probability βi of overlooking the target are given. This implies that each cell may be 
examined more than once. It follows that a detection sequence will be finite but 
repetitions of the same cells are possible. Each rescue team performs a set of sequential 
operations in order to identify and rescue the target. The times and expected efficiency 
of lifesaving during the operations being given, the goal of the detection and rescue 
process is to determine a search strategy which the rescue team employs to locate and 
rescue the maximum number of targets within the given reserve of detection-and-rescue 
time. 

A disaster area contains m squared sub-areas. Each are contains mi potential target 
locations, mi<m, i=1,2,...,N and is characterized by the following known parameters: 

– 
ip  - prior probability that location i contains the target; 

– iα  - prior probability of a "false alarm" , or a false-positive outcome, the 

conditional probability that an inspection declares that a target is found in cell i 
whereas, in fact, this location does not contain a target;  

– 
iβ  - prior probability of overlooking, or a false-negative outcome, the 

conditional probability that an inspection declares that location i has no target 
but in fact it has;  

– 
it  - expected time to inspect cell i by one of the teams 

– 
ic  - expected number of potential survivors in cell i. 

Each sequential inspection strategy specifies a finite sequence  

[ ] [ ] [ ] [ ]0 , 1 , 2 , ..., , ...s S s s s n=  

where s[n] denotes the cluster's index which is inspected by K parallel teams at the nth 

step of sequence s, s[n]∈{1,2,...} and s[0] is an initializing sub-sequence of locations 
which will be defined below. 

Given the above input data, the optimal search scenario is specified by the following 
conditions: 

i. the clusters are inspected sequentially; 
ii.  for any search strategy and any cluster, the outcomes of inspections are 

independent;  
iii.  the stopping rule is defined as follows: 

For any integer h, define - iha  - the conditional probability that cluster i  contains 

the target given that it contains the target in h inspections. iha  depends on the given pi,

iβ . In addition, let iH  ("height") be the minimal positive integer such that iha CL≥  

where CL  is a priori given confidence level. It should be noted that all of the 'iH s  
can be computed by the rescue manager before the search process starts.  

Given a sequence s of inspections, the search ends when either the search-rescue time 
reserve expires, or, at some step, all clusters return the outcome of “the target is claimed 

to be in location i  for the th
iH time in s ”.  
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For a given sequences , we shall use the following notation:  

– [ ] [ ]( ),s nT T s n s= – time (accumulated) spent to detect the target in [ ]s n

on the thn  step of strategy s; 
– [ ] [ ]maxs n s mm

T t= where maximum is taken over all the teams working in 

cell; 

– [ ]S nP -the probability that targets, located in cell[ ]s n , are detected [ ]s nH  

times before the thn step of strategys . [ ]s nH  and [ ]S nP  depend on iα  and 

iβ , and guarantee required confidence level; in practice, [ ]s nH is equal 1 

or 2. This concept and its relationship with the confidence level CL is 
described below.  

– [ ]s nc – lifesaving efficiency in location (cluster)[ ]s n . 

The expected (linear) total lifesaving efficiency, F(s), is defined as follows: 

[ ] [ ] [ ]

[ ]

1

0

max         ( )

subject to

                

s n s n s n
n

s n

F s P c T

T T

∞

=

=

≤

∑
.
 

In the above notation, the stochastic scheduling problem is to find a sequence *s  that 

maximizes the expected efficiency ( )F s subject to the search time reserve. 

One should note that the above formulation gives rise to three special cases: when 
0i iα β= = for every i , the problem is known as the perfect inspections problem 

researched in the finite-horizon scheduling literature. If all 'i sα are zero but 0iβ ≠  for 

all 'i s  we have the false-negative inspections and if 0, 0i iα β≠ =  for every i  we 

have the false-positive inspections. In addition, when the problem is minimization, and 
the time reserve constrain is relaxed, the model is much simpler and can be solved using 
a proposed method in [12]. 

4   Problem Analysis and Algorithm 

We begin by defining  

{Inspection declares that cluster  has a target}iB i= ,  

{Cluster  really contains the target}iC i=  
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and using the notations in Section 3 we have ( )i ip P C= , ( )i i iP B Cα = and 

( )i i iP B Cβ = .  

Now, the probability that the target is discovered in cell i , defined if , is equal to 

( ) ( ) ( ) ( ) ( ) ( ) ( )/ / 1 1i i i i i i i i i i i if P B P C P B C P C P B C p pβ α= = + = ⋅ − + − , 

while the probability to correctly detect the target in cell i  within a single inspection is 
equal to 

( ) ( ) ( )
( ) ( ) ( ) ( )

( )
( ) ( )

/ 1
/

1 1/ /
i i i i i

i i
i i i ii i i i i i

P C P B C p
P C B

p pP C P B C P C P B C

β
β α
⋅ −

= =
⋅ − + −+

 

Theorem 1. Given a sequence s, the conditional probability iha  - the probability that 

location i contains the target given the probability it contains the target in h inspections 
is given by: 

( ) ( ) ( )( ) ( ) ( ) ( ) ( )( )
( ) ( )( )

( )
( ) ( )

1 2

1 2

1 2

... /
/ ...

...

1

1 1

h
i i i i ih

ih i i i i h
i i i

h

i i

h h
i i i i

P C P B B B C
a P C B B B

P B B B

p

p p

β
β α

⋅ ∩ ∩ ∩
= ∩ ∩ ∩ =

∩ ∩ ∩

⋅ −
=

⋅ − + −

Corollary. Given a predetermined confidence level CL for the probability iha  defined 

above, iH  is the minimal integer satisfying  

( )
( ) ( )

1

1 1

i

i i

H

i i
ih H H

i i i i

p
a CL

p p

β
β α

⋅ −
= ≥

⋅ − + −  for any i . 

Inspections in each cluster iM  are done in parallel by different rescue teams in pre-

specified times. The search strategy is a finite sequence of clusters (more exactly, their 

index), where, at step n, the cluster [ ]s n is inspected and rescued: 

[ ] [ ] [ ]0 , 1 , ..., , ...s S s s n= . 

Denote by [ ],s k n  the number of a cell in cluster [ ]s n  inspected at the nth step of 

strategys . Denote by [ ]* ,s k n  the total number of inspections of cell [ ]nks ,  counting 

from the first inspection up to its inspection in cluster [ ]s n inspected at the thn  step of 

strategys . Notice that [ ]* ,s k n  can be easily computed for all k  as soon as the 
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sequence s is known up to its thn  step. Denote by [ ]nksc ,  the rescue effectiveness 

assigned to cell[ ]nks , . Let [ ]nksT ,  be the time spent for inspection of all cells of all the 

clusters in strategy s  up to location [ ]nks , , 

[ ] ( ) [ ] [ ] 1,max1
1

,,
1

, ≥++−= ∑∑
==

ntTHtT
k

i
nkssm

N

i
iinks

 

The search effectiveness attributed to strategy s is 

( ) ( )( ) [ ] ( ) ( ) [ ] ( )( )

[ ] [ ]
[ ]

[ ]
[ ]( ) [ ] [ ]

[ ]
[ ]

*
,

, ,
1 1

*
,

, , , ,
1 1 ,

, 1
1

1

k

n
s k n s n

j

s k n s k n
n k

j s k n H H

s k n s k n s k n s k n
n k s k n

F s Exp R s R s P R s R s

s k n
c T f f

H

∞

= =

∞ −

= =

= = ⋅ = =

 −
= − ⋅  − 

∑∑

∑∑

 

Theorem 2. The strategy s* is an optimal strategy for the max-efficiency search 

problem iff the ratios  

[ ]

[ ] [ ]

[ ]

[ ] [ ] [ ]( )
[ ]

[ ]
[ ]
[ ]

[ ]( ) [ ] [ ]

[ ]
[ ]

[ ]

*
, ,

*
, , , ,

1 1

*
,

, , ,
1 ,

,

, 1
1

1

n n

n
s k n s k n

j j

s k n s k n s k n s k n
k k

s n
s n s n

j s k n h h

s k n s k n s k n
k s k n

s n

c P c P s k n
Q

T T

s k n
c f f

h

T

= =

−

=

⋅ ⋅
= =

 −
⋅ − ⋅  − =

∑ ∑

∑

 

are arranged in non-decreasing  order of the magnitude.  
The proof is by the interchange argument and skipped here. 

5   Example 

Consider the problem of searching a target in a stochastic setting described in [3]. The 
rescue team has limited time (to perform the search and rescue operation) and limited 
memory (the only saved information is the information on how many times a target has 
been detected in each visited cell up to a current step in the search sequence). The search 
stops as soon as the limit of the search time is exhausted. The area of interest is divided 
into N possible locations containing the hidden targets. In our example, we consider an 

area divided into four sub-areas with one cell in each ( { }1 2 3 4, , ,M c c c c= ) two 

teams ( 2K = ) and 0 24T = (hours). In addition, there are three clusters,
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{ }1 1 2,C c c= , { }2 3 3,C c c= and { }4 3 4,C c c= . The input data is given in Table 1 

below and the confidence level is 95%. 

Table 1. Input Data 

Cells 1c  2c  3c  4c  

( )i ip P C=  0.5 0.6 0.75 0.01 

( )i i iP B Cα =  0.07 0.10 0.12 0.10 

( )/i i iP B Cβ =  0.03 0.07 0.05 0.04 

it  5 8 10 10 

ic
 

20 10 12 2 

 

Using Table 1 and (1)-(2) we can compute if  and iH for 1, 2, 3, 4.i =  For 

example, for the first cell ( 1i = ) , we have 1 0.52f = , 11 0.932692a = and  12a  is 

equal to 0.994819. Following, 1H  equals 2 for a CL of 95%. 

Table 2 below presents the values of if and iH  for all four cells.  

Table 2. Computation of if and iH  

Cells 1c  2c  3c  4c  

if  0.52 0.618 0.8025 0.0106 

iH  2 2 1 4 

 
The optimal strategy is as follows: 

[ ] 1 1 2 10 , , , , , . . . 1, 2 ;1, 2 ;1, 2 ; 3 , 3 ,1, 2 , . . .S C C C C =  

where [ ]0 1, 2S = . The search process rapidly converges and stops after three steps 

demanding 23 hours: probability that the process does not stops at step  1 is 1; that it 
does not stop at step  2 is 0.4687, at step 3 is 0.1668, at step 4 is 0.0111, and at step 5 is 
zero. 

6   Conclusion 

In this work, we present a fast algorithm to solve the two-stage detection-and-rescue 
planning problem. In order to optimize the scheduling process, we use a greedy 
strategy, an index-based strategy, which is proven to be optimal when the objective is 
to maximize the lifesaving efficiency. The "best cluster” is selected at each stage, and 
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the process is proved to be rapidly converging. Our solution is both simple and 
computationally efficient. When the confidence level is pre-defined, such local search 
strategies guarantees an optimal (max-efficiency) search sequences. In addition, using 
the suggested greedy methods can be applied to other search scenarios (e.g., with 
moving targets, agents-with-memory, etc.) and combining it with dynamic 
programming and biology-motivated heuristics can be a perspective direction for 
solving more complicated detection-and-rescue planning problems. 
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Objective Analysis in Task Planning and

Allocation of Multicomputer Systems

A. Velarde M.

Instituto Tecnológico El Llano, Aguascalientes,
Mexico

Abstract. Parallel computing systems with multiple processing elements
have the ability to run a set of di�erent tasks at the same time. To
achieve such a parallelism, these systems use typically an algorithm for
task planning and another algorithm for task assignment. The planner
algorithm must solve the problem of how many and which tasks re-
maining in a queue must be executed, how many processors should be
used to execute the selected tasks, and which tasks must be executed
�rst; meanwhile, the assignment algorithm must determine what free
processors in a mesh will be used to execute the selected tasks. The
objectives of both algorithms are maximizing the use of all processors
and the adjacency of the processors assigned to a same task, as well
as minimizing the waiting times of the tasks in a queue. Nonetheless,
in the purpose of maximizing and minimizing all the objectives at the
same time, several con�icts may occur among them, causing degrada-
tion in the performance of a parallel computing system. In this paper,
it is presented an analysis of how the objectives in the task planning
and assignment may con�ict, speci�cally in multicomputer systems. The
analysis is carried out by using a multi-objective optimization algorithm,
through which each objective is evaluated to determine its e�ect in the
performance of a parallel computing system. With the results of the
evaluated objectives, a scale of priorities is proposed.

Keywords: Task planning, parallel computing

1 Introduction

Multicomputer systems with architectural meshes, interconnection topologies in
2D and 3D, denominated multicomputers in 2D or 3D mesh for commercial
purposes and researching, have been the most common parallel systems due
to their simplicity, scalability, structural regularity and simple implementation
[1,17,3] in research and industry environments.

Various parallel computers commercial and experimental, such as the IBM
BlueGene/L [4] and the Intel Paragon [5] have been built based on these two
architectures. Some of the commercial multicomputer systems are Multiple In-
struction Multiple Data (MIMD), with architectures that permit processor sub
mesh partitions, and have the advantage of supporting multiple processes. Each
of which can be assigned to an independent processor sub mesh for execution.
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In an MIMD mesh, that supports multiple users, a task must be assigned to
a free processor submesh, that corresponds to the size required of the operating
system. The tasks solicit di�erent computing requirements, and processor sub-
meshes with di�erent sizes within the mesh. When a task is �nished executing,
the submesh that it occupied is freed up for the next assignment process, this
is known as consecutive assignment. The task assignment problem in multi-
computer systems can be approached on two levels: on a task level and on a
programming level [1,8]. For this research the task level assignment is used.

The main problem with e�cient utilization of the processors in dynamic mesh
multiuser systems, is the planning of computing resources [6,7,8]. Mesh resource
planning, through hardware partitioning involves two components: task planning
and a task assignment to the mesh. The function of task assignment, is to choose
the next task or tasks for the queue that will be assigned to a free sub mesh to
be executed. The function of submesh assignment, is to localize free submeshes
that are to be assigned to the selected tasks for planning [6]. In �gure 1, where
the busy processors are shown with dark circles and the free processors in white,
we can see a joining of 6 tasks in the queue to be ingresses into a 2D mesh with
a processor size 8× 8.

Free

<0, 0>

T0T01T02T03T04

T1T11T12T13

T2T21T22T23T24

T3T31T32T33

T4T41T42

T5T51T52T53T525

Task queue 2D Mesh

<7, 7>

Busy

Fig. 1. System structure for task execution in a multi-computer 2D mesh system.

In task assignment for mesh processors there are two di�erent methods:
the continuous assignment method, in which the assignments are carried out
only in adjacent processors within the mesh, and the non continuous assignment
method which allows tasks to be assigned to processors, that are not found to be
adjacent to the mesh. In the carrying out of planning and assignment functions,
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independent from the type of assignment that is to be used, the following 6
criteria are aimed to be minimized or maximized [9]: system utilization, processor
performance, average stationary time, wait time, remain time, result coe�cient
and the performance coe�cient. These objectives, upon being evaluated with
task loads in the system, generally result in counter-position, due to the fact
that bettering one result in turn worsens another. Thus provoking the parallel
system into being highly e�cient under one criteria, and in others having e�cient
results far under the established norms [11,12].

In [13], �ve of these six objectives are evaluated through an Evolutionary Dis-
tribution Algorithm (EDA), especially being the case with the Uni�ed Marginal
Distribution Algorithm (UMDA). The object evaluation in [13], is meant to
obtain the assignment which is best adjusted, to certain threshold values that are
established as optimum values in the planning and assignment tasks. However,
with the individualized evaluation process, the results are contrasted producing
a multi-objective problem.

An example of the aforementioned is presented when the adjacency between
processors assigned to tasks is maximized, thus making that the time in which
the tasks remain, and wait in the queue becomes maximized, encouraging degra-
dation in response times that the parallel system authorizes to the users.

In [10], a multi-objective problem is de�ned as, that in which involves the
optimizing of a number of objectives simultaneously. With these types of prob-
lems, the objectives are in con�ict with each other, the optimal solution of each
function that corresponds with each objective (function objective) is di�erent
from the rest. In solving these problems, with or without the presence of con-
straints, it results in a set of interchangeable optimal solutions, popularly known
as Pareto optimal solutions [10]. Due to the multiplicity in solutions, these prob-
lems were proposed to be solved appropriately using Evolutionary Optimization
Algorithms (EOA), those in which use a population focus in the search engine
procedure. Evolutionary Optimization Algorithms, use a population based ap-
proach, in which more than one solution is involved in an iteration, and evolve a
new population of solutions at each iteration [10]. Multi-objective optimization
problems give rise to a set of solutions, which require further processing to
achieve a single main solution. To perform the �rst task, a natural proposition is
to use an EOA, because the use of a population in one iteration helps an EOA to
simultaneously �nd multiple non-dominated solutions, representing an exchange
between objectives in a single simulation run. So considering that planning and
allocating tasks in a parallel system, is a multi-objective problem, in this paper,
�ve of the con�icting objectives in the planning and allocation of tasks on a
system multicomputers are raised (de�ned below).

The objectives that the algorithm for scheduling must cover during imple-
mentation and proposed in [13] are:

1. Reducing the remain time of the tasks in the queue.

2. Decrease task starvation ,which would avoid discrimination in the allocation
of tasks that require a lot of processors (great tasks). This is caused because
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the tasks that require a small amount of processors (small jobs), are being
continuously assigned.

The task allocation algorithm during its execution, is responsible for covering
the following objectives proposed in [13]:

1. Reduce the number of assignments to the mesh of processors performing the
tasks allocation algorithm.

2. Maximizing the use of the mesh processors, i.e., decrease the percentage of
processors that remain free after the allocation algorithm places, one or more
tasks in the mesh of processors (external fragmentation) [11].

3. Maximize contiguity between processors (assign the set of free allocate pro-
cessors as close together as possible), to minimize the distance in the com-
munication path, and avoid interference between them [12]; this is done in
order to get a good parallel algorithm to decrease communication time, and
maximize processing time [12].

The selection of the �ve objectives presented above obeys the completion of
a state of the art review, of the research work related to di�erent techniques or
proposed planning and task allocation methods, seeking, isolated, to optimize
one or more of the six criteria or objectives for planning and tasking.

In this paper, we address the problem of planning and allocation of tasks to
a mesh of processors as a multiobjective problem, using for this the evolutionary
algorithm outlined in [13] and explained in this section: UMDA algorithms (from
this research), evaluating each objective function for analysis of the results, and
determine which are the determinants or is the better decision to assign, and
schedule them in a system of multicomputers objectives.

For the completion of the objective contrast analysis, a multicomputer Liebres
InTELigentes system for teaching programming, systems of high performance
computing in higher education institutions, [14] was used to perform the analysis
of the contrast between the objectives. The results of each of the objective
functions evaluated, obtained with di�erent workloads in the queue of the target
system, and with processors mesh sizes 4 × 4, 8 × 8 and 16 × 16. When the
values of the objective functions are similar, a priority scale is established for
the proposed set of objectives, in this way, a successive application of this scale
takes places until the best allocation is found, as set forth in [13].

This research is divided as follows: a section about previous works, where
the research conducted in the area of the allocation of processors is presented,
a section of basic concepts where the terms related to a 2D architecture mesh
are de�ned; a section titled UMDA algorithm where performance and features of
this algorithm are proposed, as well as it is presented in [13] and how it adapts
to this research this algorithm. Processes for the analysis of the contrast between
the objectives, the planning and allocation of tasks in a 2D mesh and contrast
of the objectives during the planning and allocation of tasks, is explained by a
set of examples and how the objectives are opposed, during the planning and
allocation of tasks on a system multicomputers. In the section of experiments,
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tests for the analysis of con�icting goals and resolve the opposition that occurs
in the goals set during the planning, and allocation of tasks in the screen are
explained. In the last section, the conclusions are drawn from the analysis and
experiments conducted are presented.

2 Previous work

Several investigations have been conducted to develop strategies for assignments,
in both contiguous and non-contiguous parallel computing systems. This section
describes, for reasons of space, only the most signi�cant non-contiguous allo-
cation techniques, that have been developed within di�erent researches. It has
been possible to extract the characteristics of the methods, and de�ne the scale
priorities of the di�erent objectives proposed in this paper, which seek to become
maximized or minimized.

The �rst adjustment technique FF (First Fit) [15], through the pursuit of free
submesh, and determining the sub-mesh that best �ts the application, seeks to
�nd the maximum adjacency between processors to lower latency communication
between tasks. In the paging technique [15], the iterative process of division
of the sub-mesh in partitions of equal size 2i, where i is a positive integer
representing the index of the page parameter, seeks to assign a task to a selected
page, allowing the job to run with a total of processors avoiding interference
adjacency messages by disjoint processors. MBS [15], a process of division of
the mesh to obtain overlapped square submeshes with potency lengths of 2,
recursively will decrease to be suited to a request, this causes the work to be
embedded on a set of 100% adjacent processors. In ANCA [16], it �rst tries to
assign the task to a sub-mesh of adjoining processor, if it fails, the application is
partitioned into sub-partitions of equal size recursively, until it is able to assign
subpartitions in locations available to the mesh. In the Random strategy [15],
tasks are assigned to the mesh depending on a random number and all free
processors are considered in the allocation, with this type of arbitrary allocation
use of all available processors and the elimination of any kind of fragmentation
that can occur are sought, however, a high communication interference occurs
between tasks.

Newer techniques have similar connotations to the original proposals, through
the use of an initial strategy to assign the tasks, but when the allocation is not
able to be done, a second strategy that replaces the �rst to achieve the objective
of allocation is activated. Examples of such techniques, include search strategy
and friendly Multiple Adaptive (Adaptive Scan and Multiple Buddy AS & MB)
[15], Allocation Contiguous No Quick (QNA for its acronym in English Quick
Non-Contiguous Allocation) [18], and strategy allocation proposed in [17]. In
AS & MBS, it seeks to assign the task to a sub-grid of equal size as the one
requested, if it does not exist, the MBS strategy is activated to perform the
division process of requirements [19].

The strategy proposed in citeBani, the FF method is used in conjunction
with the BF method, as follows: if a task requests a sub-mesh sized 4 × 4 and
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the application can not be granted, the request size is reduced to a multiple
of 2, for this case 2 × 2 mesh size requested, and so on until the request has
the minimum number of processors, in this case 1× 1. When the �rst technical
fault occurs, a second technique is the BF is activated through this technique, a
search is performed in free submeshes that best �t it, i.e., with the exact number
of processors that the task requires [20]. In fact, 2 alternative techniques are
applied within the method of allocation to improve the condition of contiguity,
by maintaining a good level of closeness between processors, to run the same
task and reduce communication latency that is caused by no contiguity between
the processors.

3 Basic Concepts

The proposed system is of multicomputers connected in a 2D mesh with a job
queue waiting for admission to the mesh, and allowances are established as a
dynamic quadratic assignment. The following de�nitions formally describe a
system of this type.

De�nition 1. An n-dimensional mesh has k0 × k1 × ...× kn−2 × kn−1 nodes,
where ki is the number of nodes along the i − th dimension and ki ≥ 2. Each
node is identi�ed by n coordinates: 0(a), 1(a), ..., n− 2(a), n− 1(a), where

0 ≤ i(a) < kifor0 ≤ i < n.

Two nodes a and b are neighbors only if i(a) = i(b) for all dimensions except
for a dimension j, where j(b) = j(a)±1. Each node in a mesh refers to a processor
and two neighbors that are connected by a direct communication link.

De�nition 2. A 2D mesh de�nition, which is referenced as M(W,L) consists
of W × L processors, where W is the width of the mesh and L is the height of
the mesh. Each processor is denoted by a pair of coordinates (x, y), where

0 ≤ x < Wand0 ≤ y < L.

A processor is connected by a bidirectional communication link to each of its
neighbors. For each 2D mesh = Pij .

De�nition 3. In a 2D mesh,M(W,L), a sub-mesh: S(w, l) is a two-dimensional
mesh belonging to M(W,L) with a width w and a height l, where

0 < w ≤ wand0 < l ≤ L,

and S(w, l) are represented by coordinates (x, y, x′, y′), where (x, y) is the lower
left corner of the sub- mesh, and (x′, y′) is the upper right corner. The node in
the lower left corner is called the base node of the sub-mesh and the upper right
corner is the end node. In this case w = x′ − x+ 1 and l = y′ − y + 1. The size
of S(w, l) is: wxl processors.

De�nition 4. In a 2D mesh M(W,L), a sub-mesh available S(w, l) is a sub-
mesh that meets the conditions: w ≥ β ≥ α assuming that the allocation of
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S(α, β) required where the allocation refers to select a set of processors to an
arriving task.

De�nition 5. Let ϑ be a set of system tasks, such that ϑ = J1, J2, . . . , Jn,
where n is the number of tasks at time t y ϑk a set of sub-tasks of the task k
where: ϑk = jk1, jk2, . . . , jkf(k) y f(k) is the total number of sub-tasks of the
task j. For each task each task j and each sub-task f(k) ∈ j a processor mi ∈ P
is had that should run j and sub-task jkf (k), consuming an uninterrupted time
of t ∈ N.

De�nition 6. Given two matrices of size n × n: a �ow matrix F whose (i, j)
elements represent �ows between i and j tasks and an array of distances D whose
(i, j) represent the distance between sites i and j. An assignment by the vector
p, which is a permutation of the numbers 1, 2, ..., n. p(j) is where the task j is
assigned. Thus, the quadratic assignments can be written as:

minp ∈
∑n
i=1

∑n
i=1 fijdp(i)p(j).

De�nition 7. An optimization problem, is one whose solution involves �nding
a set of candidate alternative solutions that best meet objectives. Formally, the
problem consists of the solution space S and objective function f. Solving the
optimization problem (S, f) it is to determine an optimal solution, namely, a
feasible solution x∗ ∈ S such that f(x∗) ≤ f(x) for any x ∈ S. Alternative
solutions can be expressed by assigning values to some �nite set of variables
X = Xi : i = 1, 2, ..., n. If Ui is denoted the domain or universe (set of possible
values) of each of these n variables, the problem is to select each variable Xi

domain Ui value xi assigned that, subject to certain restrictions, optimizes an
objective function f. The universe of solutions is identi�ed with the set:

U = x = (xi : i = 1, 2, . . . , n) : xi ∈ Ui.

The problem constraints reduce the universe of solutions to a subset of S ⊆ U
solutions, called feasible space.

De�nition 8. Utilization. It is de�ned as the fraction of time in which the
system was used. And it is given by:

UG =WG/(CG ∗mG),

where WG is the amount of work the system, CG is the end time of execution of
all tasks in the system, mG is the total number of processors in the system.

De�nition 9. Processing Performance (throughput). The number of tasks
completed per unit of time in the system, and it is given by:

n/CG,

where n is the total number of tasks in the system.
De�nition 10. Mean turnaround time. The average time it takes for all tasks

upon entering the queue until their execution is ended. It is calculated as:

1
n

∑n
j=1 t

j
t,
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where t
j
t = cj − rj , cj is the time of completion of the task and rj is the delivery

time of the task j.
De�nition 11. Waiting time. It is de�ned as the average waiting time before

starting the task execution. It is calculated as:

1
n

∑n
j=1 t

j
w,

where

tjw = tjs−rj ,

where tjs is the start time of execution of the task j.
De�nition 12. Coe�cient response (response rate). It is de�ned as the average

of the response factors of all tasks. It is de�ned as:

1
n

∑n
j=1(t

j
w+P j)/P j ,

where P j is the runtime and tjw is the waiting time of the task j.
De�nition 13. Competitive ratio. A measure of system performance de�ned

as:

p = cg/cLB ,

where cg is the time of completion and cLB is the minimum time to complete
tasks, calculated as: maxwG/mg, t

max
g , where tmax

g the maximum runtime of the
n tasks.

4 The UMDA

The EDA (Estimation of Distribution Algorithms), are evolutionary algorithms
that use a collection of candidate solutions for accomplishing search paths avoid-
ing local minimums [21,22]. These algorithms use the estimation and simulation
of the joint probability distribution, as a mechanism of evolution, instead of
directly manipulating the individuals that represent solutions to the problem.
EDA algorithm starts randomly generating a population of individuals that
represent solutions to the problem. Three types of operations are performed
iteratively on the population [21,22]. The �rst type of operation is the generation
of a subset of the best individuals in the population. Secondly, a learning process
from a probability distribution model is made from selected individuals. Third,
new individuals are generated by simulating model the distribution obtained.
The algorithm stops when a certain number of generations are reached or when
performance fails to improve signi�cantly.

To estimate in each generation the distribution of joint probability, from
selected individuals, we use the algorithm of the univariate marginal distribution
(UMDA by its acronym, Univariate Marginal Distribution Algorithm). Thus, the
joint probability distribution is factored as the product of independent univariate
distributions [21,22], that is:
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pl(x) = p(x|DSe
l-1) =

∏n
i=1 pl(xi).

Each univariate probability distribution is estimated from marginal frequen-
cies:

pl(xi) =
∑n

j=1 δj(Xi=xi|DSe

l-1
)

N ,

where

δ(Xi = xi|DSe
l-1) =

{
0 if is the i− th DSe

l-1, Xi = xi
1 in other case

}
.

The pseudo code for UMDA proposed in [21,22] is shown in table 1.

Table 1. The pseudo code for UMDA [21,22]

D0 ← Generate M individuals (the initial population) random
Repeat for l = 1, 2, .. until stop criteria

D
Se

l-1 ← select N ≤M Individuals of Dl−1 according to the selection method:

pl(x) = p(x|DSe

l-1) =
∏

n

i=1
pl(xi)

∏
n

i=1

∑n
j=1 δj(Xi=xi|DSe

l-1
)

N
←

Estimate the joint probability distribution Dl

Sample M individuals (the new population) of Pl(x)

In this paper, the application of UMDA evolutionary algorithm is carried out
as follows:

1. A set of tasks is dynamically extracted from the queue that �t in the free
submeshes, this set of tasks represents a possible assignment (individual);
this process is repeated until n number of individuals (user-de�ned), that
constitute a population.

2. For each individual in the population, the �ve objectives are evaluated to
determine the subset of assignments (subset of the best individuals) that
show results closest to maximization or minimization established for each
objective function.

3. The probability distribution model learning process, is produced from se-
lected individuals representing the best assignments to the mesh of proces-
sors.

4. A new generation of individuals occurs by simulating the distribution model
obtained in the previous step.

5. An algorithm stop mechanism is activated when minimizing or maximizing
of the objective functions.

During the process of evaluating each target for each of the individuals, the
contrasts are shown in the results, due to the improved results from a function
other objective result worsen. The following section explains through examples
how the objectives are opposed.

31

Objective Analysis in Task Planning and Allocation of Multicomputer Systems

Research in Computing Science 104 (2015)



5 Process for the Analysis of the Contrast between the

Objectives of the Planning and Allocation of Tasks in a

2D mesh

To make the contrast analysis of the 5 goals, extracted from research and previ-
ously discussed in previous sections, �rst, the results were considered [12,13] of
the trials of the UMDA that evaluates each target separately. Second, additional
trials were conducted of the same algorithm to determine the contrast of each of
the targets within the same group. The formal approach of the found contrasts
are detailed in the following section. Upon completion of the experiments, and
based on the results a scale of priorities is formed, that in which is used in this
research as a determiner to �nd the best assignment of tasks to the processor
mesh.

5.1 Opposition of the Objectives during Planning and Allocation of

Tasks

In this section, the found contrasts are explained through a set of examples
between the objectives that are pursued to meet the optimal utilization of the
processors of the mesh. A formal approach to them is also performed.

Objectives 1 and 2, which seek to minimize the number of assignments to
the mesh of processors, to minimize the time that jobs remain in the queue,
is at odds with the objectives of minimizing the use of processors in the mesh
and minimizing starvation of tasks. To illustrate how these four objectives are
opposed, consider that at time t, the allocator 29 reports free processors (as
shown in �gure 1), with this information the scheduler determines that the set
of the 5 tasks T0, T1, T2, T3 and T4 are candidates to �ll 21 processors in the
mesh, or assign the task requiring 26 T5 and T4 processors requesting task 3.
Assign the set of 5 tasks releases the same number of positions in the queue for
the entry of new tasks, thus reducing the number of accesses to the queue to �nd
more tasks, this allows a greater number of users and tasks to be served and the
waiting time of tasks in the head of the queue is decreased; but in opposition
to this, an external fragmentation of 8 processors is generated and starvation
in a cycle of tasks increases, upon not being served a task that requires a large
number of processors.

Now, if the T4 and T5 tasks assigned do not produce starvation nor external
fragmentation, a smaller number of tasks can be accepted in the queue, so the
number of assignments to the screen increases and therefore so do the time tasks
must wait to enter the mesh of processors.

Objective 3, which seeks to maximize the use of the processors in the mesh,
contrasts with objective 5, which maximizes the adjacency of the occupied
processors in the 2D mesh. To illustrate the contrast between these objectives,
consider the example above. By searching for the lowest communication cost, all
of the 5 selected tasks: T0, T1, T2, T3 and T4 are assigned in contiguous processors,
as follows: T0 task is assigned to the sub-mesh < 4, 0 >< 5, 2 > regardless of the
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processor to < 4, 2 >, the T1 task is assigned to the sub-mesh < 2, 0 >< 3, 1 >,
the task T2 is assigned to the sub-mesh < 0, 5 >< 2, 6 > regardless of the
processor to < 2, 5 >, the task T3 is assigned in submesh < 0.2 >< 1, 3 >, and
T4 task is assigned to the sub-mesh < 6, 3 >< 7, 4 > regardless of the processor
to < 7, 4 >. If the proposed method detects the increase of starvation in the
system, the T5 task will be assigned to mesh with the task T1 or to task T3 that
is selected to occupy all of the processors, after a search in the queue and to
avoid external fragmentation; in this way the 29 free processors in the mesh will
remain busy. If targets 3 and 5 are opposed one can deduce that to assign the
task T1 or T3 and T5, the use of processors in the mesh is maximized, but the
adjacency between processors is minimized, and in contrast, if the set of 5 tasks
is assigned, the adjacency between processors is maximized, but an 8 processor
external fragmentation occurs.

Objective 1 minimizes allocations to the mesh of processors, runs counter to
objective 5, which maximizes the adjacency between processors. The contrast
between these two objectives appears when you intend to assign a large number
of tasks in the mesh of processors, and processors to which tasks are assigned are
not close enough together or contiguous, to avoid producing very high commu-
nication costs. If we consider assigning the set of 5 tasks, T0, T1, T2, T3 and T4,
the number of assignments made to the mesh is minimized, but if the positions
of the free processors in the mesh are adjacent, occur tasks will be assigned to
the the mesh in a very disjointed way, causing the adjacency of processors to be
minimal and communication costs between tasks to be very high.

Objective 2 which seeks to minimize the waiting time of tasks in the queue,
runs counter to the objective of maximizing the adjacency between processors.
Using the same example in the previous section and considering that the objective
2, sets to minimize the waiting time of tasks in the queue, upon assigning the
largest number of tasks in the mesh the wait time fora set of tasks is minimized.
In the allocation that occurs at time t, fewer jobs wait in a queue. For such cases
if two objects are a�ected simultaneously by a third objective, and we manage
to improve them, the algorithm will decide, based on this option when planning
and allocating, considering the generated cost involved in external fragmentation
and increased task starvation.

Objective 4, which aims to minimize the starvation of tasks, runs counter to
the objective 5, which maximizes the adjacency between processors. The decision
to allocate a greater number of tasks to minimize waiting times and maximize
the use of processors, seems like a viable option, but if we consider a third goal
in con�ict that tries to reduce task starvation in the system, we �nd then that
we are in favor of two objectives (2 and 3), and sacri�ce also 2 (objectives 4
and 5).

Based on the explained examples, we have found that maintaining a strict
control of tasks that �t in the mesh, to meet the proposed objectives, produces
exhausting searches in the queue, and calculations to locate tasks in the best
position in the mesh [12]. Rather than seeking the best positions of tasks in the
mesh, you should perform an analysis of the objectives, which seek to optimize,
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because when trying to locate submeshes of sizes that the tasks required for
the sole purpose of being contiguous, without considering a evaluation of other
objectives, can lead to poor results in response times and system performance.

Based on the above explanations, in this paper a scale of priorities for the
objectives is made, to be considered during the planning and allocation of tasks
in multicomputers systems. It is noted that this scale of priorities, is considered
in the algorithm proposed in this paper, and with this the results explained in
the section of results were obtained.

6 Scale of Priorities of the Objectives

This paper presents a strati�cation of the proposed objectives, based on the
results obtained with the algorithm UMDA and observations made in the above
experimentation have been performed in order to determine the best allocations,
should similar or identical l values be found when compared to those of objec-
tive's rankings.

Strati�cation proposal is as follows:

1. Objective 5, which sets to maximize adjacency between processors, is con-
sidered the major goal in the allocation for �ve situations that arise during
task assignments to the mesh of processors, in experiments: the �rst factor to
consider is the communication time tasks consume during execution, because
the non-adjacent processors generate very high communication costs and
even more when to perform tasks that require large quantities of processors
within the mesh. Although the search for free submeshes is a tedious process
and consumes time from the processor, it is a task that should be extensive
at any time.

2. Objective 3, maximize the use of processors to reduce external fragmentation,
is considered secondly because of its importance in the allocation of the
processors in the mesh. It is importance, is that it serves as a support for
Objective 1, the experiments conducted allow us to observe that in order to
maximize the use of processors, allocations should be made in the greater
number of processors that are adjacent within the mesh of processors. To
meet this objective, the algorithm that makes �nding free submeshes must
be big enough.

3. Objective 4, minimize task starvation, it is located on the third level of
importance, because being able to meet the two prior objectives this allows
a safe handling of tasks, that require large numbers of processors in the
mesh, thus avoiding task starvation. If the free search algorithm submeshes
provides sets of adjacent free processors, it is possible to avoid task starvation
upon placing them within the mesh.

4. Objective 1, minimize the number of assignments to the mesh of processors,
i.e. minimize the number of plani�cations, that the algorithm must perform
with the tasks that remain in the mesh, it is considered as the fourth objective
of importance to the evaluation and is considered to include Objective 2,
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because achieving being able to minimize the number of assignments, to the
mesh of processors reduces the time that tasks waiting in the queue

5. Objective 2 is considered a level 5 of importance, which sets to decrease the
waiting time of tasks in the queue.

7 Results

The experiments were performed with di�erent workloads in the Liebres In-
teligentes [14] system and with di�erent sizes in the queue. Size loads of 256,
512, 1024 and 2048 tasks are considered in the system. The lengths of the queue
are carried out in 10, 20, 30 and 50 tasks with their respective subtasks. The
number of subtasks for each task is 255 at most, considering that the size of
the mesh of processors is < 16× 16 >. In �gure 2, the results obtained for each
objective function are shown. For reasons of space, only the loads on the system
and the values obtained for the objective function are shown, up to 800 tasks.

Fig. 2. Experiment 1, the chart shows the values obtained for the objective functions

In the X coordinate, di�erent system loads are shown and in the Y coordinate
obtained values of the objective functions are given. The performance of the
functions, shown at the bottom of the graph, identify the symbol used for each
function, the order of the functions is ascending, not by degree of importance.

In the following paragraphs the results for each objective, and the impact
they have over the functions of planning and allocation of tasks are explained.
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The values for function 5, maximize adjacency between processors that seek
to assign tasks with the highest degree of contiguity, show that with values of
less than 100 task workloads, no acceptable values are had, but as the number of
task execution increases, values signi�cantly improve. The function is observed
in this part, the number of subtasks processed exceeds the average, ie exceeds
128 subtasks task.

Function 4, minimizing starvation task has a high tendency, because the
tasks that are to be processed contain a large number of subtasks, causing fewer
tasks with subtasks to be addressed quick through the system. As large tasks
are evicted, starvation tends to stabilize at acceptable levels causing a greater
�uency in job processing.

The 3rd function, maximizes the use of processors, considered one of the
most important functions for the system, it has a tendency to group values,
with the results of the function 5, but as the number of tasks to be processed
increases, there is a dispersion in a middle point whose tendencies show that upon
obtaining higher adjacency the use of processors decreases, especially when the
system starts to process jobs with a large number of subtasks.

Function 2, decreases the time that a task expected to be attended in line,
shows a very clear trend, when tasks are processed with fewer resource require-
ments, waiting times are very short, due to the planning carried out by the
algorithm . Otherwise, when the tasks are processed containing a large number
of requirements, waiting times are higher, which undoubtedly, upon increasing
the number of resources, this trend is easily improved. This is shown in the graph
when loads between 200 and 400 jobs are processed; the values of the functions
are �red very easily.

Finally, function 1, which seeks to minimize the number of assignments that
the algorithm performs, shows very poor booting trends, but as the implemen-
tation progresses, their values are signi�cantly improved. It�s tendency with the
values of the function 2, makes it a dependent function that takes a curve to
the values acquired in function 2. As function 2 has better values that represent
a decrease of time a task has to wait to be served in the queue, the number
of assignments that the allocator algorithm performs is substantially reduced.
Function 2 in conjunction with function 1, has a high degree of importance on
the results that the system puts out, so it is important to consider them as
priorities.

Figure 3 shows another exemplifying embodiment of the system. With a
greater number of tasks in the system, value trends are similar to the previous
graph. With this example, it is intended that the functions obtain values that
correspond to a greater load in the system. The analysis that is done in this
experiment, allows us to observe that the functionality of the planning algorithm
is feasible when used with heavy system loads.
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Fig. 3. Experiment 2, the chart shows the values obtained for the objective functions

8 Conclusions

Multicomputers systems are a viable option for parallel processing, because of
their growth in terms of computing power and distributed storage. The inherent
problems associated with their architecture are the planning and allocation of
tasks. For allocating tasks to the mesh of processors many techniques based on
di�erent strategies have been proposed through: geometric �gures that move
across the screen to locate the free submeshes, adjustments to free submesh
application sizes and techniques based on random assignments. Most of these
techniques make use of planning policies, based on the �rst to arrive is the �rst
to be served (FIFO First Input, First Output), that is, pre-planning is not used
in the queue, furthermore it only seeks to solve one problem: the one that deals
with adjacent or contiguous allocation to be able to reduce message passing
between tasks and subtasks.

The method presented in this document deals with the problem of planning
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and allocation of tasks on a multicomputer system as a multiobjective problem,
conducting an analysis of how each goal impacts system performance, by means
of using an evolutionary algorithm. The objective of this analysis is to show the
values that functions present when goals are opposed, both in the planning and
allocation of the mesh processors.

With the obtained results using the Liebres Inteligentes multicomputer sys-
tem it is possible to deduce that in order to evaluate an allocation technique
of processors in a mesh, it is necessary that this technique evaluates at least 5
di�erent objectives, because in this way, you can determine that not only one
problem will be solved, but a set of values that balance a solution will be had.
An approach that seeks to solve only one objective, is not feasible, for example,
one that seeks to solve task adjacency and allows system response time is not
considered in the formulation of the solution.

Finally, it is very important to mention the work that is to be performed by
the free submeshes search algorithm, within the mesh of processors, because it
is what supports, monitors and ful�lls the most important objectives within the
proposed strati�cation in this paper research.
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Abstract. In this paper the Purchasing Scheduling Problem (PSP) with limited 

funds is presented. PSP is formulated through the optimization of two objectives 

based on the inventory-supply process: maximization of satisfied demands and 

minimization of purchasing costs. The problem is solved using two variants of 

the Ant Colony System algorithm (ACS), designed under Pareto's optimization 

principle in which elements of multi-objective representation for computing a 

feasible solution are incorporated to the basic design of ACS. Experimental 

results reveal that the Pareto approach improves solutions over the ACS in 8%, 

obtaining an efficiency of 80% solving the set of PSP instances as purchasing 

plans. This reveals the advantages of developing evolutionary algorithms based 

on multi-objective approaches, which can be exploited in planning and 

scheduling systems. 

Keywords: Purchasing scheduling problem, multi objective optimization, ant 

colony system algorithm 

1 Introduction 

The purchase of goods is an essential activity for companies and business. It is the 

process that involves supply based on searches of items in physical facilities, 

information of products to check inventory stocks, objects or items in big catalogs and 

supply of goods on supplier locations. All these activities are periodically executed 

based on customer demands and the inventory control, associated with the availability 
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of economic resources and the storage space in warehouses. In this manner, the 

Purchasing Scheduling Problem (PSP) (introduced in [1]), establishes a mathematical 

approach to compute purchasing schedules when demands are variable. Industrial 

application of PSP is defined as a graph-based problem with several objectives, for 

example maximization of demand satisfaction, minimization of purchasing costs, 

maximization of inventory supplies and minimization of supply times.  

In addition, multi-objective formulation of PSP faces additional constrains such as 

penalties to influence a schedule with a subset of desired elements, which implies a 

quality factors in purchasing related with customer preferences [2, 3], critical supply 

times [4], negotiations in economical lots of orders [5], categorization of products to be 

purchased [6], and availability of physical space at warehouse facilities [7] when stock 

must be supplied. For this reason, selection of appropriated goods to be supplied for 

inventory has become a complex and multi-objective task, whose approach determines 

the efficiency of a purchasing plan. It is desirable to optimize economical resources in 

the companies able to produce, distribute and sell their products according to the supply 

chain. 

2 The Purchasing Scheduling Problem 

The Purchasing Scheduling Problem (PSP) is defined through a catalog of products like 

a weighted graph G = (V, E), where 𝑉 = {𝑃 ∪ 𝑆} consists of a set of n products (P) per 

m suppliers (S). The set E is formed by pairs (p,s), 𝑝 ∈ 𝑃 and 𝑠 ∈ 𝑆. Each pair has a 

cost cps to purchase a product p from any s supplier. Purchasing process is organized 

through orders PPk   (or demands), where k represents a decision maker (a purchaser) 

with a number nk of products to be satisfied with an available fund ak. In these concepts, 

PSP optimizes two objectives: maximization the amount of satisfied products (for each 

order Pk) and minimization of purchasing costs (cps) in an inventory cycle. These 

objectives introduce the field of multi-objective computation.  

3 Multiobjective Optimization 

Muitivariant and multiobjective nature of real problems present a challenge to 

development of efficient algorithms. As a consequence, computation of optimal 

solutions in a multi-objective problem (MOP) is computationally intractable [8] when 

large-scale instances are solved. As a consequence, optimal solution of MOP is not 

possible to compute because MOP is represented by a set of objectives in conflict. This 

is why computation of solutions in a MOP consists of establish the set Pareto front  

PS = {s1 , s2 ,.., sm} with sm solution vectors of the problem, where feasibility of 

solutions is given in terms of dominance and efficiency of Pareto. 

Dominance is defined according to the analysis of objectives in pairs. It establishes 

that objective PSs j   dominates a vector PSs j ' if and only if 

 pjss jj ,...,1,'  , with at least one index j for which the inequality is strict 
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(denoted by 'jj ss  ). Efficiency of Pareto defines a feasible solution sj, for which 

there does is no other solution 'js  such as  )'()( jj szsz  . It implies that sj is a non-

dominated solution (or Pareto optimal).  PSP implies the solution of two objectives 

based on warehouse operations, in which these represent opposite decisions. It defines 

a multi-objective scene of PSP in terms of a graph-based problem, needed to compute 

efficient solutions for the related MOP in PSP. 

4 PSP Formulation 

PSP is formulated through the next data sets: 

The general inventory catalogue sets: 

    P: is the set of products in an inventory catalog with n products.   

    Pk: is the set of products to be purchased with nk products, PPk  , k=1,2,…,s     

    S: is the set of suppliers in the product catalog with m suppliers. 

The model uses the next variables: 

   k is the number of orders in each inventory cycle. k = 1,2,…, s 

   cij is the cost to purchase a product i from a supplier j. 

   ak represents the available funds for each order k. 

   xijk is an integer variable {0,1}. It has a one value if a product i is assigned to the 

supplier j in the order k, zero in otherwise.  

Objectives of PSP are defined with the f and g coefficients, a normalized objective 

values in the domain [0,1], where f represents a profit in terms of satisfied demands and 

g indicates a uniform reference with regard to the assigned cij values for each assigned 

product. These values are based on the utility principle proposed in [9;10;11], defined 

through expressions (1) and (2).           
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Solution of a multiobjective problem is defined in [12] as a single-objective based 

on a utility value, following a decomposition strategy. For this reason, objective g is 

inverted and solved as a maximization objective. As a result, PSP is defined in the 

general model of expressions (3)-(5): 

 gfz  maximize ,           (3) 

Subject to: 
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The z value of equation (3) has a one-value when all products have been assigned (f 

is optimal and the dominant objective); in the other hand, a zero-value indicates that g 

is the dominant objective. Expressions (4)–(5) establishes constrains of available funds 

in the integer model.  

5 The Ant Colony System Algorithm 

The Ant Colony System (ACS) algorithm [13] is a well-known method to solve graph-

based problems. Construction procedures of solutions in ACS are based on selection of 

arcs (i,j) of a graph. Ants travel around the roads, leaving an amount of pheromone ij  , 

used to determine the desirability of the roads ij . These parameters are used by 

artificial ants to generate desirable routes, such as the feedback process of natural ants 

that looks for the shortest paths between the anthill and the food sources. Evolutive 

process (iterative) of ACS permits evaporation of pheromone trails to converge towards 

the most feasible routes, which optimize objectives of the problem. General ACS 

procedure is presented in Fig. 1. 

 

 

1 Procedure ACS_Algorithm () 

2      Initialize_parameters ( ij , ij ) 

3       While(isReached(stopCriteria)) do 

4             constructionProcedure( ij , ij ) 

5             updateOfPheromoneTrailsProceduure( ij ) 

6       End_of_while 

7 End Procedure 

Fig. 1. The AntColonySystem Procedure 

 

The constructionProcedure in ACS_Algorithm builds routes with the desirable nodes 

in the problem using a transition rule. It defines a basic multi-objective ant colony 

system algorithm, defined in [1], and based on the multi-objective formulation of PSP. 

This algorithm creates solutions through of selection of arcs of i products that are 

purchased to the j suppliers, where selection of the next i-th product is randomly 

performed in each order Pk. When a product has been selected, the supplier j  is chosen 

using the parameter q0 of equation (6). 
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When q<q0, a deterministic selection is performed using the ij  and ij  , and the 

constructive parameters α and β of ant algorithms; otherwise a roulette is executed 

through the computation of the function f of expression (7). This function is used to 

explore the neighborhood Nk(i) of suppliers for the i-th product to be selected. This 

exploration is performed through the pij values. 
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When an ant chooses a feasible arc (i,j), local evaporation of pheromone is 

performed using the 0  values and the ]1,0[ parameter of expression (8). This 

process is executed while ants have feasible arcs to select in constructionProcedure. 

                                          00 1   ij
                            (8) 

Once those ants have completed their solutions in constructionProcedure, global 

updating of pheromone (the updateOfPheromoneTrailsProceduure) is performed 

according to equation (9).  

      (9) 

Where ij represents the amount of deposited pheromone, which is computed like 

a measure cumulative uniform of the selected products by an ant in an order Tk. 

Expressions (6)-(9) define the heuristics of the basic design for the ACS algorithm, 

commonly used in single-objective problems (such as the aggregation described in the 

PSP formulation). However, solution of PSP requires a diversification of the search in 

the solution space, needed to reach the best solutions according to the Pareto’s 

efficiency principle. Reason why, the knowledge based on Pareto’s approach is 

incorporated to the ACS design to solve the related multi-objective problem. 

6 The Pareto Optimization approach 

Pareto Optimization has been used in optimization to obtain a Pareto Optimal Set to 

solve multiobjective problems [14]. All solutions in the Pareto’s set are non-dominated 

solutions. In this way, Pareto Ant Optimization establishes the set of non-dominated 

solutions with a number of ant colonies that have the same number of ants. In its 

evolutive process, solutions of ants are compared and the pheromone updating process 

       ,  , 1 kkkijijij PTTi,j  
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is applied to the non-dominated solutions. Pareto Ant Optimization defines two variants 

over the basic design of ACS to solve multi-objective problems. It is based on multi-

objective heuristic rules that permit to guide the ants in the             constructionProcedure 

over different regions of the solution space. The first variant (P-ACO1) defines a 

modified   rule used in global updating of pheromone. It is computed through 

equation (10).  

 

2
1








 





gf

nk

ij
 (10) 

The   values of expression (10) introduce a profit/cost relationship between 

objectives using a  value, used according to [15] as a balancing parameter in selection 

of arcs. Where nk is the size of the problem. The ij  values in global updating process 

ensure a faster convergence for ant algorithms in based-graph problems. However, an 

appropiated   value can determine a better efficiency in solutions of a MOP.   

The second variant (P-ACO2) consists of introducing pheromone values per each 

objective 
k

ij . In addition of pheromone values, also heuristic values 
k

ij  are added 

according to the k–th objective. This strategy permits a further exploration for each 

single-objective in cases where arcs are selected in non-deterministic way. It is used to 

determine solutions in the Pareto’s front. Consequently, P-ACO2 algorithm defines the
f

ij ,
g

ij ,
f

ij  and 
g

ij
 
values, which represents the uniform profit/cost values for 

objectives in PSP. These parameters define the multi-objective selection rule of 

expression (11), which defines the third form to compute solutions in the 

constructionProcedure of ACS. 
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     (11) 

Where ]1,0[  represents the relative importance of the different objectives 

according to [16]. Selection of arcs (i,j) related to the heuristic rule of equation (11) 

implies that updating pheromone requires a multi-objective definition in design of the 

P-ACO2 variant. Therefore, 
k

ij  
values are introduced as a performance measure of 

the current solution with regard to the k objectives of the problem, used in global 

upgrading of pheromone. Once that all arcs (i,j) are selected in  constructionProcedure,  

the P-ACO2 variant performs an upgrading rule (incorporated in 

updateOfPheromoneTrailsProceduure) that uses the  values per each k objective (
f

ij  and 
g

ij ), defining a dual updating process according to expression (9). Where 

the   values are computed like the inverse of the maximum profit 
f

ij and minimum 
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cost 
g

ij  (best ant solutions) respectively. These variants in the multi-objective scene 

diversify the construction of solutions for PSP, providing to the ACS algorithm 

different exploration degrees to build feasible solutions for the orders (Tk) according to 

the formulation of PSP. 

7 Architecture of Solution 

The proposed approach follows the architecture of Fig. 2. In which the constructive 

process of purchasing schedules of PSP is described. Architecture consists of two 

modules: Preprocessing and Optimization. Preprocessing module is used to extract 

information of PSP sets of a database model (proposed in [17]). This action generates 

a PSP input instance which consists of a plain-text file, used to establish the solver 

independent to the database. It permits the use of the architecture in several purchasing 

scenarios, giving support to the staff of the purchasing personal.  

 

 

 

 

 

 

 

Fig. 2. Proposed solution methology. 

Optimization module receives a PSP input instance and executes the basic ACS 

defined in [1], and the two Pareto-based variants described in this work. In each 

execution, the best solution of a determined algorithm is presented like a purchasing 

schedule to decision makers. It represents an optimized solution with regard to the 

objectives and constrains of PSP, whose efficiency is then analyzed by the purchasers 

to establish the decision to buy. 

8 Experiments and Results 

Due to real instances of PSP were unavailable, a dataset of ten orders was built using a 

pseudo-random number generator. It uses the queries of web catalogs, stored in a model 

inventory database. The generator creates the orders with different prices and suppliers 

for products, maximum and minimum prices for products and available funds. 
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Parameters of generator are shown in Table 1. It supposes an inventory cycle with ten 

orders (purchasers), where some products have costs more expensive than available 

funds. 

Table 1. Input parameters for instances generated for PSP. 

Orders 

(k) 

Number of  

Products (nk) 

Min price Max price Available Funds 

1 126 14.00 10999.00 25000.00 

2 123 73.00 60000.00 50000.00 

3 63 29.00 120000.00 40000.00 

4 146 99.90 15980.00 65000.00 

5 70 3.00 60000.00 30000.00 

6 194 56.90 20000.00 80000.00 

7 128 75.00 18799.00 75000.00 

8 119 95.00 18000.00 55000.00 

9 108 3.00 88996.00 48000.00 

10 126 14.00 11499.00 40500.00 

 

Instances were solved in an Apple MacBook Pro device model A1286, four-core 

processor (2.4 Ghz per core), 8 GB of RAM memory, 750 GB hard disk under Mac OS 

X 10.9 Mavericks. ACS and its multiobjective variants (P-ACO1 and P-ACO2) were 

developed in Java Standard Edition 8 with Eclipse Luna. At each execution, an 

accumulated sum (∑) is stored with the number of times in which the values of best 

solutions are reached. It indicates the exploration degree of each algorithm.  

Table 2. Solutions of PSP with ACS and ACO variants based on Pareto approach. 

Algorithm         Iterations 1000 5000 10000 15000 20000 30000 

ACS 

f 0.8301 0.8513 0.8431 0.8212 0.8205 0.8452 

g 0.1150 0.1005 0.1030 0.1278 0.1288 0.1026 

∑ 22.31 24.17 23.32 26.47 25.22 25.53 

t  895.75 8753.96 15830.87 9840.30 18963.43 16732.78 

P-ACO1 

f 0.8643 0.8513 0.8216 0.8807 0.8895 0.8772 

g 0.0818 0.0963 0.1230 0.0795 0.0751 0.0894 

∑ 16.45 12.29 18.73 17.55 17.34 22.73 

t  667.71 5542.52 8754.93 5503.87 13927.54 29453.01 

P-ACO2 

f 0.8801 0.8582 0.8870 0.8925 0.8858 0.8993 

g 0.0849 0.0991 0.0802 0.0755 0.0763 0.0722 

∑ 28.72 23.55 30.05 32.92 28.64 30.63 

t  1350.64 6922.03 22532.98 25073.84 21569.23 27954.91 
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Additionally, average time computation is measured (t) in which best solutions of 

ACS are reached, and the f and g average values for each instance. Table 2 shows the 

performance for ACS and Pareto-ACO variants for six tests with 30 executions with: 

1000, 5000, 10000, 15000, 20000 and 30000 iterations for each algorithm. Parameter 

values established to test the algorithms were:  q0 = 0.5, ρ=0.1, θ = 0.5, λ = 0.2,α = 1 

and β = 2. In each execution, the best solution is storage to establish the average 

performance that is presented in Table 2.  

Results of Table 2 indicate that ACS reaches a 72% in average of z values, in an 

average time of 12 seconds. It presents a variation coefficient of 0.76 with a Pearson 

Correlation Coefficient of -0.98. P-ACO1 algorithm improves in average 5% the results 

of ACS, but according to the ∑ value, the search is more directed towards a faster 

convergence (∑ average value is less than ACS). It demonstrates that P-ACO1 variant 

over the ACS algorithm is able to improve the solutions of PSP. Even though P-ACO1 

reaches a variation coefficient of 0.81, the Pearson correlation is established in -0.94. 

It reveals a slow deviation P-ACO1 directing the search in the Pareto front with regard 

to ACS. However, results demonstrate P-ACO1 variant diversifies the search and 

reaches a faster convergence than ACS. 

In the other case, results of the P-ACO2 algorithm demonstrates that introducing 

pheromone values per each objective give to the ACS enough exploration degree to 

improve objective results of ACS by 8%, and 3% in average results of the ACS and P-

ACO1 variants, reaching the 80% in average in z values. Effects of this are shown in 

the ∑ column. This exploration average is supported by a variation coefficient of 0.83 

and a correlation coefficient of -0.98, which establishes a diversified and further search 

in the Pareto Front. Efficiency of P-ACO2 can be also observed in the average time of 

computation for the best solutions (17 seconds in average). Although it presents slower 

convergence, it is proved that P-ACO2 variant represents the best alternative when 

testing configurations for the ant algorithms, described in terms of Pareto efficiency 

solving PSP. 

9 Conclusions and Future Works 

In this paper, the Purchasing Scheduling Problem was approached with three variants 

of the Ant Colony System Algorithm. The first variant (ACS) represents an efficient 

strategy when the search in the problem looks for a single objective, providing good 

solutions. In the same manner, it was proved that hybridization of the ACS algorithm 

using the Pareto principles is helpful in discovering different regions of the solution 

space, giving better solutions with the test parameters.  

Consequently, an alternative to compute the Pareto optimal values can be 

approached using some neighborhood techniques, such as the classical 3-Opt and Cross 

Exchange operators over the P-ACO1 and P-ACO2 algorithms, well-known operators 

that usually improve results of the ACS algorithm. Additionally, results of P-ACO1 and 

P-ACO2 algorithms to determine the importance of the constructive parameters (θ and 

λ) in the proposed Pareto’s approach. 
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Efficiency of PSP solutions and speed of computation show the advantages of 

developing evolutionary algorithms to integrate them in complex decision-making 

systems. They can be used as planning tools to develop ERP systems (Enterprise 

Resource Planning), reliable information technology resources to implement in 

industrial and organizational environments. 
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Abstract. The pickup and delivery problem (PDP) considers a set of
transportation requests, which specify the quantity of product that has
to be picked up from an origin and delivered to a destination. There
exist a number of vehicles available to be used for completing these
tasks. PDP consists of finding a collection of routes with minimum
cost, such that all transportation request are serviced. Traditionally,
cost has been associated with the number of routes and the total travel
distance. However, in many applications, some other objectives emerge,
for example, the minimization of travel time and the maximization of the
collected profit. If we consider all these four objectives equally important,
PDP can be tackled as a many-objective problem. In this paper we are
interested in analyzing this many-objective problem in order to study
some of its properties, specifically, (i) the change of difficulty when the
number of objectives is increased, and (ii) the conflict degree between
each pair of objectives. In order to analyze these topics, we compare the
performance of a recently proposed multi-objective evolutionary algo-
rithm against that of the well-known ε-MOEA, which has shown good
results in many-objective problems.

Keywords: Many-objective optimization, pickup and delivery problem,
evolutionary algorithm

1 Introduction

The pickup and delivery problem (PDP) is part of the class of problems known
as vehicle routing problem (VRP) [7], which is well-known to be NP-hard [9].
The PDP considers transportation requests, which are defined between pairs of
customers (origin and destination). The problem consists in designing a set of
routes with minimum cost to service all transportation requests.

Cost is regularly associated with the number of routes and the travel dis-
tance, however, there are several other sources of cost [6]. One generalization of
the PDP is the PDP with time windows and selective requests (PDPTWSR),
which considers two additional sources of cost, namely the travel time and the
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uncollected profit. Moreover, if those four objectives are considered to be equally
important, PDPTWSR can be tackled as a many-objective problem.

The PDPTWSR is defined as follows. There is a set V = {0, 1, . . ., N , N +
1, . . . , 2N} of 2N + 1 vertices. Customers are represented by the vertices in
the subset V ′ = V \ {0}. Each customer i ∈ V ′ is geographically located at
coordinates (xi, yi), and has an associated time window [bi, ei], during which
it has to be serviced, and a service time si required to load or unload goods.
Customer subset VO = {1, . . . , N} corresponds to the pickup locations, while
customer subset VD = {N + 1, . . . , 2N} represents the delivery locations.

The set T R = {1, . . . , N} represents N transportation requests. Each trans-
portation request i ∈ T R specifies the size qi of the load to be transported and
the locations j ∈ VO and k ∈ VD where the load will be collected (origin) and
delivered (destination), respectively. Finally, each transportation request i ∈ T R
has an associated profit pi, hence P =

∑
i ∈ T R pi is the total possible profit.

The vertex 0 is located at (x0, y0) and has a time window [0, e0 ≥ max {ei :
i ∈ V ′}]. This vertex is the base of a homogeneous fleet of vehicles which have
capacity Q, greater or equal to the maximum size of the loads to be transported.

The travel between vertices i and j has associated costs, such as the dis-
tance dij (relating to fuel cost) and travel time tij (relating to driver salary).
Transportation requests are optional to be serviced, this means that origin and
destination customers associated to a request might not be visited. Therefore,
if they are not visited, there is no profit collected from that request. For the
benchmark problems to be considered later, unit velocity and direct travel are
assumed, so the times and distances are both simply taken to be the Euclidean
distances. Moreover, the profit pi associated to transportation request i ∈ T R
will be equaled to the size qi of the transportation load. For real-world problems,
however, the distances dij are unlikely to be Euclidean, the travel times tij are
unlikely to be simply related to the distances, and profit does not necessarily
involves only the load to be transported.

The aim of the problem is to find the set of a minimum number routes
which minimize the total cost, the travel distance and the uncollected profit,
such that: (i) each route starts and ends at the base, (ii) customers related
to each transportation request are visited by only one vehicle or none, (iii) the
vehicle load must not, at any time, be negative and must not exceed the vehicle
capacity Q, (iv) for each request i, its corresponding pickup location pi must be
visited in the same route and before its corresponding delivery location di, and
(v) for each request i, its corresponding delivery location di must be visited in
the same route and after its corresponding pickup location pi.

Having defined the PDPTWSR, we can define four key objectives this paper
will concentrate on minimizing, namely the number of routes or vehicles (fR),
the total travel distance (fD), the total travel time (fT), and the uncollected
profit (fP), subject to the constraints explained above.

To the best of our knowledge, the problem under study has not been tackled
before. However, the pickup and delivery problem with time windows (PDPTW)
has been subject of plenty of investigation. Many approaches for solving the
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PDPTW can be found in the literature and Parragh et al. [11] make an excellent
survey of many of them. We will review some previous studies which have tested
their approaches on the PDPTW benchmark sets of Li and Lim [10].

Li and Lim [10] introduced a metaheuristic based on a tabu-embedded sim-
ulated annealing algorithm, which restarts a search procedure from the current
best solution after several non-improving search iterations. This restart strategy
guides the local search in three neighborhoods defined to solve the general
multiple-vehicle PDPTW. This is combined with a metaheuristic based on a K
restarts annealing procedure with tabu-list to avoid cycling in the search process.
In addition, authors generated several benchmark instances which are used in
this study. Bent and Van Hentenryck [1] proposed a two-stage hybrid algorithm.
The first stage uses a simple simulated annealing algorithm to decrease the num-
ber of routes, while the second stage uses a large neighborhood search to decrease
the total travel distance. Ropke and Pisinger [12] presented an adaptive large
neighborhood search, which is and extension to the large neighborhood search
and the ruin-and-recreate heuristic. The proposed method is composed of a
number of competing subheuristics that are used with a frequency corresponding
to their historic performance. Hasle and Kloster [5] introduced SPIDER, which
is a heuristic approach based on local search. This approach has three phases:
construction of initial solutions, tour depletion, and iterative improvement. The
construction phase considers extensions of classical constructions heuristics as
well as other methods proposed by the authors. In the tour depletion phase, a
greedy tour removal heuristic is invoked. A single tour is depleted, and insertion
of the unassigned orders in the remaining tours is attempted. The new solution
is accepted if all unassigned orders are successfully inserted in the remaining
tours. Finally, the iterative improvement phase is based on variable neighborhood
descent, using a selection of several intra-tour, inter-tour, and special operators.

In the above reviewed studies, the PDP has been solved considering the min-
imization of the number of routes first, and then, the total travel distance. More
recently, Garćıa-Nájera and Gutiérrez-Andrade [3] proposed a multi-objective
evolutionary approach for solving the PDPTW, minimizing the number of routes,
the travel distance, and the travel time simultaneously. Their approach was able
to find many best-known solutions to benchmark instances and outperformed a
well-known multi-objective optimizer.

As far a we are concerned, the study of Garćıa-Nájera and Gutiérrez-Andrade
[3] is the only regarding the solution of the PDPTW considering multiple ob-
jectives. The present study aims at remedy this situation, that is, the aim is to
analyze the many-objective problem in the sense of how difficult the problem is
when more objectives are considered.

The remainder of this paper is organized as follows. Section 2 introduces
the main concepts of multi-objective optimization and explains the performance
metrics that are used here to compare algorithms. The multi-objective optimizers
used in this study are briefly described in Section 3. Then, Section 4 presents the
analysis of the results from both algorithms. Finally, we present our conclusions
in Section 5.
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2 Multi-objective Optimization Problems

Any multi-objective optimization problem can be defined, without loss of gener-
ality, as the problem of minimizing f(x), subject to gi(x) ≤ 0, ∀ i ∈ {1, . . . , p},
and hj(x) = 0, ∀ j ∈ {1, . . . , q}, where x ∈ X is a potential solution to the
problem, X is the domain of solutions, f : X → Rm are the m objective functions,
and the constraint functions gi, hj : X → R delimit the feasible search space.

We say that solution x dominates solution y, written as x ≺ y, if and only
if fi(x) ≤ fi(y), ∀ i ∈ {1, . . . ,m}, and ∃ j : fj(x) < fj(y). Consequently,
solution x ∈ S ⊆ X is non-dominated with respect to S if there is no solution
y ∈ S such that y ≺ x. Solution x ∈ X is said to be Pareto optimal if it
is non-dominated with respect to X , and the Pareto optimal set is defined as
Ps = {x ∈ X | x is Pareto optimal}. Finally, the Pareto front is defined as
Pf = {f(x) ∈ Rm | x ∈ Ps}.

In contrast, with single-objective problems, where one can straightforwardly
compare the best solutions from the various approaches studied, multi-objective
problems have to compare whole sets of solutions. Many performance indicators
have been proposed in the literature, being two of them the hypervolume and
the generational distance, which are explained next.

2.1 Hypervolume Indicator

The hypervolume performance metric H(A, z) concerns the size of the objec-
tive space defined by the approximation set A, which is limited by setting
a suitable reference point z. Formally, for a two-dimensional objective space
f(x) =

(
f1(x), f2(x)

)
, each solution xi ∈ A delimits a rectangle defined by(

f1(xi), f2(xi)
)

and the reference point z = (z1, z2), and the size of the union of
all such rectangles is used as the measure. This concept can be extended to any
number of dimensions m to give the general hypervolume metric [13].

2.2 Generational Distance Indicator

In order to evaluate the convergence of the algorithms to the Pareto front we
adopted the generational distance indicator GD, which is defined by GD(A) =

1/|A|
(∑|A|

i=1 d
2
i

)1/2
, where di is the Euclidean distance between each solution

xi ∈ A and the nearest member of Pf .

3 Many-objective Optimization of the PDPTWSR

In this section, the two multi-objective optimizers used in this study for solving
the many-objective PDPTWSR are briefly described. The first is the well-known
ε-MOEA [2], which has been proved to be successful in a number of applications.
The second is the multi-objective evolutionary algorithm recently proposed by
Garćıa-Nájera and Gutiérrez-Andrade [3], hereinafter GN-MOEA, which is able
to find appropriate Pareto approximations to the related problem PDPTW.
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3.1 ε-MOEA

Deb et al. [2] proposed ε-MOEA, based on the ε-dominance concept introduced
in [8] that states: Let x,y ∈ Rm. Then, x is said to ε-dominate y for some ε > 0,
denoted as x �ε y, if and only if (1 + ε) · xi ≥ yi,∀ i ∈ {1, . . . ,m}.

In ε-MOEA, the search space is divided into a number of hyper-boxes and
diversity is maintained by ensuring that a hyper-box can be occupied by only
one solution. ε-MOEA randomly initializes a population. The non-dominated
solutions of are copied to an archive population. Two solutions are chosen as
parents: one is chosen from the population and one is chosen from the archive
population. One offspring solution is created using these parents. If the offspring
dominates one or more population members, then the offspring replaces one
of them (chosen at random). On the other hand, if any population member
dominates the offspring, it is not accepted. When both the above tests fail (that
is, the offspring is non-dominated to the population members), the offspring
replaces a randomly chosen population member, thereby ensuring that the EA
population size remains unchanged. For the offspring to be included in the
archive population, the offspring is compared with each member of the archive
using ε-dominance criterion.

3.2 GN-MOEA

Garćıa-Nájera and Gutiérrez-Andrade [3] proposed a problem-specific multi-
objective evolutionary algorithm (GN-MOEA) for minimizing three objectives of
the PDPTW simultaneously, namely the number of routes, the travel distance,
and the travel time. GN-MOEA uses an encoding of list of lists: a route is
encoded as a list and a solution as a list of routes. They use the non-dominance
sorting criterion [4] to assign fitness to individuals. Solution similarity is used as
a diversity measure. This is simply computed as the ratio of the number of arcs
that are common in two solutions to the total number of arcs traversed in both
solutions. This measure is used in the mating selection process, since one parent
is selected according to the diversity measure and the other is selected according
the fitness. These parents are selected by using the tournament selection method.
Crossover aims at combining routes from both parents, while mutation exchanges
transportation requests between routes, and removes transportation requests
from one route and inserts them into another.

4 Experimental Study

Our study has two main purposes. Firstly, to determine which of the two multi-
objective optimizers described in the previous Section has a better performance
on the problem at hand, and secondly, to perform a many-objective analysis
of the PDPTWSR. To this end, we carried out two sets of experiments. The
first set (RDT) considered the objectives number of routes (fR), travel distance
(fD), and travel time (fT), and the minimization of four combinations of these
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objetives, namely fRfD, fRfT, fDfT, and fRfDfT. The second set of experiments
(RDTP), took into account the three previous objectives plus the uncollected
profit (fP), and the minimization of five combinations of these four objectives,
namely fRfP, fRfDfP, fRfTfP, fDfTfP, and fRfDfTfP.

In order to have controlled experiments, we used the PDPTW benchmark
sets of Li and Lim [10], which include 56 instances of size N = 100, and are
divided into six categories: lc1, lc2, lr1, lr2, lrc1, and lrc2. Crossover and mutation
operators used in GN-MOEA were set also in ε-MOEA for fair comparison.
We ran both algorithms 30 times for each problem instance. The GN-MOEA
parameters were set to the values reported in [3]: population size = 100, number
of generations = 500, tournament size = 5, and mutation probability = 0.1.
These values were also set in ε-MOEA, plus the number of hyper-boxes = 100.

4.1 Analysis of the Hypervolume Indicator

To compute the hypervolume indicator, we require an appropriate reference
point. From the 60 Pareto approximations (30 from GN-MOEA and 30 from
ε-MOEA) for each instance, we took the maximum value for each objective, and
the reference point z was set 10% above each dimension’s maximum value.

For each instance and repetition, we took the non-dominated set and com-
puted the hypervolume covered by those solutions. Then, we applied a statis-
tical t-test (two-sample, one-tailed, unequal variance) to the two vectors of 30
hypervolume values, from the GN-MOEA and ε-MOEA, respectively, to test
the null hypothesis that data in the vectors are independent random samples
from normal distributions with equal means. The summary of the t-test results
are shown in Tables 1 and 2, for the sets of experiments RDT and RDTP,
respectively. The first main column of these Tables show the instance category
and the number of instances comprising that category. These Tables have one
main column for each combination of objectives, and each main column has two
subcolumns, corresponding to the number of instances in each instance category
for which non-dominated solutions from GN-MOEA (GN) and from ε-MOEA
(ε), respectively, covered a statistically larger hypervolume.

From Table 1 we can observe that, in the fRfD case, both algorithms per-
formed similarly, since for only three out of 56 instances there was a statistical
difference in the size of the covered hypervolume. For the remaining three combi-
nations of objectives, it is clear that GN-MOEA found non-dominated solutions
that covered a significantly larger hypervolume for more instances than ε-MOEA.

On the other hand, from Table 2 we can see that the non-dominated solutions
from ε-MOEA covered a significantly larger hypervolume for many instances in
the cases fRfP, fDfTfP, and fRfDfTfP, while the Pareto approximations from
GN-MOEA delimited a significantly larger hypervolume in more instances for
the cases fRfDfP and fRfTfP.

Overall we can conjecture that GN-MOEA has a superior performance over
ε-MOEA when objective fRfDfT are considered, however, when objective fP is
included, ε-MOEA outperforms GN-MOEA in many cases.
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Table 1. Number of instances for which non-dominated solutions from each optimizer
cover a significantly larger hypervolume for the set of experiments RDT.

Inst. fRfD fRfT fDfT fRfDfT
Cat. No. GN ε GN ε GN ε GN ε

lc1 9 1 0 3 1 1 0 2 0
lc2 8 0 0 3 0 2 0 2 0
lr1 12 0 1 5 0 10 0 5 0
lr2 11 0 0 6 0 10 0 5 1
lrc1 8 0 1 1 0 4 0 3 0
lrc2 8 0 0 6 0 6 0 2 0

Total 56 1 2 24 1 33 0 19 1

Table 2. Number of instances for which non-dominated solutions from each optimizer
cover a significantly larger hypervolume for the set of experiments RDTP.

Inst. fRfP fRfDfP fRfTfP fDfTfP fRfDfTfP
Cat. No. GN ε GN ε GN ε GN ε GN ε

lc1 9 0 3 3 2 9 0 3 3 0 9
lc2 8 0 5 5 0 8 0 1 4 0 5
lr1 12 0 3 0 7 0 9 0 12 0 12
lr2 11 0 6 5 0 10 0 0 11 0 9
lrc1 8 1 5 2 3 0 5 0 7 0 8
lrc2 8 0 5 3 0 6 0 0 8 0 7

Total 56 1 27 18 12 33 14 4 45 0 50

4.2 Analysis of the Generational Distance Indicator

Since the optimal Pareto front is not known for the benchmark instances, for
computing GD we used, as a reference set, the non-dominated solutions resulting
from the union of all the approximation sets to Pf obtained by each algorithm
at the end of every run. In order to analyze the difficulty of PDPTWSR when
objectives are added we used the comparison of both algorithms to get use-
ful insights about its difficulty. More specifically, if the difference between the
performance of the optimizers vary with the number of objectives, that would
indicate that PDPTWSR’s difficulty vary with the number of objectives.

After computing GD for each approximation set obtained by both algorithms
we carried out the Wilcoxon rank-sum test (two-sample, one-tailed) to deter-
mine which algorithm yielded the smaller generational distance. We tested the
alternative hypothesis that the mean of GD generated by optimizer A is less
than that of B. In this test we employed a significance level of 5%. In Table 3
we present a summary of the statistical tests showing the number of instances
in which each MOEA achieved a significantly better GD value. For the set of
experiments RDTP in Table 3 we can observe that GN-MOEA outperformed
ε-MOEA in most of the instances. Interestingly, the result for fRfP does not
agree with that of the hypervolume. By analyzing some approximation sets we
realized that in some instances, although GN-MOEA generated solutions very
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Table 3. Number of instances for which non-dominated solutions from each optimizer
has a significantly better GD for the set of experiments RDTP.

Inst. fRfP fRfDfP fRfTfP fDfTfP fRfDfTfP
Cat. No. GN ε GN ε GN ε GN ε GN ε

lc1 9 9 0 9 0 9 0 0 9 0 9
lc2 8 7 0 8 0 8 0 0 2 0 5
lr1 12 12 0 3 3 4 0 0 12 0 12
lr2 11 11 0 9 0 11 0 0 9 0 9
lrc1 8 8 0 7 0 6 0 0 7 0 7
lrc2 8 8 0 8 0 8 0 0 7 0 7

Total 56 55 0 44 3 46 0 0 46 0 49
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near to the reference set, it did not cover some solutions in the middle of it. In
order to illustrate this situation, we present Figure 1, in which solutions with
7, 8 and 9 routes were not found by GN-MOEA. In this approximation sets,
GN-MOEA achieved a better GD (4.7 vs 5.15). However, with the same outputs,
ε-MOEA overcame GN-MOEA in terms of hypervolume. The explanation is that
the hypervolume contribution of those middle solutions was more important
than the hypervolume advantage produced by solutions close to the reference
set. Regarding the difficulty of PDPTWSR as the number of objective increases
we have the following observations. In some comparative studies, ε-MOEA has
shown a good performance in many-objective optimization problems. That is,
its convergence ability degrades very slowly when more objectives are added.
Therefore, we expect ε-MOEA to maintain a similar performance for every
number of objectives. The results show that, regarding both hypervolume and
generational distance, GN-MOEA outperformed ε-MOEA in most of the problem
instances with 2 and 3 objectives. In contrast, ε-MOEA obtained better indicator
values in fDfT fP and fRfDfT fP . We argue that GN-MOEA’s convergence
ability was affected by the additional objective. Therefore, this could indicate
that the difficulty of PDPTWSR increases as more objectives are added.
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4.3 Conflict among Objectives of PDPTWSR

One can expect a natural conflict between uncollected profit (fP ) and either
time (fT ) or distance (fD). However, at first sight, there is no conflict between
distance and time. In order to estimate the conflict among all pair of objectives
we employed the Spearman’s rank correlation coefficient (which value is in
[−1, 1]). That is, a coefficient value close to −1 means that one objective grows
while the other decreases. For this purpose, we test the alternative hypothesis
(significance value of 0.05) that the Spearman’s rank coefficient is negative for
a pair of objective values. The results show that, according to correlation, there
is conflict between time (fT ) and distance (fD) for many of the instances: 0,
3, 9, 11, 7, 8 for instance categories lc1, lc2, lr1, lr2, lrc1, lrc2, respectively. In
the other hand, there is no conflict at all between fR and either fT or fD, and
there is conflict between fP and fR, fD, fT in all instances. In order to illustrate
this situation we present Figures 2 and 3 in which the Pareto front of the best
approximation of Pf is plotted.

5 Conclusions

In this paper we have analyzed some properties of the many-objective PDP,
namely the change of difficulty when the number of objectives is increased, the
conflict degree between each pair of objectives, and whether the difficulty of
particular objectives decreases due to the change of the fitness landscape. To
this end, we employed two multi-objective optimizers: the well-known ε-MOEA,
which has been successful in a number of applications, and the recently proposed
GN-MOEA, which showed improved performance over a popular optimizer on
some benchmark instances of the PDP with time windows. We ran two sets
of experiments: the first to optimize different combinations of the objectives
number of routes, travel distance and travel time, and the second to optimize
different combinations of the previous objectives plus the uncollected profit.

Our analysis is threefold. First, we computed the hypervolume covered by the
non-dominated solutions found by both algorithms. For the first set of experi-
ments, we found that GN-MOEA has a better performance over ε-MOEA in three
out of four combinations of objectives, and, for the remaining case, there is no
difference between both algorithms. For the second set of experiments, ε-MOEA
outperformed GN-MOEA in three out of five combinations of objectives, and
GN-MOEA has a better performance in the remaining two cases.

Secondly, we computed the generational distance the non-dominated solu-
tions found by both algorithms. In this case, GN-MOEA solutions have a shorter
generational distance than those from ε-MOEA for all four combinations of
objectives in the first set of experiments and for three combinations of objectives
in the second set, and solutions from ε-MOEA have a shorter generational
distance for the remaining two combinations of objectives in the second set.
These results are consistent with those from the hypervolume, except for the
combination fRfP, for which ε-MOEA found solutions with a larger hypervolume
and GN-MOEA solutions have a shorter generational distance. After analyzing

59

The Pickup and Delivery Problem: a Many-objective Analysis

Research in Computing Science 104 (2015)



these results, we can argue that this situation is due to that, although GN-MOEA
generated solutions very near to the reference set, it did not cover some solutions
in the middle of it.

Finally, we analyzed the conflict between objectives. We found that there is
no conflict at all between fR and either fD or fT, however objectives fD and fT
are in conflict in many instances, and objective fP is in conflict with the other
three objectives in all the 56 instances.

After these interesting results, we believe that we can continue with our
research by investigating why ε-MOEA is not able to find better solutions than
those from GN-MOEA for the first set of experiments, that is, what are the
properties of GN-MOEA that make it a better solver when only objectives fR,
fD and fT are considered. To further analyze the many-objective performance of
both algorithms, we are planning to include at least two additional objectives.
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Abstract. Mexico is adopting the competence-based model for education 

improvement. One of the major problems is to quantify the results of assessment 

to provide a grade considering subjective data. It commonly results in the 

assignation of an arbitrary grade which is estimated by the experience of the 

teacher using the evidence from the students. This paper presents a fuzzy system 

for calculating the grade assignment at undergraduate courses considering the 

student competences. The obtained results are compared against the grades that 

are calculated with the traditional average method and those obtained with the 

pass-fail checklists method. 

Keywords: Fuzzy logic, competence education, assessment, scholar grade 

1 Introduction 

The twentieth-century educative models were focused more on teaching than learning. 

Today people need to develop the constant learning ability to be adapted to their life 

changing circumstances in a globalized environment. An overview of the educational 

paradigms in Colombia is shown in [1], which are very similar to those of many 

countries in Latin America. 

The Mexican Technological Universities Subsystem (TUS) has adopted the 

professional competencies (PC) educative system for its educational programs since 

2009. The competence-based education (CBE) system, proposes the integration of 

knowledge, competencies, and attitudes for preparing a student to solve problems 

throughout his life and when interacting with others. It is expected that a person could 

be adapted to changing contexts and show evidence of creativity, innovation, 

motivation, and values [2].  
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As CBE is a relatively recent model, there is still discussion on the development of 

curricula and assessment methods, so the need for research to face the challenges and 

limitations of the model exists [3, 4].  

In the CBE, one of the most widespread methods for assessment in Latin America is 

the evidence portfolio [5, 6]. It is evaluated by observing the results of learning (ROL) 

and a grade is assigned in function of compliance checklists. For the TUS, the grade is 

given in alphabetical and numerical scale according to the following levels: SA 

(Satisfactory = 8), when the student has attained the ROL; DE (Prominent = 9), when 

the student has achieved the ROL and exceeds the requirements; AU (Autonomous = 

10), when the student exceeds the ROL in different contexts [7]. When learning 

outcomes are not achieved, a grade of NA (Not Proficient) is assigned. The paradigm 

transition in assessment has been slow due to the habit of evaluating by closed tests 

which provide numerical results. Traditionally, the test results are averaged to calculate 

the final grade. In some cases, each periodical assessment is rated in different 

proportion corresponding to the "weight" it has into the content of the educational 

program. 

Some major problems are quantifying and standardizing the results of the evaluation 

due to the linguistic nature of ROL, which causes subjectivities in the evaluation [8]. 

In the TUS the teachers have chosen one of two assessment methods: a) Continue with 

the traditional method using closed tests, averaging results and rounding the 

corresponding grade to the alphabetical and numerical scale; or b) assessing the ROL 

through checklists and grading in a pass-fail scheme. 

The average method is not appropriate for the CBE as it only tests the knowledge 

and neglects the student's performance and attitude. The pass-fail method fits the 

observation of ROL and the performance criteria, but it commonly causes an injustice 

feeling in the teacher and frustration in the student. This is because the failure in a single 

item in the checklists can lead to fail in the subject regardless of the effort to meet the 

rest of the checklist items. 

The fuzzy logic exposed in [9, 10] is a useful tool to assess competencies due to its 

linguistic nature. In this sense, there are some software tools to quantify those results 

as in [11, 12]. Fuzzy systems allow to process the measures of assessment instruments 

through membership functions that fit more to the teacher's linguistic criteria to declare 

when a level of compliance is acceptable. 

In this paper, the use of fuzzy systems, as described in [13], is proposed as an 

alternative for calculating the grade in competency-based educative models. The results 

are compared with the traditional methods average and pass-fail.  

The paper is organized as follows: Section II describes the current scoring methods 

and fuzzy method is presented. In Section III, the resulting scores between the three 

methods are compared and the remarkable changes are highlighted. Section IV 

discusses which method works best in terms of accreditation rate, and finally section V 

is related to the conclusions and future work. 
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2 Methods 

Tests were made with two different data sets for the student grades. Due to verification 

purposes, the first set was constructed with 100 random data values in [0, 100]. The 

second data set contains the real grades applied to five different university groups. The 

subject, content, learning outcomes and the teacher were the same for each group and 

were applied in three different scholar periods. The evaluated parameters were: 

Attendance (A), assignments (T), practices (P), exams (E) and project (Y). 

In order to test the three mentioned methods, their operating conditions were the 

same for all. Each test used the same weight, thresholds and identical membership 

functions for each evaluation parameter. The calculation methods were programmed 

using LabVIEW.  

2.1 Average Method 

In this method, the average score (𝑐𝑝) is calculated by the simple average of the five 

parameter measures: 

𝑐𝑝 =
𝐴+𝑇+𝑃+𝐸+𝑌

5
. (1) 

The average grade (𝑛𝑝) is assigned as: 

𝑛𝑝 =

{
 
 

 
 𝑁𝐴, 𝑐𝑝 ≤ 75

𝑆𝐴, 75 < 𝑐𝑝 ≤ 85

𝐷𝐸, 85 < 𝑐𝑝 ≤ 95

𝐴𝑈, 95 < 𝑐𝑝 ≤ 100

. (2) 

2.2 Pass-fail Method 

The threshold for the pass-fail method is set to 80% compliance, corresponding to the 

minimum mark to pass. Each parameter has assigned a value of 1 (accepted) if its 

measurement is equal to or greater than the threshold, or 0 (rejected) if it is less than 

the threshold, as follows: 

𝑎𝑡 = {
0, 𝐴 < 80
1, 𝐴 ≥ 80

, (3) 

𝑡𝑡 = {
0, 𝑇 < 80
1, 𝑇 ≥ 80

, (4) 

𝑝𝑡 = {
0, 𝑃 < 80
1, 𝑃 ≥ 80

, (5) 

𝑒𝑡 = {
0, 𝐸 < 80
1, 𝐸 ≥ 80

, (6) 
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𝑦𝑡 = {
0, 𝑌 < 80
1, 𝑌 ≥ 80

. (7) 

The pass-fail score (𝑐𝑡) is the sum of the parameter values: 

𝑐𝑡 = 𝑎𝑡 + 𝑡𝑡 + 𝑝𝑡 + 𝑒𝑡 + 𝑦𝑡. (8) 

Finally, the pass-fail grade (𝑛𝑡) is assigned as: 

𝑛𝑡 = {

𝑁𝐴, 𝑐𝑡 < 3
𝑆𝐴, 𝑐𝑡 = 3
𝐷𝐸, 𝑐𝑡 = 4
𝐴𝑈, 𝑐𝑡 = 5

. (9) 

2.3 Fuzzy Method 

The Mamdani model [14] is used to calculate the fuzzy grade (𝑐𝑑). The measures from 

the five input parameters are described by five linguistic variables. Each variable is 

defined by two membership functions as in figure 1. The membership function for 

accepted (𝜇𝑎) is a triangular function whereas for rejected (𝜇𝑟) is a trapezoidal function 

defined by: 

𝜇𝑟(𝑥) =

{
 

 
0, 𝑥 < 0

1, 0 ≤ 𝑥 ≤ 60
80−𝑥

20
, 60 < 𝑥 ≤ 80

0, 𝑥 > 80

, (10) 

𝜇𝑎(𝑥) = {

0, 𝑥 < 70
𝑥−70

30
, 70 ≤ 𝑥 ≤ 100

0, 𝑥 > 100

. (11) 

 

 

Fig. 1.   Input membership functions. μr in the left and μa in the right. 
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The output fuzzy set is defined by four membership functions as in figure 2. In this 

case, a trapezoidal MF is used for no proficient (𝜇𝑁𝐴), and triangular functions are used 

for satisfactory (𝜇𝑆𝐴), prominent (𝜇𝐷𝐸) and autonomous (𝜇𝐴𝑈), defined as follows: 

𝜇𝑁𝐴(𝑥) = {

0, 𝑥 < 5
1, 5 ≤ 𝑥 ≤ 7

8 − 𝑥, 7 < 𝑥 ≤ 8
0, 𝑥 > 8

, (12) 

𝜇𝑆𝐴(𝑥) = {

0, 𝑥 < 7
𝑥 − 7, 7 ≤ 𝑥 < 8
9 − 𝑥, 8 ≤ 𝑥 < 9

0, 𝑥 ≥ 9

, 

(13) 

𝜇𝐷𝐸(𝑥) = {

0, 𝑥 < 8
𝑥 − 8, 8 ≤ 𝑥 < 9
10 − 𝑥, 9 ≤ 𝑥 < 10

0, 𝑥 ≥ 10

, 

(14) 

𝜇𝐴𝑈(𝑥) = {
0, 𝑥 < 9

𝑥 − 9, 9 ≤ 𝑥 ≤ 10
0, 𝑥 > 10

. 

(15) 

 

 

Fig. 2.   Output membership functions. From left to the right, 𝜇𝑁𝐴, 𝜇𝑆𝐴, 𝜇𝐷𝐸 and 𝜇𝐴𝑈. 

The rule set is defined as in the case of the pass-fail criteria, so that, if the student 

has approved in three items, a fuzzy grade (𝑛𝑑) of SA is assigned. When the student 

has four items approved, DE is assigned. When the student has five items approved an 

AU grade is assigned. In any other case, the assigned grade is NA. Thus, a 32 rule set 

was obtained according to Table 1. The antecedent for each rule is a compound of the 

joint of the five items using AND operators as in the form of equation (16). All the rules 

have the same weight and the consequence implication is the minimum. The 

defuzzification method is the center of area.  
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IF (A and T and P and E and Y) THEN (𝑛𝑑). (16) 

Table 1. Rule Set 

A T P E Y 𝑛𝑑  A T P E Y 𝑛𝑑 

0 0 0 0 0 NA  1 0 0 0 0 NA 

0 0 0 0 1 NA  1 0 0 0 1 NA 

0 0 0 1 0 NA  1 0 0 1 0 NA 

0 0 0 1 1 NA  1 0 0 1 1 SA 

0 0 1 0 0 NA  1 0 1 0 0 NA 

0 0 1 0 1 NA  1 0 1 0 1 SA 

0 0 1 1 0 NA  1 0 1 1 0 SA 

0 0 1 1 1 SA  1 0 1 1 1 DE 

0 1 0 0 0 NA  1 1 0 0 0 NA 

0 1 0 0 1 NA  1 1 0 0 1 SA 

0 1 0 1 0 NA  1 1 0 1 0 SA 

0 1 0 1 1 SA  1 1 0 1 1 DE 

0 1 1 0 0 NA  1 1 1 0 0 SA 

0 1 1 0 1 SA  1 1 1 0 1 DE 

0 1 1 1 0 SA  1 1 1 1 0 DE 

0 1 1 1 1 DE  1 1 1 1 1 AU 

1 = accepted, 0 = rejected. 

3 Results 

In the first test, the grades were calculated by the three methods using the same random 

values. The results are shown in figure 3. 

 

Fig. 3.   Grades calculated using random values for the three methods. 
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Most NA grades were maintained in the three methods. The grades that changed 

between methods are presented in Table 2. Five students increased one level their grade 

in relation to the average method, and kept the same in the pass-fail and fuzzy methods 

(samples from A to E). Two samples were equal in the average and pass-fail methods 

getting better in the fuzzy method (samples F and G). Only one sample (H) resulted in 

SA in the average method, which was assigned NA in the pass-fail and the fuzzy 

methods. 

Table 2. Random samples with grade changes between methods 

sample A T P E Y 𝑛𝑝 𝑛𝑡 𝑛𝑑 

A 95 96 100 33 85 SA DE DE 

B 80 85 76 81 39 NA SA SA 

C 37 85 30 83 95 NA SA SA 

D 100 2 90 2 80 NA SA SA 

E 28 22 88 96 85 NA SA SA 

F 79 14 98 27 80 NA NA SA 

G 63 38 97 77 89 NA NA SA 

H 68 100 65 98 45 SA NA NA 

 

Applying the same process and using the real data from 135 students a considerable 

difference was obtained in the approving index. The fail index is 93% in the average 

method, 49% in the pass-fail method, and 47% in the fuzzy method. The results are 

compared in figure 4. 

 

Fig. 4.   Grades calculated with real data. 

Most of the assigned grades were better by one level in the fuzzy and the pass-fail 

methods. Eight grades were SA in the average and were DE in the other two methods. 

Fifty-seven grades changed from NA in the average to SA in the others, reducing the 

fail index considerably. Table 3 shows the major changes in the grades. Two grades 

changed from NA to DE (students132 and 135), and two grades were SA only in the 

126

66 64

9

58 60

11 11

0%

20%

40%

60%

80%

100%

AVERAGE PASS-FAIL FUZZY

NA SA DE AU

67

Fuzzy System for Grade Assignment in Competence Assessment Based Educative Models

Research in Computing Science 104 (2015)



fuzzy method (students 64 and 83). None of the students got in the average method a 

better grade than in the other methods. 

Table 3. Major changes in the grades using real data 

stud

ent 
A T P E Y 𝑛𝑝 𝑛𝑡 𝑛𝑑 

12 96 95 80 83 0 NA DE DE 

64 78 84 80 50 0 NA NA SA 

83 93 78 80 25 0 NA NA SA 

132 86 92 80 100 0 NA DE DE 

135 100 84 80 100 0 NA DE DE 

4 Discussion 

By comparing the grades that were calculated in the three different methods, it was 

observed that the fuzzy method has the best approval rate in both cases, with random 

values as with real data. Increasing the approving rate by a 2%.  

Out of the three methods, the average has the highest failing index. Most of the grades 

were improved in the fuzzy method, except for the H sample in Table 2. It had two high 

and three low random values, resulting in a better grade in the average than in the other 

two methods.  

The fuzzy method has the lowest NA index, as well as the higher notes compensate 

those notes that are slight below the threshold limit.  As we can see in samples F, G 

from Table 2 and samples 64 and 83 in Table 3. Many students failed in the average 

method as well as almost all of them didn't accomplish the project. 

5 Conclusions 

By observing the measures, it is perceived that the fuzzy method is more balanced and 

is a good option to calculate the grade. Most of its results are nearer to the pass-fail 

method, which is applied in the educational programs by using checklists.  

The advantage of the fuzzy method is that those students who were very close to the 

approving limits could do it by compensating the highest notes in other parameters. 

This method could be able to reduce the injustice feeling in the teacher and the 

frustration feeling in the student, providing a method that considers the subjectivities.  

When rating the measures from checklists through the fuzzy method, the arbitrary 

assignment of the grade is eliminated reducing the student complaints. The students are 

certain that all of their evidences in the portfolio were considered for their grade, and 

the teacher assigns a grade based on student achievement data. 

As future work, a comparison between the methods where each parameter has 

different weight in the grade could be performed. This implies different thresholds in 

the pass-fail method and distinct membership functions in the fuzzy method. 
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Abstract Flow analysis has a wide range of applications both in en-
gineering and science, and many techniques have been developed over
the years that allow the data extraction and measurement of the flow
dynamics. In particular, Particle Tracking Velocimetry (PTV) techniques
have shown good results when combined with Artificial Neural Networks
(ANN) techniques, especially using Self-Organizing Maps (SOM). In
order to improve the performance and reduce the time consumption
of proposed SOMs for PTV analysis, the parallel nature of modern
architectures such as Graphics Processing Units (GPU) can be used.
In this paper we describe how the GPU architecture can be exploited for
the implementation of the inherent parallelism of a SOM for PTV anal-
ysis, and measure the performance obtained with different optimizations
techniques. We show that it is possible to gain a speedup of ∼ 5 when
running in parallel.

Keywords: Particle tracking velocimetry analysis, artificial neural net-
works, GPU

1 Introduction

Flow visualization techniques are used to reveal the fluid motions and allow to
study the complex phenomena such as turbulence. Techniques such as Particle
Tracking Velocimetry (PTV) give us quantitative two-dimensional information
about the velocity field by extracting the positions of illuminated particles sus-
pended in the flow and tracing their motion between two or more frames. This
information can be used later to compute other flow quantities such as vortic-
ity [9].

The applications of PTV cover a wide range of areas of engineering, science
and industry [3]. Some examples are found in medical applications [1], [5], where
the PTV analysis provides information for validation and testing of models and
procedures that can be used later for surgical treatment of arteries and veins.
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This kind of studies demand techniques and tools that enable data extraction
from the images of PTV and more important, these tools must have response as
fast as possible for PTV analysis, which can be critical, especially in cases when
a large number of images is obtained in real time.

The PTV technique can be divided into two steps. First is the image capture
and preprocessing where the positions of tracers are determined. The second
one is the position match of the tracers between the images (pairing) and
measurement of their displacement. Here we study only the second step.

In order to perform an efficient particle tracking when the number of tracers
is very large, i.e., the field is crowded, Artificial Neural Networks (ANN) have
been proposed as an efficient way to achieve a good level of accuracy [2] and,
in particular, Self-Organizing Maps (SOM) have demonstrated to give excellent
results [7] for such images. There have been some improvements to the Labonte’s
algorithm by adding a distance-dependent schema for updating the weights for
the neurons [6] and by adding a Delta-Bar-Delta rule to the net to reduce the
computation time [4].

Many ANNs, including SOMs, are already implemented in software and
there are many available libraries that can be used [8]. The advantage of such
implementations is that they can be directly invoked and used as a black-box,
nevertheless, they are not necessarily optimized for custom problems and hard-
ware. The problem of performance can be somehow mitigated by using modern
microprocessor architectures that include set of instructions for specific tasks and
the many-core architecture. Another way to improve the performance is by using
special hardware implemented with digital or analogue circuits representing the
neurons, but there are many issues yet to be solved like poor flexibility to change
the net structure and the way to send and retrieve information from it.

In this work we focus on modern hardware that allows parallel execution,
such as Graphics Processing Units or GPUs, the multi-core architecture that
offers flexibility and is able to perform arithmetic operations, which represents a
cheap alternative to the CPUs. The main characteristic of such architecture is the
number of computing cores available which is much larger than any other com-
mercial microprocessor currently available [8]. For programming these devices
NVIDIA Corp. provides proprietary NVIDIA Toolkit, which is a set of tools,
including it’s C/C++ compiler and CUDA libraries. This tool is distributed for
free and allows to exploit all supported GPU capabilities.

The multicore architecture allows to take advantage of the parallel nature of
the SOM by implementing it on the GPU.

2 A SOM for PTV Analysis

The Labonte’s original algorithm [7] starts with the coordinates vectors of parti-
cles in two consecutive frames denoted by xi (i = 1, ..., N) and yj (j = 1, ...,M),
according to this vectors, two sub-nets of N and M neurons are created. Each
neuron have two weight vectors denoted by vi and wj whose values at the
beginning are assigned to xi and yj respectively. First the stimulus vector vi
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from the first layer is present to the second layer, then a winner neuron wc is
selected as the one closest to vi. Having this, the neurons in the second layer are
subjected to the next displacement.

∆Wj(c) = αj(vi − wc), j = 1, ...,M (1)

Where α ∈ [0, 1] is an scalar value between 0 and 1 given by the condition
αj = α if neuron j ∈ Sc(r) and αj = 0 if not. In the case of the Ohmi’s algorithm
[6] the condition changes outside the radius r where the displacement is modified
by the distance-dependent Gaussian function:

α ∗ exp{−(|wc − wj | − r)2/(2r2)} (2)

For both cases, Sc(r) is the radius of the closed circle centred on the point
yc. Each time the first layer presents the weight vectors as stimuli for the second
layer, the second layer is then updated according to the next operation.

wj ← wj +

N∑
i=1

∆wj(ci), j = 1, ...,M (3)

And in the same way, in the next step, the second layer presents the weight
vectors as stimuli for the first layer and update its values with the same formula
just in the opposite direction.

vi ← vi +

M∑
j=1

∆vi(cj), i = 1, ..., N (4)

At each step, the radius r of the circle, within which the neuron weights are
changed, is decreased and the amplitude α of the weight translation is increased
according to the following equations respectively:

r ← βr, 0 < β < 1 (5)

α← α/β (6)

These steps are iterated until r reaches a given value of rf , which should
be small enough to cover only the winner neuron. The value of β is an scalar
between 0 and 1. Finally, the matching between particles in the frames is done
by a last nearest-neighbour check with a small radius ε.

3 Implementation

The need for high performance computing through the use of GPU, is based on
the complexity of the algorithm itself, since it involves two subnets interacting
with each other every iteration, and each of them has as many neurons as
particles in the corresponding frame. The operations performed by all neurons
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of vi against all neurons of wj are executed in both direction each iteration,
implying an exponential behaviour. Besides the number of iterations required
by the net depends on the scalar value of the compression factor β and the
boundaries delimited by r and rf as will be shown in section 4.

In order to show the improvement that can be achieved by implementing the
proposed SOM in a GPU, we have three approaches. The first one consists in
use of the displacement of neurons in equation 3 and simply transforming the
loop for processing all neurons (wj in the first step and vi in the second step) in
parallel for each neuron. This means unrolling the nested loop shown below:

for (j=0; j<M; j++) {

for (i=0; i<N; i++) {

Calculate displacements...

}

}

Then a parallel form in CUDA, where the code is executed once per neuron
will be:

j = blockDim.x * blockIdx.x + threadIdx.x;

if (j<M) {

for (i=0; i<N; i++) {

Calculate displacementes...

}

}

Here it is necessary to add a condition i < N in order to guarantee that all
neurons have one thread assigned.

This quick approach provides substantial speed enhancement in comparison
with the traditional serial code and parallel implementations using OpenMP, but
it doesn’t exploit all the capabilities of the GPU. The architecture of a GPU is
composed of blocks of threads that can be referenced by a 9-dimensional index
and with these is possible to establish a mapping for all operations between the
neurons on vi and wj . To illustrate how this can be done, we divide the algorithm
in 5 basic steps as shown in Fig. 1.

There are two steps (Calculate Distances and Calculate Displacements) that
involve calculation of values between each neuron of vi and each neuron of wj . In
the first approach, these operations are done by executing in parallel a serial loop
for each neuron of vi. In the new approach the GPU can execute all operations
as single threads and is possible for each thread to have two indexes to make
reference both to vi and to wj and a third index to identify the calculation as
unique.

idvi = threadIdx.x + blockIdx.x * blockDim.x;

idwj = threadIdx.y + blockIdx.y * blockDim.y;

idviwj = idwj + idvi * N;
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Fig. 1. Steps involved in the iterations over the net. Based on equations 1, 3 and 4, is
is possible separate the calculations in well defined segments.

It is necessary to allocate a space of memory of size N × M to store all
calculations between sub-nets and after it is necessary to perform two reduction
operations, the first one searching for winners at each neuron vi, and the second
one calculating the cumulative weight displacement for each neuron in wj . With
this approach is possible to obtain a speedup of 3.2X just by calculating all
distances and displacements in one step according to GPU capabilities. Note
however, that the reduction operations were not parallelized, leaving room for a
further improvement.

The parallel reduction is easy to implement but hard to get it right. As an
example of optimization, we changed the the serial implementation by a parallel
one as a binary three shown in Fig. 2.

Fig. 2. Difference between simple serial reduction (a) and parallel reduction (b) imple-
mentations. It can be easily noted that the parallel reduction requires less execution
time.

With this strategy we get a cumulative speedup of 4X with respect to the
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original implementation, and as we can observed in Fig. 2, the binary three
reduces the number of steps by executing parallel operations at deep nodes of
the three. Here is a part of the code implemented in C code that performs this
task:

idvi = threadIdx.x;

idwj = blockIdx.x;

originalId = idvi + idwj * N;

for(i=512; i>0; i>>=1) {

if(idwj < i) {

newId = idwj + (idvi + i) * N;

Add operations to reduce elements...

}

}

This code reduces blocks of 512 elements at once.
Finally, the last improvement has relation with the calculations of weight

displacements. For the Labonte’s algorithm it is a simple condition whether to
apply or not a displacement based on r, while for Ohmi’s algorithm this condition
changes and depending on r value, the displacement is applied by the Gaussian
function in equation 2. To improve performance of the net, the latter can be
replaced by a function that describes the similar behaviour, but avoiding the if
condition.

In this work we chose a sigmoid function as follows:

α ∗ (1− 1/(1 + exp{−(|wc − wj | − r) ∗ λ})) (7)

In this new equation, the r value is used to displace the function from the
center and adds a new parameter λ that can be used to control the smoothness of
the curve described by the function. This final approach by replacing conditions
in CUDA code, improves performance up to 5.1X with respect to the original
implementation.

4 Experiment

All implementations were tested using synthetic images of laminar flow contain-
ing 1024 particles in each frame. The performance was measured by changing
the value of β, which due to the boundaries defined by r, rf and equation 5
affects directly the number of performed iterations.

The total number of iterations performed by the net, can be considered as
twice the operations performed (see Fig. 1). Each iteration updates weights in
both sub-nets vi and wj, so if, for example, the net performed 135 iterations, it
actually performed 270 updates over the weight vectors of the 1024 neurons.
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Fig. 3. Example of synthetic image of laminar flow with two frames overlapped.
Particles in dark gray are the positions of the first time frame, and light gray dots
are the positions of the second frame.

r rf β iterations

100 0.1 0.70 20
100 0.1 0.75 25
100 0.1 0.80 31
100 0.1 0.85 43
100 0.1 0.90 66
100 0.1 0.95 135

Table 1. Values of parameters used to measure the performance of the net. The number
of iterations depends on the initial radius r, the final radius rf and the parameter β.
The table shows only the 6 most significant values used for the test. The radius units
are in pixels.
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The execution time was measured using CUDA events instructions as shown
below. It is possible to use CPU or operating system timers, but measurements
can be biased by external processes and operating system thread scheduler. Using
CUDA instructions eliminate such problems when measuring the GPU execution
time. The CUDA event instructions are essentially a GPU time stamp that is
recorded at a specified point in execution time:

cudaEvent_t begin, end;

cudaEventCreate(&begin);

cudaEventCreate(&end);

cudaEventRecord(begin, 0);

Iterations over the net...

cudaEventRecord(end, 0);

cudaEventSynchronize(end);

cudaEventElapsedTime(&elapsedTime, begin, end);

Finally, the GPU time was measured for each implementation described
above and for different β values as a total time used to computation and to
copy and retrieve data to/from the memory since we found that for considered
size of subnets (1024) the latter does not impact the final performance.

5 Results

The experiment with 4 implementations of the SOM algorithm, shows improve-
ments of 3.2X, 4X and 5.1X in speedup respectively as compared to serial CPU
version (see Fig. 4). The first approach shows that high speedup can be obtained
by executing operations between frames at the same step, while the second was
obtained by parallelizing the inner loop.

Finally, using a Sigmoid function in order to avoid taking decisions as im-
plemented in original Labonte’s and Ohmi’s algorithms, allows to fully exploit
SIMD architecture of the GPU hardware.

6 Conclusions

A GPU can be used to improve performance in a SOM for PTV analysis, however
the speedup obtained heavily depends on parallelism and optimisation of the
code. The easiest way is to take a serial code and transform it to a parallel
one, but full capabilities of a GPU can be exploited by using optimizations of
code, using indexes available for identifying threads and avoiding divergence
statements. The algorithms from Labonte and Ohmi have proven to be efficient
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Fig. 4. This chart shows the execution time in seconds for each implementation and
each value of β tested.

to deal with the problem of pairing particles, but the functions used to displace
weights of neurons can be expressed in terms of a simpler function instead a
condition, and it is possible to keep control of the radius and smoothness of the
displacements in a more efficient way.

References

1. Grus, T., et al.: Particle image velocimetry measurement in the model of vascular
anastomosis. Prague Medical Report 108, 75–86 (2007)

2. Ian Grant, X.P.: An investigation of the performance of multi layer, neural networks
applied to the analsis of piv images. Experiments in Fluids 19, 159–166 (1995)

3. J. Hassan, H.Z.: Effects of vortex generator on junction flow. Applied Sciences and
Technology (IBCAST) pp. 449–452 (2015)

4. Joshi, S.R.: Improvement of algorithm in the particles tracking velocimetry using
self-organizing maps. Journal of the Institute of Engineering 7, 6–23 (2009)

5. Kabinejadian, F., et al.: Particle image velocimetry (piv) flow measurements of
carotid artery bifurcation with application to a novel covered carotid stent design.
IFMBE Proceedings 39, 1441–1444 (2012)

6. Kazuo Ohmi, A.S.: Cellular neural network based ptv. 13th Int Symp on Applica-
tions of Laser Techniques to Fluid Mechanics pp. 26–29 (2006)

7. Labonte, G.: A new neural network for particle-tracking velocimetry. Experiments
in Fluids 26, 340–346 (1999)

8. Verber, D.: Implementation of Massive Artificial Neural Networks with CUDA.
University of Maribor (2012)

9. Westerweel, J.: Digtal Particle Velocimetry, Theory and Application. Delft Univer-
sity Press (1993)

79

Improving Performance of Particle Tracking Velocimetry Analysis with Artificial Neural ...

Research in Computing Science 104 (2015)





A Simulation of the Broiler Growth Rate  

Using Artificial Neural Networks 

Raquel Salazar1, Fernando Rojano2, and Abraham Rojano1 

1 Universidad Autónoma Chapingo, Edo. México, 

Mexico 
 

2 Le Magneraud Experimental station,  

France 

raquels60@hotmail.com 

Abstract. To simulate the broiler growth the input variables were: day of year, 

vents opening, wind velocity, external temperature and absolute humidity,  the 

maximum, average and minimum of the internal temperature and absolute 

humidity. For that purpose, two techniques were applied, a multi-layer perceptron 

(MLP) static Neural Network (NN)  and the Layered Digital Dynamic Network 

(LDDN) which were applied to a set of experimental data obtained from  a broiler 

cycle of production. The performance for both techniques was compared using: 

mean squared error (MSE), mean absolute error (MAE) and model efficiency 

(EF). The model evaluation measurements showed the superiority of the LDDN 

compared with MLP. The results from the sensitivity analysis found that the 

variable day of year was the most important variable to predict the broiler growth 

rate, so using this variable as the only input variable in the model, efficiency of 

0.995 was reached for simulation. 

Keywords: Day of a year, humidity, temperature, sensitivity analysis 

1 Introduction 

One of the advantages of modelling with neural networks is the ability to represent  

nonlinear systems with high complexity. For instance, a complex nonlinear discrete 

function can be approximated by a multi-layer Perceptron (MLP) model, where using 

sufficient number of neurons in the hidden layer can reach an acceptable approximation 

of any nonlinear function difficult to reach by means of using other modelling 

techniques. 

Outnumbered applications of the Artificial Neural Networks (ANN) have been made 

in order to model agricultural production.  One example is an ANN model used [1] to 

estimate performance in production of hens in a livestock building located in the South 

of Brazil.  The use of the algorithm of back-propagation together with the training 

process allowed to generate an acceptable ANN model which can be used as a tool for  
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decision making by the technical staff in different production flocks to be based on 

scientifically objective criteria. Furthermore, in this work [1] the authors found that the 

ANN model allowed the simulation of consequences following the contribution 

percentage from each input to the poultry production. 

An ANN model was developed by Galeano and Cerón [2] to estimate the weight of 

birds based only on the age of the bird, they found a very good performance with a 

correlation coefficient (R) of 0.99. The authors recommend the ANN as a viable option 

for modelling the animal production, because ANN has the ability of new variables 

inclusion and good adjustment between measured and predicted variables.  

Sefat et al. [3] applied ANN for Modelling the Economic Efficiency of Broiler 

Production, the independent variables were the amount of consumable inputs 

(economic value in economic terms) and the dependent variable was the economic 

performance of production units. They found a NN model for the relationship between 

costs of different inputs used for production and benefit/cost ratio, they showed that a 

neural network architecture with 2 hidden layers (4 and 17 neurons in the first and 

second layers, respectively) provided the best results in estimating the model, with a 

correlation coefficient R=0.96 and  MSE=0.00024.  However, according to Masters [4] 

the additional hidden layers through which errors must be backpropagated  makes the 

gradient more unstable, and the number of false minima increases.  The only time that 

two hidden layers are required is when the network must learn a function  having 

discontinuities.  

The static neural networks, described above are not enough for modelling some 

phenomena, or when the number of patterns is small.  Dynamic networks are generally 

more powerful than static networks (although somewhat more difficult to train). These 

contain delays and operate on a sequence of inputs. These dynamic networks can have 

purely feedforward connections, or they can also have some feedback (recurrent) 

connections.   Their response at any given time will depend not only on the current 

input, but on the history of the input sequence. Because dynamic networks have 

memory, they can be trained to learn sequential or time-varying patterns. These have 

applications in such diverse areas as control of dynamic systems, prediction in financial 

markets,  fault detection,  and even the prediction of protein structure in genetics [5]. 

Dynamic networks can be trained using standard optimization methods. However, 

the gradients and Jacobian matrix that are required for these methods cannot be 

computed using the standard backpropagation algorithm. Instead the dynamic 

backpropagation algorithms that are required for computing the gradients are the 

backpropagation-through-time (BPTT)  and real-time recurrent learning (RTRL). In the 

BPTT algorithm, the network response is computed for all time points, and then the 

gradient is computed by starting at the last time point and working backwards in time 

[6] [7]. This algorithm is computationally efficient for the gradient calculation, but it is 

difficult to implement on-line. The Layered Digital Dynamic Network (LDDN) is a 

dynamic neural network that can be arranged in the form displayed in Fig. 1. The LDDN 

can be trained in the Neural Network Toolbox in Matlab [8].   

As with the multilayer network, the fundamental unit of the LDDN is the layer. Each 

layer in the LDDN is made up of five components: A set of weight matrices that come 

into that layer (which may connect from other layers or from external inputs), any 
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tapped delay lines that appear at the input of a set of weight matrices, a bias vector, a 

summing junction, and a transfer function. 

 

 
TDL=tapped delay line; LW= weights in the hidden layers; IW= weights in the input layer, b= bias unit; 

f= transfer functions between layers 

Fig. 1.  Layered Digital Dynamic Network (LDDN) 

 

 
Fig. 2. Broiler geometry and sensor location. 

 

The output of the LDDN is a function not only of the weights, biases, and the current 

network inputs, but also of outputs of some of the network layers at previous points in 

time. For this reason, it is not a simple matter to calculate the gradient of the network 

output with respect to the weights and biases. The weights and biases have two different 

effects on the network output. The first is the direct effect, which can be calculated 

using the standard backpropagation algorithm. The second is an indirect effect, since 

some of the inputs to the network are previous outputs, which are also functions of the 

weights and biases [9]. 

In this study we applied the LDNN to model the growth weight rate of the broiler 

production in an experimental station in France, a comparison between the performance  

between static and dynamic networks is made for this particular case. Also, a sensitivity 
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analysis is performed to detect the most important variable affecting the broiler growth 

rate.   

 

 
Fig. 3. Inputs and output for the Artificial Neural Network Model 

2 Methodology 

The data used in this study was collected from a  cycle of organic production (84 days) 

in a broiler house at the experimental station “Le Magneraud” located in western France 

(46.15 N, -0.69 W). The broiler house had a volume of 158.4 m3 and was naturally 

ventilated through lateral curtains with a maximum opening of 0.53 m. The house had 

an eave height of 1.8 m. All the walls and roof were composed of foam, but an 

additional layer of steel panel was added to the exterior of the roof (see Fig. 2) . 

The two heaters located in the house were uniformly distributed along the length, 

and each had a heating capacity of 4800 W. The  experiment started  on April 23 2014, 

the maximum broilers density was used, 750 broilers in an area of  75 m2. The broiler 

house was occupied with 21,476 animals with a mortality rate during the production 

cycle less than 3 %. The weight gain found in daily basis is expressed in the following 

equation  (R2 = 0.993). 

20.0003346 0.0236706 0.0245480,w d d      (1) 

where d is the n-th day of production cycle and w is the weight gain, in kg [10]. 

At the beginning of the growing cycle young  broilers had a weight of about 0.5 kg,  

at the end of the growing cycle mature broilers  had a weight of about 2.9 kg each. The 

broilers were kept indoors during the first 35 days; then two trap doors (length and 

height of 2 m and 0.53 m respectively) were opened to give the chickens access to a 

backyard during the day (9:00h to 17:00h).  

Two types of neural networks were tested, first a static multilayer feedforward 

perceptron with one hidden layer  and backpropagation algorithm The activation 

function used  is expressed in (2): 

2

2
tan ( ) 1,

1 n
sig n

e
 


 (2) 

Equation (2) is  mathematically equivalent to hyperbolic tangent function (tanh(n)). 

It differs in that it runs faster than the MATLAB implementation of  hyperbolic tangent 

function (tanh),  the results can have very small numerical differences. This function is 

a good tradeoff for neural networks, where speed is important and the exact shape of 

     Neural Network 

Growing rate 

Max T[oC]  Max RH [%]  Max Ahum 

(gr/m3) 

Min T[oC]  Min RH [%] Min Ahum 
(gr/m3) 

Windows opening(%) 

Wind velocity (m/s) 

Julian day 
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the transfer function is not [11]. The training set size and the hidden layer size are tied 

together. For the ANN's architecture, only a single hidden layer is used.  

The dynamic neural network used in this work was the Layered Digital Neural 

Network (LDNN).  was built with two delays in the input layer and two delays in the 

output layer, two hidden layers with three and two hidden nodes, the number of 

iterations was variable to find a good performance.  

In both models static and dynamic, the input nodes receive an input vector, this input 

vector is composed of Julian day, windows opening, maximum, average and minimum 

temperature, maximum, average and minimum relative humidity, maximum, average 

and minimum absolute humidity, wind velocity, the output is the weight growth rate of 

the broilers as displayed in figure 3. 

Three methodologies were applied to find out the number of nodes in the hidden 

layer, the first one was proposed by Hecht-Nielsen (h = 2n + 1) cited in Kůrková 

[11]; the second methodology was developed by  Masters [4] (h = √mn); finally an 

additional intermedia criteria was applied (h = n); where n is the number of variables 

in the input layer,  m  number of variables in the output layer, in our case  m = 1. 

The artificial neural networks models generated were compared and the best were 

selected, based on their largest efficiency, lowest mean square error (MSE), as well as 

on the other statistical performance parameters described below. 

3 Evaluation of the Model  

The most widely used measure according to Wallach  et al. [12] is the mean squared 

error (MSE), defined as: 

MSE = (1
n⁄ ) ∑(𝑦𝑖 − �̂�𝑖)2

n

i=1

 (3) 

where  𝑦𝑖  is the measured value,  �̂�𝑖 is the corresponding simulated value, and n  the 

number of measurements. 

The mean absolute error (MAE) is expressed in (4): 

MAE =
1

n
∑ |yi − ŷi|

n
i=1    (4) 

MAE has advantages over MSE  if the objective is simply to examine the overall 

model error. 

Model efficiency is defined as: 

EF = 1 −
∑ (yi − ŷi ) 2n

i=1

∑ (yi − y̅)2n
i=1

= 1 −
MSE

MSEy̅
 (5) 

If the model is perfect then 𝑦𝑖 =  �̂�𝑖  for each i and EF= 1. If one uses the average of 

observed values as the predictor for every case �̂�𝑖 = �̅� for all i the EF= 0. A model that 

is a worse predictor than the average of observed values will have EF= 0 [12]. 

85

A Simulation of the Broiler Growth Rate Using Artificial Neural Networks

Research in Computing Science 104 (2015)



3.1 Sensitivity analysis 

A sensitivity analysis was performed in the dynamic model  to evaluate the importance 

of each input variable. One of the most important methods in sensitivity analysis is the 

backward stepwise method, it consists of step by step adding or rejecting one input 

variable and examining the effect on the output results. Based on the changes in 

performance measurements, a largest value in MSE, or a small value for efficiency, due 

to one input omission shows the most important input variable [13].  

  

Fig. 4. Training, validation, testing and simulation of the Multilayer perceptron ℎ = √𝑚𝑛 = 3 

(left), ℎ = √𝑚𝑛 = 4  ( right) 

 
Fig. 5. Training, validation, testing and simulation of the Multilayer perceptron 

n=h=12  (left), h=2n+1=25  (right) 

4 Results 

The total data patterns available were 3500, the data was divided  randomly,  2500 data 

patterns were used for training validation and testing and 1000 data patterns for 

simulation which correspond to 137.29 Julian days. 
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First the feedforward NN was implemented for the three cases of  the number of 

nodes. The results are  summarized in Table 1, Fig.4 and Fig.5.  The performance of 

the static neural network is very poor especially when the first criterion is applied.  The 

other two cases have better performance but still their efficiencies are less than 0.5.  

  
Fig. 6. Training, validation, testing and simulation of the LDNN with 20 iterations 

  
Fig. 7. Training, validation and testing of the LDNN with 50 iterations 

 

A Dynamic Artificial Neural Network (DANN) was chosen because of its memory 

association and learning capability with sequential and time-varying patterns, which is 

most likely the biological situation [13]. Table 2, Fig. 6 and  Fig. 7 displays a summary 

of the performance of the LDNN for different iterations. Only with 20 iterations was 

enough to reach an efficiency equal to one. 

It is clear the superiority of the dynamic network in comparison to the static. A 

sensitivity analysis was performed for each input variable and results are shown in 

Table 3. The first row, second column of Table 3 display the efficiency of the model 

when all input variables are taken into account. The last column of Table 3 show a 
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negative efficiency  when Julian day is rejected from the set of input variables, meaning 

that this is the most important input variable in the model.  The efficiency decrease to 

0.9875 when relative humidity is not in the model, which makes it the second most 

important variable. When windows opening or temperature are removed from the 

variables set the efficiency decrease to 0.9885, meaning that these two variables have 

the same importance in the model. 

Table 1.  Multilayer Perceptron Neural Network Model Performance   

 Training, validation and 

testing 
Simulation 

Number of neurons in 

the hidden layer 
MSE MAE EF MSE MAE EF 

h=3 (ℎ = √𝑚𝑛) 0.024 0.134 -0.01 0.006 0.067  -0.001 

h=4 (ℎ = √𝑚𝑛) 0.017 0.108 0.28 0.007 0.075 -0.265 

h=12  (n=h) 0.013 0.076 0.422 0.003 0.037  0.475  

h=25 (h=2n+1) 0.013 0.077 0.422 0.003 0.040 0.464 

Table 2.  Layered Digital Neural Network Model Performance 

 Training, validation and training Simulation 

LDNN 

Iterations 

MSE 
MAE EF MSE MAE EF 

20  4.9447x10-8 1.8763x10-4 1 5.6825x10-5 0.0069 0.995 

50  7.67x10-8 8.949x10-5 1 3.879x10-5 0.0057 0.993 

Table 3. Sensitivity analysis simulation of the LDNN 

Efficiency 0.993 0.9885 0.9874 0.9935 0.9885 0.9911 -0.47 

Temperature  *  * * * * * 

Relative 

Humidity 

* *  * * * * 

Absolute 

humidity 

* * *  * * * 

Wind opening * * * *  * * 

Wind Velocity * * * * *  * 

Julian day * * * * * *  

Table 4.  LDNN performance using only Julian day as an input variable 

 Training, validation and training Simulation 

LDNN 

iterations 
MSE MAE EF MSE MAE EF 

50 3.96x10-8 1.631x10-8 1 5.681x10-8 0.0069 0.995 
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Given the high importance of the Julian day for the prediction, a run of the LDNN 

was implemented having only this input variable. Results for 50 iterations are shown in 

Table 4. 

5 Conclusions 

In this study two types of Neural Networks are compared for simulation of the  growth 

weight rate for the broiler production in an experimental station in France, a 

feedforward static neural network, and the Layered Digital NN (LDNN) which is a 

dynamic NN with recurrent connections and delays in the inputs and output.  The input 

nodes were Julian day, windows opening, maximum, average and minimum 

temperature, maximum, average and minimum relative humidity, maximum, average 

and minimum absolute humidity, wind velocity. The  best static model reach an 

efficiency less than 0.5.  Some of the arguments of using dynamic neural networks is 

that each iteration is more complicated because of gradient calculations; however in 

this particular case only with 20 iterations an efficiency equal to one is reached in  

training validation and testing and very close to one in the simulation. 

Also, the sensitivity analysis shows that the most important input variable for the 

prediction of broiler growth rate is the Julian day, so the simulation was performed 

using only this variable and the results showed the superiority of the LDNN compared 

with static NN.  The outcomes out of this model can be applied for prediction of the 

broiler growth rate using only the Julian day. 
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Abstract. In the case of Digital Signal Distribution (DSD), machine learning 

algorithms have contributed to elaborate better ways to enable failure 

prediction. In this work a nested model for predicting failures in the 

components involved in DSD failure is presented. The failure can be caused by 

multiple and different components and also due to correlations between them. 

We propose a clustering model to isolate component behavior, and 

subsequently apply predictive models to each cluster.  With principal 

components analysis and cluster analysis we have been able to identify group of 

failures' causes in this way failures can be segmented and treated properly. We 

found seven significant features for classification to determine which part is 

failing. The clustering process generated two groups that allow us to predict if a 

general failure is going to occur, and the classification process permits us to 

forecast which component is probably going to present a failure. 

Keywords: Digital signal distribution, failure prediction, predictive models 

1   Introduction 

Failure prediction has interested research communities from different areas for more 

than three decades. Different offline and online methods have been used to identify 

risk situations that can prevent the system of deliver the expected service. A survey of 

online failure prediction methods and propose taxonomy of online prediction methods 

is presented in [1]. They described four major categories: failure tracking, system 

monitoring, detected error reporting, and undetected error auditing. In this paper we 

focus on failure prediction based on Digital Signal Distribution (DSD) systems 

monitoring. Using undetected error auditing and cluster, determine a fewer of 

variables for detected failures.  

“Online failure prediction is frequently confused with root cause analysis. Having 

observed some misbehavior in a running system, root cause analysis tries to identify 

the fault that caused it, while failure prediction tries to assess the risk that the 

misbehavior will result in future failure” [1]. 
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In computer systems for Digital Sign Processing, there is “a need for real-time 

performance within the given operational parameters of a target system and, in most 

cases, a need to adapt to changing data sets and computing conditions”[2]. In complex 

Digital Signal Distribution (DSD) systems, the need is also to maintain real-time 

performance and avoid the interruption of system delivery. Maintaining quality 

service delivery in DSD is vital, given that phone and Internet service is delivered 

through fiber optic technology to homes and enterprises. When a system failure 

occurs, it is very important to maintain the system working as customers in residential 

homes and companies require fiber optics telephone and internet access, which 

depend on the DSD capacity. 

 

 

 
 

A methodology to detect and isolate failures in complex Digital Signal Distribution 

systems is presented, considering faults in: cards; router; VPN; link; FRSW (Finite 

Range Scattering Wave Function), IC (Integrated Circuit), IT (Information 

Technology), LANSM (Local Area Network Security Monitor), all of them named as 

Digital Signal Distribution. The methods included in this work are based in behavior 

detection and/or fault pattern recognition in big volumes of registers. This work is 

centered in proactive prediction and management: online failure prediction mainly in 

order to forecast faults and failures.  

Most articles have referred to disk fault detection [3] software [4], using statistical 

models [5] and [8], and some other model with the results of Machine Learning [6], 

determine Method prediction [7] and make heuristics models [9].  

Our research presents a different approach for DSD system failure detection. We 

aim to determine with the fewest relevant attributes, if a total failure is going to occur 

and which component fault is responsible for the failure. We performed principal 

component analysis to find the most relevant features that enable the failure 

prediction. Furthermore, we apply clustering processes to make data set segmentation 

in order to group failures by its behavior.  Subsequently we performed a classification 

first in the whole data set, and afterwards in each of the identified cluster groups in 

order to find the rules that can describe failure patterns that allow us to detect and 

predict faults. 

The rest of this paper is organized as follows: in section 2, we describe the Digital 

Signal Distributor considered, and information obtained from system monitoring. We 

explain our proposed methodology in section 3. We describe our experiments, and 

discuss the results in section 4. Finally, we conclude and outline our future work in 

section 5. 

Time 

Fault 

Present 

Time 

past future 

Fig. 1. Distinction between root cause analysis and failure prediction [1] 
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2   Digital Signal Distribution 

DSD are complex systems composed of multiple parts and elements related with each 

other. Each component and its relations are probable failure causes. The faults are 

recollected in a fault log in order to allow failure prediction in the DSD system. In this 

section we describe DSD system. 

2.1   Digital Signal Distribution System 

Digital Signal Distribution (DSD) consists in receiving and transmitting digital 

signals between multiple routers; VPN (Virtual Private Network); links; FRSW 

(Finite Range Scattering Wave Function); IC (integrated circuit); IT (Information 

Technology); LANSM (Local Area Network Security Monitor) and cards. 

Components of a DSD system are numerous. A DSD system is a receiver and 

transmitter of digital signals to a certain customers, consisting of wires or fiber optics. 

Inside of it we can find cards, cables, filters, power supplies, cards memory, ports, etc. 

Therefor a DSD system is considered a complex system in which a fault in any 

component may cause that the DSD system suffer a general failure. At present it is 

not possible to predict what causes a failure to the DSD system, and certainly the one 

with a failure causes an economic loss by the lack of service.  

2.2   Data Description 

The data used in this work describe internal components of DSD involved in failures, 

just some of these failures were resolved, also the data set contains others parts that 

were involved on DSD system failure. The private data set used contains 11,000 

instances detected with errors and has 86 attributes describing components such as 

card, memory, wires, etc. where the error was present; all data were collected daily 

during the period 2009 to 2012.  

These attributes are numerical and nominal. All of them were taken from various 

DSD, all DSD consist of the same internal components. The difference is the usage 

time. We consider that the data collected represent all the possible components and 

circumstances that can produce a fault. This can be considered as a simplification of 

the real problem given that unknown causes are possible. 

As first criteria in data transformation, from the 86 attributes considered to begin 

with, we ignored nominal features that are not relevant. 

3   Methodology for Failure Prediction in a Digital Signal 

Distribution 

The methods used for failure prediction vary from filter design specific fault, the use 

of statistical tests and innovations modeling algorithms, and others. We applied a 

different approach in order to get the best patterns and predict failure in the best way. 
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We propose a nested clustering and classification model in order to identify faults 

patterns and behavior to be able to generate failure prediction. 

3.1 Data Preparation and Feature Selection 

As first step in our methodology we performed a transformation and cleaning process 

over the data set, ignoring nominal irrelevant features, eliminating not existing values 

and repeated data. The class feature taken Closure_code contains the specific cause of 

failure, which is determined as the dependent variable Y. We use WEKA to find the 

correlation matrix with these attributes. 

Table 1. Correlation matrix, using PCA 

1 -0.02 0.03 -0.04 -0.02 0.97 -0.06 0.58   Organization 

-0.02 1 -0.05 0.02 0.01 -0.03 -0.15 0.34 
 

Cve_classification 

0.03 -0.05 1 -0.05 -0.04 0.03 0.1 -0.53 
 

Closure Code 

-0.04 0.02 -0.05 1 0 -0.04 0.01 0.01 
 

Failure time VPN 

-0.02 0.01 -0.04 0 1 -0.02 0.01 0.02 
 

Failure time IDE 

0.97 -0.03 0.03 -0.04 -0.02 1 -0.05 0.57 
 

Year 

-0.06 -0.15 0.1 0.01 0.01 -0.05 1 -0.11 
 

Hour 

0.58 0.34 -0.53 0.01 0.02 0.57 -0.11 1   Inc Relation Service Call Id 

 

As second step in our methodology we applied a Principal Component Analysis 

(PCA). PCA is used in order to emphasize variation and bring out the most significant 

variables with strong patterns in the dataset. PCA allows better visualization and 

management of the dataset simplifying the dataset in only 7 attributes with xi, Y ∈ X 

and i=1..7. Attributes’ correlations with the dependent variable resulted from PCA, 

are shown in Table 1. This table reveals relationships between our data set attributes, 

we obtained a small set of independent principal components from our larger 86 set of 

related original attributes. In general, higher values are more useful, and we consider 

excluding low values from the analysis. Table 2 shows the variables. 

Table 2. Relevant attributes obtained with PCA 

Closure_Code.- the specific component that failed,  Y 

Organization-  It is used to know the organization that created the incident.  x1 

cve_classification.- The classification of where the incident occurred 

example: Hardware, software, configuration, etc. 

x2 

failure time VPN.- The service downtime. x3 

failure time IDE.- Downtime in the IDE service, Internet Business 

Manager. 

x4 

Year.- year failure x5 

Hour.- failure time x6 

Inc Relation Service Call Id.-  It is the relationship you have with another 

ticket raised with or without affectation. 

x7 
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3.2 Clustering Process 

The third step consists in making data set segmentation in order to group failures by 

its behavior, the procedure used is a clustering method. We applied K-means with 

WEKA obtaining two clusters shown in Fig. 2. Clusters C1 y C2 represent two 

separation groups of variable Y which is a nominal feature  with y ∈ Y ;  xi,yi ∈ C1 

and xj, yj ∈ C2 where xi ∈ X. These clusters help to determine if types of failures can 

be grouped according to their components and behavior.  

 

 

Fig. 2. Cluster using Kmeans 

Table 3. Nominal values of Closure_code 

Variable Y Variable Y 

Infrastructure Company y13 Team strength y65 

Memory card y6 Ventilator y60 

Way transmission y5 Port y20 

Cabling y3 Autoreset y71 

Memory error y16 Planning hardware y19 

Transmission equipment y41 Incorrect statement to a third party y33 

support / validation y4 Designing y44 

Error in entering commands y8 Chassis y76 

Bug y23 Routing y24 

Air filter y67 Equipment y2 

In investigation the root cause y58 SUCCESSFUL INTERVENTION y7 
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Variable Y Variable Y 

Inclusión de actividad tarea instrucción y11 

EQUIPMENT successfully 

received y9 

Power supply y62 Functionality y12 

Equipment climate y59 Damaged processor board y25 

Incorrect request for a change y46 Transitory Crash y30 

Error running y68     

 

Given the two resulting clusters, we observe that C1 has the majority of instances 

that caused a system crash (general failure of the system). C2 contains very few of this 

type of instances. This grouping allows us to proceed to further analysis of failure 

behavior. The nominal values of Closure_code presented in table 3 represent those 

with more relevance to cluster determination. 

As a result of K-means clustering we obtained the following clustered instances: 

cluster C1 has 4729 (43%) and cluster C2 contains 6343 (57%) instances.  Cluster C1 is 

identified mainly with Infrastructure Company, and cluster C2 with support / validation. It 

is interesting to observe that the values, y30 which is Transitory Crash, which refers to a 

total or general failure of the DSD system, can just be found in C2 opening the 

possibility of relating these failures with the other features. 

In order to verify our clustering results, we applied the Expectation Maximization 

(EM) algorithm. We also applied cross validation in order to obtain better results. The 

classification results with the whole data set are presented in Fig. 3. 

 

 

Fig. 3. Clusters with EM 

The K-means and EM process used the same features for each cluster, but EM gives a 

better explanation of the clusters percent. The cluster classifications were 92% and 

8% for two clusters. 
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The following plot graphics has shown the visual representation of cluster 1 data 

set. We can observe how the cluster items are related to each other; Fig. 4 shows the 

relation between Closure_Code and Classification, and Fig. 5 shows the relation of 

Closure_code with the Service Call Id. Fig. 6 shows the relation of cluster 2 with the 

Service Call Id, all behavioral differences are shown in clusters. The graphics were 

developed with K-means. 

 

 
Fig. 4. Closure Code vs Classification in cluster C1 

 

 
Fig. 5. Closure_code vs Service Call Id in cluster C1 
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Fig. 6. Closure_code vs Service Call Id in cluster C2 

 

In fig. 5 and 6 we can observe different behaviors in the relation of the features. 

Closure_code vs Service Call Id for each cluster. 

3.3 Classification Process 

The fourth step is performing a classification first in the whole data set, and 

afterwards in each of the identified cluster groups in order to find the rules that can 

describe failure patterns that allow us to detect and predict faults. We used the dataset 

with seven relevant features described in table 2 in addition to Closure_code as the 

supervised class feature to apply the following algorithms: C4.5, J48, Random Forest 

and Table Decision.  

The results obtained with four applied classification algorithms, C4.5, J48, 

Random Forest and Decision Table, are very similar. The percentages of correctly 

classified instances are in the range of 78 to 79% which is a fair classification. They 

also show a root mean squared error around 0.06. Results are presented in table 4. 

Table 4. Classification algorithms results with the whole data set. 

 
 

Table 5 shows the results obtained from the classification performed only on the 

dataset of cluster C1 using the same classifiers: C4.5, J48, Random Forest, and 
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Decision Table. We can observe 80% of correctly classified instances and a root mean 

squared error of 0.08 which is considered low. 

Table 5. Classification algorithms results cluster C1 

 
 

Another classification on Closure_code feature was performed in the same way 

with the dataset of cluster C2 using the same classifiers: C4.5, J48, Random Forest, 

and Decision Table. We obtained 81% of correctly classified instances and a root 

mean squared error of 0.08 which is also considered low. Results are shown in 

table 6. 

Table 6. Classification algorithms results C2 

 

4   Discussion of Results 

In this section, we interpret and discuss the results described in section 3. We 

described a nested model for predicting failures in the components involved in a DSD 

system. Firstly we presented a clustering process. Processes K-means and EM process 

have differences in percentage of the two clusters; however K-mean is more 

representative in the separation of variables, since K-mean separates almost 50% 

instances in each cluster. We can also observe different behavior in each cluster 

comparing the relation of two features in figures 4, 5 and 6. With the K-means 

clustering process we obtained two interesting groups.  Cluster C1 represent the 

instances that produce a general failure of the DSD system, and cluster C2 represent 

failure that don’t produce a total failure of the system. 

In the second phase we applied four different classification processes in order to 

find which component is failing described in the feature Closure_code. Classifiers 

show fair performance for each cluster: for cluster 1 with the classifier J48 it shows a 

80.18% of instances classified correctly with a square error of 0.082, and cluster 2 
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present  82.52% (Tables 5 and 6) of instances classified correctly and the error square 

is 0.082. 

We found that the seven relevant features obtained with the PCA analysis can 

predict which component of the DSD system will probably produce a failure with a 

percentage and error determined by the model. 

5   Conclusions  

We presented a nested model for failure prediction in a DSD system. Our approach 

firstly separated the instances in two groups that represent the instances that produced 

general failure of the DSD system, and those which produce other types of failure. 

Later on, we determined how to predict which part of the system is possibly failing by 

using seven relevant features. If the classification process indicates which part is 

possibly failing, we can predict if the system will produce a total failure or not. 

We observed that our proposed methodology obtained significant results in DSD 

system failure detection and prediction. The nested model included in our research is 

a novel approach in this field. 

We found seven significant features for classification on Closure_code class that 

determine which part is failing. The clustering process generated two groups that 

allow us to predict if a general failure is going to occur, and the classification process 

permits us to forecast which component is probably going to present a failure.  

As a future work, the prediction model can be improved with other clustering and 

classification algorithms, and we will prove these nested models with real data. 

We are also trying to forecast failures considering time intervals, using time series 

methods. 
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Abstract. In this work is presented a numerical implementation of a
system that combines a compression scheme with an improved encryption
procedure, which is applied to digital images. For the compression stage is
considered the two-dimensional Haar wavelet transform, where an energy
criterion is contemplated. On the other hand, the encryption scheme
regarded is based on the synchronization of the cellular automaton rule
90, this system presents a good performance to encrypt images and it is
resistant to cryptanalysis attacks such as the Chosen/Known-plaintext
attack. The numerical conjunction of these procedures could be an ap-
pealing option for real-time applications such as video communications,
video-surveillance among others.

Keywords: Cellular automata, encryption system, two-dimensional wavelet
transform, compression

1 Introduction

Nowadays, there exists a great interest in the protection and manipulation of
the data. Due to the great advances in technology, each time is required to have
better and more efficient algorithms for confidential and secure data handling.
This information may vary depending on the application area and in many cases
is necessary processing it in real time. For example, now is very common in
different countries that the police install surveillance video cameras on the cities.
If the information transmitted from these cameras is not encrypted the confi-
dentiality of data is exposed in the links allowing access to third parties without
being detected. But if an encryption processes is added, the latency of the data
transmission could increase and the information will not be available on time.
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To overcome the eavesdropping problem several encryption systems have been
proposed, such as AES (Advanced Encryption Standard), IDEA (International
Data Encryption Algorithm), RSA (Rivest, Shamir y Adleman) among others.
These systems are generally used in text and binary data, but they are not
suitable for the encryption of multimedia data due to their massive volumes,
high adjacent correlation and sometimes the multimedia data require real-time
interactions (displaying, bit rate conversion, etc.) [2]. Hence many encryption
systems with different approaches have been developed for image encryption
area [5,8].

On the other hand, different compression schemes which can either be lossless
or lossy, work by squeezing redundancy out of data, reducing substantially the
initial size of the analysed signals. In this issue, the wavelet transform has proved
to be a powerful tool to efficiently process signals that involve large amounts of
information. In particular, it has been noticed that this transform is a flexible
mathematical tool employed in a great variety of applications and its numerical
implementation is often easy to perform [3].

The encryption system considered in this implementation is based on the
synchronization of the cellular automaton rule 90 [9]. This cryptosystem is named
ESCA (for short) and it has been validated and implemented for image encryp-
tion in [6,7]. The ESCA system can be considered secure for images encryption
but latency time is too high to incorporate it in real-time applications. In this
work we implement a joint encryption and compression procedure to image
information. The compression scheme is based on the Haar wavelet transform
with an energy approach. The results show that this scheme could be an efficient
solution to protect information with a low latency. The structure of this paper is
organized as follows. Section 2 discusses briefly the two-dimensional Haar wavelet
transform as a tool to compress images. The encryption system and the image
encryption algorithm are described in Section 3. The numerical implementation
of the joint scheme and results of this proposal is discussed in Section 4. Finally,
the conclusions are drawn in Section 5.

2 Two-Dimensional Wavelet Transform

The discrete wavelet transform has a huge number of applications in different ar-
eas, and many signals have a bi-dimensional nature like images. For this case, the
wavelet transform has also a discrete version to process them. The wavelet trans-
form in two dimensions considers a two-dimensional scaling function, Φ(x, y),
and three two-dimensional wavelets, ΨH(x, y), ΨV (x, y), and ΨD(x, y), where
the superscript index indicates the information of the signal at the horizontal
(H), vertical (V), and diagonal (D) directions. Each function corresponds to the
product of a one-dimensional scaling function ϕ and corresponding wavelet ψ
such that the product does not produce a one-dimensional result, i. e.,
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Φ(x, y) = ϕ(x)ϕ(y), (1)

ΨH(x, y) = ψ(x)ϕ(y), (2)

ΨV (x, y) = ϕ(x)ψ(y), (3)

ΨD(x, y) = ψ(x)ψ(y) . (4)

Given separable two-dimensional scaling and wavelet functions, we define the
scale and translation versions as:

Φj;m,n(x, y) = 2j/2Φ(2jx−m, 2jy − n), (5)

Ψd
j;m,n(x, y) = 2j/2Ψd(2jx−m, 2jy − n), (6)

where j,m, n ∈ Z and the superscript index d assumes the values H, V and
D to identify the directional wavelets given in (2)-(4).

In the same spirit as in the case of the DWT in one dimension, and considering
that (5)-(6) constitute an orthonormal basis for L2(R2), the expansion of a
function f(x, y) of finite energy is then

f(x, y) =
1√
UV

∑
m

∑
n

aj0;m,nΦj0;m,n(x, y)

+
1√
UV

∑
d=H,V,D

∑
j=j0

∑
m

∑
n

dd
j;m,nΨ

d
j;m,n(x, y),

(7)

where the scaling aj;m,n and wavelet dd
j;m,n coefficients are defined as

aj;m,n =

∫ ∫
f(x, y), Φj;m,n(x, y)dxdy,

dd
j;m,n =

∫ ∫
f(x, y), Ψd

j;m,n(x, y)dxdy .

(8)

Equation (7) represents the synthesis equation, whereas (8) is the analy-
sis equation. Both equations constitute the two-dimensional discrete wavelet
transform (2D-DWT). From now on, unless otherwise stated, we refer a two-
dimensional function or signal f(x, y) as an image function I(x, y) with dimen-
sions U × V , since the 2D-DWT is generally used to image analysis.

To compute numerically the two-dimensional wavelet transform, we follow
the Mallat’s algorithm for two-dimensional functions [3]. With this algorithm,
the multiresolution decomposition of a two-dimensional function or an image
is represented by a series of approximations and details of sub-images, which
become increasingly coarse. In general, a 2D-DWT can be considered as a sep-
arable filter bank of row and column directions that decomposes one resolution
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level of an image into four sub-images. A one stage of this procedure is shown in
Figure 1, where h and g correspond to a lowpass and highpass filter, respectively,
and they are followed for the operation of downsampling by two. After applying
the first wavelet level transform, we have four sub-images, and if the original
image function I(x, y) has dimensions U × V , then each sub-image have U/2
rows and V/2 columns. The approximation sub-image is obtained by computing
approximations along rows of the signal I(x, y) followed by computing approx-
imations along columns. This sub-image is an averaged version of the image
I(x, y) with half resolution and with statistical properties that are similar to
those of the original signal I(x, y). In the same way, in the horizontal sub-image,
we first compute the approximations along the rows of the image I(x, y) followed
by computing the details along the columns. As a result, the horizontal edges
of I(x, y) will be always detected by the details along the columns. Since this
sub-image analyses the horizontal information, it is clear why it is denoted as
the horizontal sub-image. In the multiresolution decomposition the same wavelet
transformation is applied but only to the approximation sub-image obtaining
again four sub-images, but now with dimensions of U/2k rows and V/2k columns,
where k = 1, . . . ,min (log2(U), log2(V )) is the wavelet level. The two-dimensional
Haar wavelet transform is considered in this paper, because with this wavelet
function the algorithm is memory efficient and reversible.

2

2

 g

 h

2 g

2 h

2

2

 g

 h

D

dj,m,n

a j,m,n

V

dj,m,n

H
dj,m,n

a j+1,m,nx[m,n]=
Initial image

Approximation
sub-image

Detail
sub-images

ColumnsRows

Fig. 1. One stage in a multiresolution image decomposition.

Wavelet compression scheme. The compression procedure that we employ
is shown in Figure 2. First of all, the Haar wavelet transform is applied to the
initial image. Next, the transformed image is submitted to an elimination process
of the transformed coefficients which lie below a threshold value. In fact, the key
step here is to choose a threshold through an energy criterion. We look at the
normalized cumulative energy applied to the ordered transformed coefficients.
To select the threshold value we consider the magnitude of the coefficient for
which a proposed energy percentage is obtained. With an established threshold
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value ε any coefficient in the wavelet transformed data whose magnitude is less
than ε will be reset to zero. Hence the amount of obtained compression can be
controlled by varying the threshold parameter ε.

Wavelet 
Transform

Threshold in 
terms of 
energy

Coding

Initial image
I(x,y)

Compressed 
image

Inverse 
Wavelet 

Transform

Decoding

xxxxxxxxxxxxxxxxxxxxxxxxxxx

Reconstructed 
image

xxxxxxxxxxxxxxxxxxxxxxxxxx

xxxxxxx
xxxxxxx
xxxxxxx
xxxxxxx
xxxxxxx
xxxxxxx

Fig. 2. Basic wavelet compression procedure with an energy approach.

3 Encryption System ESCA

In this work is considered the encryption scheme used in [9], where the syn-
chronization phenomenon of cellular automata has been applied to design two
families of permutations Ψ and Φ, and an asymptotically perfect pseudo-random
number generator. This cryptosystem is flexible and reconfigurable for different
bit-lengths. Figure 3 illustrates a general block diagram of the encryption system
ESCA.

The ESCA system comprises the sets M , C and K of binary words, M and
C correspond to the plaintexts and ciphertexts respectively, the length of these
words is J = 2j , for j = 1, 2, 3.... Also it is possible to concatenate several
blocks of these lengths. The set K corresponds to the enciphering keys of length
N = 2n − 1 for n = 1, 2, 3..., for a complete encryption n > j such that N must
be larger than J . The two indexed families of permutations Ψ = {ψk : k εK} and
Φ = {φk : k εK} are called encryption and decryption functions respectively.
Basically, the cryptosystem transforms a plaintext sequence m into a ciphertext
sequence c, i.e. for every k εK one has c = ψk(m), whereas to disclose from the
sequence of cipher-blocks, one uses the decryption function m = φk(ψk(m)).
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Fig. 3. The encryption scheme ESCA with its main components: the indexed families
of permutations and the pseudorandom generator keys.

Since the complete encryption scheme is a symmetric algorithm, the encryption
and decryption processes use the same enciphering key k.

In [4], the authors present an ergodic and mixing transformation of binary
sequences in terms of a cellular automaton, which is the main element of a
pseudo-random number generator (PRNG). The PRNG in its basic form, fol-
lows the algorithm shown in Figure 4. At first, the key generator requires two
seeds, x = xk+1

0 , of N bits, and y = xk
0 , of (N + 1) bits, which are the

input of function k = h(x,y). The seeds are x = {x1, x2, x3, . . . , xN} and
y = {y1, y2, y3, . . . , yN+1}, and the first number generated of N bits is the
sequence output of function h, k = x10 = {k1, k2, k3, . . . , kN}. Now this sequence
is feeding back to the input, which becomes the next value of x, and the previous
value of x becomes the initial bits of the new y, where the missing bit is the
least significant bit (LSB) of the previous y, which becomes the most significant
bit (MSB) of this sequence, and the same procedure is iterated repeatedly.

In [6], it was added a pre-processing to make this scheme resistant to Chosen
/ Known-plaintext attacks. This process is similar to PRNG, where the function
m̂ = h(m, z) is used to transform the blocks m into an unintelligible form
denominated m̂. The Figure 5 shows a block diagram of this process, the inputs
are a block m of J bits and a seed z of J + 1 bits. At the output is obtained
a block m̂ of J bits, that will be encrypted later with the permutation Ψ , c =
ψk(m̂). Also in the Figure 5 is shown the feedback, this is different from the
key generation, the next z is obtained from the joint of m̂ and the LSB of
previous z as the MSB. This change allows to process images with a high adjacent
correlation.

The encryption of an image with the ESCA system proceeds as follows

1. Load the plain-image I of size V × U .
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Fig. 4. Basic form of the pseudo-random number generator.

Fig. 5. Pre-processing to obtain m̂.

2. By scanning the image I row by row, arrange its respective pixels as a
sequence or a vector, and convert each pixel value to their corresponding
binary value.

3. Establish the length of the encryption key, it must be larger than plaintext
bit-length.

4. Compute the modified plaintext sequence m̂ using the pre-processing.

5. Encrypt each modified block, c = ψk(m̂) with a different k each one.

6. By reshaping the set of ciphered sequences of the previous step into an V ×U
image, obtain the ciphered image.

This algorithm has proved to be secure against statistical attacks and model
threats as Chosen/Known plaintext attacks [6] [7].
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4 Numerical Implementation and Results

To implement numerically the joint scheme, it was considered the LabVIEW
graphical programming language, a trademark of National Instruments [1]. In
Figure 6 is depicted this scheme, which comprises two stages. The top block,
Module A, carries out the compression and encryption of images, as was de-
scribed above, whereas the bottom block, Module B, performs the reverse process
to obtain a reconstructed image. It is worth to say that there are two signals
after the compression stage, the wavelet coefficients that survived to the value of
the threshold, which are the values to encrypt, and a binary vector indicating the
positions of such coefficients. Hence the encrypted image and the binary vector
are available to be transmitted through a public channel, but it will depend
on the application if it is required to convey. Of course, in the Module B the
received image is decrypted, and the decompression procedure takes place to
the decrypted image with the binary position vector obtaining a reconstructed
image.

Encryption xxxxxxxxxxxxx

x
x
x
x
x
x
x
x
x
x
x

Original 
Image

Channel

M O D U L E    A

Compression

Decryption xxxxxxxxxxxxx
xxxxxxxxxxxxx

Decompression

Reconstructed
Image 

x
x
x
x
x
x
x
x
x
x
x
x
x
x

M O D U L E    B

Fig. 6. Image compression encryption scheme.

In such numerical implementation the system was tested with 512×512 RGB
and grayscale images, Lena, mandrill and peppers. For the RGB versions, the
compression stage should be applied for each color channel. To measure the
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degradation of the reconstructed images it was used Peak Signal-to-Noise Ratio
(PSNR) as a quality metric. The individual results of the wavelet compression
procedure for the Lena image can be observed in Figure 7, it illustrates some
reconstructed images for different energy criteria and its PSNR. In Table 1 is
shown the compression rate of the RGB images with a 50% of energy. Based
on these results is clear that the Haar wavelet transform helps to achieve good
compression rates, and the PSNR helps to determine degradation on the recon-
structed images.

Fig. 7. a) The source image. Reconstructed images when a b) 90% (37.32 dB), c) 75%
(30.32 dB), and d) 50% (23.70 dB) of energy is considered in the compression stage.

Table 1. Compression rate achieved with 50% of energy and 4 levels. PSNR of the
reconstructed images from these settings.

Image Compression PSNR
rate

Lena 24.68:1 24.68 dB
mandrill 23.93:1 18.60 dB
peppers 38.34:1 34.38 dB
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The ESCA system encrypts the survived coefficients, for RGB images before
to encrypt the survived coefficients from each channel, they are concatenated
again. Figure 8 illustrates the results obtained in the stages contained in Module
A for a source Lena image. In this case, an energy criterion of 90% was considered
to compress the source image.

Fig. 8. Results of the application of Module A to a source Lena image.

The results of this scheme show that is possible to reduce latency time
until 80% in comparison with only encryption scheme. The Table 2 contains
a comparative between latency time (in milliseconds) of the encryption process
without compression stage and our proposed scheme, using RGB images with a
resolution of 128×128 pixels, considering a 75% of energy and 4 levels of 2D-WT.
The Table 2 also shows the PSNR of the recovered images and the compression
ratio reached.

Finally, this scheme was implemented in a video application using a conven-
tional webcam with a resolution 128 × 128 pixels and 30 frames per second. In
this program the user can select the number of levels of the two-dimensional
wavelet transform and the energy percent to preserve. In the same front panel
is shown the compressed and encrypted images as result of Module A, and the
recovered images as output of the Module B. Also the program calculates the
PSNR of the recovered video, in this way the user can select the parameters
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Table 2. Comparison of latency times between different schemes.

Encryption process Our proposed scheme PSNR Compression
(ms) (ms) (dB) rate

Lena 72 28 24.07 11:1

mandrill 72 29 21.54 10:1

peppers 72 26 23.72 12.5:1

according to the quality of the recovered image and the latency based on the
flow of the recovered video. The Figure 9 shows the front panel of the video
application.

Fig. 9. Front panel of the video application with the proposed scheme, considering 97%
of energy, 4 levels and the recovered images have a is 33.71 dB.

5 Conclusions

In this work we presented the numerical implementation of a system that com-
bines a compression procedure with an improved encryption system, which was
applied to images. The compression procedure is based on an energy criterion of
the Haar wavelet coefficients, and the obtained results provide us good compres-
sion rates, because a high energy concentration was presented in a few wavelet
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coefficients of the transformed image. On the other hand, the improvement
of the encryption system presented a high security and a great flexibility to
encrypt image information. In fact, this allowed that some cryptanalysis attacks
were outperformed, and now with the compression stage it presented a good
performance in time efficiency issues. With the obtained results of this proposal,
we think that it can be a useful tool in the current multimedia applications.
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Abstract This work presents the electronic design of an intelligent
device that includes a monitor system for automatic movements of a
robotic hospital bed based on posture classification and identification.
This feature was carried out in response to the necessities defined by
the application of a diagnostic identification methodology. This method
was successfully applied to a public Mexican hospital and the issue
identified was the mobility of elderly people and physically challenged
individuals. The movement of these patients can be performed routinely
or sporadically during their stay in a hospital. For patients who require
a particular routine application of this action, the system includes an
intelligent monitor system. This intelligent system allows medical experts
to program the movements of the robotic bed considering the posture of
the patients and the time in bed. This paper shows the hardware and
software design of the electronic system and the physicals results.

Keywords: Assistive bed, robotic bed, posture classifciation

1 Introduction

In recent years, the Artificial Intelligent Systems (AIS) have been used in several
applications such as industrial control, robot control, traffic surveillance, remote
sensing, and speech recognition to mention a few. In particular, the insertion
of AIS to medical environments has been a challenging task due to the high-
risk decisions in the diagnosis, monitoring, and care of patients. However, in
the rehabilitation of patients with limited or restricted mobility, as is the case
of geriatric patients, AIS have been used to control the positioning of robotic
hospital beds. This approach prevents the appearance of ulcers because of the bed
pressure on the tissue. The system also takes into account the activity monitoring
and bed-rails control [9,4,12].

Most of the commercial systems for automatic control of hospital bed posi-
tions are based on the detection of patient posture. This information is obtained
using presence sensors, digital cameras, thermal cameras and mattress pressure
sensors [5]. On the other hand, modern hospital beds can adopt twelve positions
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ranging from the home position to the sit to stand position but do not have a
mechanism to prevent accidents when the change of configurations takes place.
Some of the most frequent accidents, when the bed is moving, are the downfall of
patients, bad posture when the bed is moving, and injuries caused by improper
use of motion controls. In this research, we show the electronic design of an AIS,
proposed to reduce the risks of operating a hospital bed with multiple positions.
The primary objective of our AIS is to prevent accidents when the bed is moving;
this is done by detecting the posture of patients using a mattress pressure sensor.
We identify the position of patients by performing an analysis and classification
of the pressure distributions using an initial training set of correct postures for
all bed posts.

Electronic design is essential to acquire, manage and transport the control
and power signals to all the system. The implementation of a module to process
inputs and outputs has been widely developed [2,13,14]. As an example, the work
of Bustamante Malla [1], designed and implemented a control card and data
acquisition with a resolution of 12 bits and it is managed by a computer (PC).
Ordoñez [10] implements a device to obtain the voltage-current measurements
from a solar system, and it is based on a micro-controller connected via RS-
232 to a computer for processing the information. This development has also
been implemented to solve the bigger requirements of particular systems, where
it is needed to read and manage the information of an array of sensors. In
[6] the data acquisition of 96 high-resolution underwater sensors was carried
out. Another goal is to achieve the velocity requirements of some systems, for
example, image processing in [8]. This field is still developing and growing up
since the requirements of new systems are increasing.

2 System Requirements

Electronic requirements to achieve are: source from 110 VCA at 60 Hz which
is part of the facilities in all Mexican hospitals, autonomy of at least 5 hours,
ability to handle electrical breakouts and the energy supply for the actuators to
move the system. The system to be designed must also be capable of getting the
different type of data from all the sensors on the physical system. The electronic
design also has to handle the information to be sent back to control the behavior
of the machine. It must read all the devices at the same rate and maintain the
information in the buffer until the manager program asks for the data. This is
proposed to avoid data loss when the CPU is performing another action, for
example transferring data online or attending interaction with the user. The
complete system must be able to deal with 65 digital input/output signals, 28
analog inputs, two analog outputs and 3 USB ports. Digital pins will be used
to manage the data acquisition and communication from a 20 buttons keypad
array, read with nine digital lines and distributed into distinct areas to deliver
comfort to the final user. It will use 16 motors with the capability of changing
its direction at any time or PWM control. It also uses various limit switches to
determine the bound of some movements, two presence detectors, and a teach
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pendant with eight buttons, driven with four lines. Finally, the system includes
some extra lines for future improvements.

Analog inputs contemplate the management of 17 feedback signals from
motors, 2 inclinometers, the battery monitoring pin, 4 load cells to know the
pressure at the support points of the system, two thermometers wires and 3 extra
lines to allow future changes. Finally, analog outputs will be used to manage the
RGB LED’s and provide quickly visible information about the status of the
entire system. Moreover, finally the USB ports to acquire the information from
2 arrays of pressure sensors and the last one will be used to read the information
from the touchscreen of the graphical user interface.

3 Electronic Design

The architecture of the system is shown in Figure 1 and 2. In these pictures
can be seen the functional division of each element that compose the system.
This division also helps to design carefully and individually the logic sections of
the robot. Another positive feature of this conceptual and physical disposal is
the advantage of providing straightforward repair and technical support for the
modular design give the opportunity to change the malfunctioning card only.

(a) (b)

Fig. 1. System architecture

(a) (b)

Fig. 2. System architecture
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3.1 Power Sources

The system will be connected to a 110 AC voltage network, and the elements
inside must fulfill the supply requirements of each internal component. Therefore,
it was implemented some linear and switching voltage regulators to provide the
proper value. If the AC voltage supply fails the system must remain working,
and this device handles this case by implementing a UPS system. In Figure 1(a)
can be seen the block diagram of this module.

3.2 CPU and User Interface

Module two contains some commercial products that were previously selected
to work together, and they are shown in Figure 1(b). The CPU was selected
by comparing the ARM and Microcontroller architectures. Finally, a PC was
chosen, considering the advantages of increased capacity and processing speed;
it allows programming a graphical interface with a high-level language and easy
programming of complex algorithms. In this work the BOXDC521HYE Intel
NUC was implemented using a Linux distribution like the operating system, since
this approach has shown important advantages among others [14]. The pressure
sensor array has its data acquisition, but the processing of the information must
be carried out on the PC, and then all the data must be moved via two USB
ports. On the other hand, the touch sensor located on the screen to interact
with the user also has to be connected via a USB port. These connections are
handled directly by the PC. The last element in this module is a commercial
NI USB-6212 to move data to its final stop, the PC. This element manages the
digital and analog signals to be sent in one direction or another.

3.3 Signal Concentrator

This module can be seen in Figure 2(a) and handle all the digital or analog
information used in the robot from all the sensors. Given that the characteristics
of the DAQ-6212 are lower than the requirements of the system, this module aims
to manage the signals by multiplexing the digital pins. Additional functions of
this module are the organization of all the wired connections and isolation to
provide a safer configuration. In some cases, this module also accomplishes the
signal conditioning to provide the necessary characteristics to be read or written
to its target device.

3.4 Power Drivers for Actuators

The design of this module contains the electronic required to interact the 24 volts
power supply of the motor by changing the state of the TTL connections from the
signal concentrator module. This card also contains an electronic configuration
to avoid undesired activation of the motors as well as to prevent configurations
that can damage the card. This module is displayed in Figure 2(b).
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4 Supervisory Control

The system acquisition is governed by a program dedicated to administrating
all the information read from the physical system. This program is running on
the CPU selected. Figure 3 shows the flow diagram of this specific program to
interact with the DAQ.
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Fig. 3. Software behavior

Thus, the database of features (see Fig. 4) is constructed such as it contains
three set of equal size of the three basic positions and an appropriate number of
its variants. The database of features is then used to construct the model of the
classifier to make predictions of pressure distributions that do not belong to the
database.
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Fig. 4. Main blocks of the IS for posture recognition.

5 Experimental Implementation

This section shows the experimental implementation of the described system. In
Figure 5 can be seen a diagram that contains the four modules explained before
and all the electrical connections corresponding to the complete system. It also
plots an idea of the number of elements to be read with the data acquisition
system developed in this work.

Fig. 5. Electrical diagram of the system

Figure 6 shows some pictures of the implemented system. In Figure 6(a)
can be seen the physical card that corresponds to the module 1, this PCB will
provide the correct voltage to each of the devices in the robot. Figures 6(b)
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and 6(c) display two of the components of the second module, these are the PC
(NUC) and the USB-6212 respectively. The signal concentrator card can be seen
in Figure 6(d) and correspond to the module 3 explained before. Finally, the
power driver card is shown in Figure 6(e).

It is important to mention that this development accomplishes the require-
ments of the environment where this robot will be working. To achieve this goal
some previous prototypes were implemented to check functionality and in the
end the final design was carried out.

(a) (b) (c)

(d) (e)

Fig. 6. Experimental implementation of the system

6 Intelligent System for Automatic Control of Bed
Positions

A robotic hospital bed can adopt several positions depending on the needs of a
particular patient, also can be programmed to perform a series of movements over
a period. The figure 7 shows the transition diagram of our robotic hospital bed
of the most used positions by medical specialists. The initial position is the home
position to which all other positions can reach, except the sit-to-stand position.
The transitions of the robotic bed are performed using mechanical actuators,
and the time it takes to go from one position to another depends on the weight
of the patient and the current position. When a transition is performed may
happen that the patient falls or can be hurt by being in a bad posture, even
when a specialist is operating the robotic bed.
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Fig. 7. Pression levels obtained of one person.

The AIS will be able to detect if the patient is in a correct position to
perform the requested transition, and will send a visible alert to prevent possible
downfalls. Figure 3 shows the main stages of the AIS for the posture recognition.
In the initial phase, the pressure distributions are obtained from the pressure
sensor array. The second and third stages present an analysis and pre-processing
is performed. Also, a feature extraction using Histogram of Oriented Gradients
(HOG) [3] and Scale Invariant Feature Transform (SIFT) [7] descriptors are
applied over the pressure distributions that are considered as grayscale images.
In the fourth stage, a database of features is constructed and in the last two
phases we build a model for feature classification and prediction. We compare
the results of three classifiers such as Support Vector Machines (SVM), Decision
Trees (DT), and Bayes-Naives Networks (BNN).

To simplify the posture recognition we consider these basic postures: the
right lateral decubitus, supine and the left lateral decubitus positions (see Table
1), and since that the prone position is almost the same as the supine position,
its detection is achieved by an analysis of the pressure distribution. The Table 1
shows the three basic correct positions displayed as grayscale images, obtained
from simulated data of the pressure sensor array.

Thus, the database of features (see figure 4) is constructed such as it contains
three set of equal size of the three basic positions and an appropriate number of
its variants. The database of features is then used to construct the model of the
classifier to make predictions of pressure distributions that do not belong to the
database.

Finally, the AIS for posture recognition can be used to control the actuators
of the robotic hospital bed in a semi or automatic way, and can prevent accidents
when the bed is moving slowly. Thus, when a bad posture is detected, then the
AIS send a signal to the actuators either to stop the transition movement or
to return to the previous position. This intelligent device allows the hospital
medical team to improve attending in caring for people with motor disabilities.
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Table 1. Simulated basic posture positions.

a) Left lateral decubitus b) Right lateral decubitus
LLD (class 1) RLD (class 2)

c) Supine (class 3) d) Prone (class 4)

7 Methodology for Posture Recognition

The proposed methodology takes the raw data of sensors and transforms it into
HOG image. This representation as HOG image will be used as input in one SVM
classificator, the final output is the classificator prediction about the position.
Our system receives, as input, one array of 448 elements, with pression levels
(0-4096 units of pression). Each of wich represents one sensor on the surface
where a person is lying down; these sensors are distributed in 32 rows and 14
columns.

Figure 4 shows the main blocks of the proposed methodology for posture
recognition. In the initial stage, the pressure distribution is obtained from the
pressure sensor array. The data obtained from the sensors is in the range of
0 to 4096 levels of pression, where 0 is the maximum pression possible, and
4096 is null pression. Then, in the second block we transform raw data taking
three considerations. The first considers the pression applied by the human body
(considering weight between 40 to 150 Kg) which is between 2500 to 4096 in the
scale of pressures (see Figure 8). Then we can cut the range only to human body
requirements and gain definition. Second consideration is an array scalation from
2500-4096 scale to 0-255 scale for process the array as gray scale image in the next
block. The final consideration of the second block is applying a scale algorithm
for images to obtain interpolated image of raw pressure data.

In third stages, we use a feature extraction using HOG descriptor and apply-
ing it to the pressure distributions that are considered as gray scale images. In
the stage delimited with a broken line, we make the SVM model, the first three
stages are repeated several times with one human body in different positions.
We consider the positions described in Table I and we make a data base with
this. Then we use this data base for make a SVM model to know the position.

123

Electronic System of an Intelligent Machine: the Case of an Assistive Bed Device

Research in Computing Science 104 (2015)



When SVM model is ready, we can use it to monitor person movements. The
fourth stage implies to take this SVM model and to use it as input the first three
stages output; then the fifth stages have an accurate prediction.

Fig. 8. Pression levels obtained of one person.

8 Interface

Our development also implies a design and manufacturing respectively to graph-
ical interfaces that display the positions of the patient (Figure 10). As well as an
exclusive work for the aesthetic look of the device that allows safe, comfortable,
reliable and clean. These details are very important in the context of usability
to give confidence to the user.

In constant operation of the bed, measured position is presented in the
graphical interface, and it must display the real position of the physical sys-
tem. Therefore, the user must have real information to observe and handle the
variables in the machine.

Additionally, this development takes into account the implementation of a
function call [11], to isolate the design and constructibility of the Graphical User
Interface (GUI). Therefore, this work is done considering the flexibility of the
entire system.

In Figure 9, the primary screen of the graphical user interface is shown, which
displays patient data found in the bed. The system takes data from the position
in which the patient as well as the pressure and temperature continuously to
have a better management system is.
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Fig. 9. Interface.

In one of the screens, the twelve possible configurations that can take the bed
as well as a short description of the position are shown. Within the interface is
the option to set the position or series of positions that will receive the patient at
a given time. This is done to continue with routines that the patient has already
predefined or update routines depending on the patient’s improvement. In the
section go to position a preview of the desired configuration is done to take into
account which is the position to which anger the system if the desired position
the start button is pressed to go to the settings or begin programmed sequence
before. The interface has blockages or stops to the bed which depend on the
position in which the current system is and who is to come, this depends mainly
on the position where the patient is.

Fig. 10. Positions in the interface.

The Figure 11 contains an interactive way to manage the positions of the
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system with easy handle method. The use of the touch screen enable the user to
perform its task using specific areas in the screen. On this screen limits movement
with every part of your system.

Fig. 11. Movements in the interface.

9 Conclusion

In this work a successful implementation of a data acquisition system was carried
out, and the resultant system was applied to manage the behavior of an assistive
robot. The design an implementation of an Artificial Inteligent System was
carried out. This approach was based on an NI-DAQ-6212 device and all the
required electronics to achieve the desired objective using a system with lower
capabilities. The design and implementation of a GUI taking into account the
actual requirements for applications as well as a cognitive approach to making
the product more efficient when the user is interacting with it. This GUI was
also applied to command the behavior of a mechanical machine, therefore making
a Mechatronic system. The whole system was built and tested with successful
results at a prototype level.
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