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Abstract. Nowadays, there has been a meaningful increase in the use
of frequent approximate subgraph (FAS) mining for different applica-
tions, for example, graph classification. However, the great amount of
mined patterns is one of the fundamental drawbacks of FAS mining.
This drawback has a negative effect in the computational performance
of classifiers, especially in large graph databases where the number of fre-
quent patterns could be very high. In this paper, we propose a research
proposal driven to obtain FAS mining algorithms capable to compute a
representative subset of patterns. The representative pattern set should
be identified into the mining process improving the efficiency in time,
in comparison with the time required if this identification is performed
in a post-processing stage over all patterns computed by a general FAS
mining algorithm.

Key words:Approximate graph mining, representative patterns, graph-based
classification.

1 Introduction

In data mining, frequent pattern identification has become a meaningful topic
with a wide set of applications in several domains of the science [1]. This topic
includes different techniques for pattern extraction, where frequent subgraph
mining techniques have been highlighted. Using graphs as basic structure allows
identifying patterns with spatial and semantic relationships.
Several algorithms have been developed for finding all frequent subgraphs in
a graph database [2–6]. Most of these algorithms use exact matching methods
for computing the frequent subgraphs, but there are several practical problems
where the need to allow some variations in the data arises. This fact is because
there are concrete problems where exact matching could not be applied with
positive outcome [7, 8]. This means that it is important tolerating certain level
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4 N. Acosta-Mendoza et al.

of distortion, semantic variations, vertices or edges mismatched during the fre-
quent pattern search. Thus, it is required to evaluate the similarity between
graphs considering approximate matching. In this way, several algorithms have
been developed for frequent approximate subgraph (FAS ) mining, which use
different approximate graph matching techniques allowing the detection of fre-
quent subgraphs with some distortions in the data [7–11]. These FAS mining
algorithms have been successfully used for supervised classification, where FASs
are used as features for representing objects. This approach has been used in
several domains of the science as: analysis of biochemical structures [9, 11], anal-
ysis of genetic networks [10], analysis of circuits, links and social networks [8],
and image classification [7]. However, in most of these applications, usually a
large number of frequent subgraphs is computed [12], therefore, discovering in-
teresting patterns in this set of patterns is still a challenge. Several techniques
have been proposed for identifying interesting subgraphs, reducing the dimen-
sionality of the identified pattern set, such as: identifying only maximal, cliques,
and closed subgraphs, among others. Using only maximal frequent subgraphs in-
stead of using all the patterns is one of the techniques used to avoid redundancy
among the computed patterns and consequently for reducing the dimensionality
of this set of patterns. A maximal frequent subgraph is a pattern that is not a
subgraph of any other frequent subgraph [13]. It is important to highlight that
from the frequent maximal subgraphs it is possible to reconstruct the whole set
of frequent subgraphs because all of them are summarized into the maximal pat-
terns. However, from the maximal patterns, the information about the support
of non-maximal patterns cannot be retrieved. To face this problem, in several
applications closed frequent subgraph are used. A closed frequent subgraph is
a pattern that does not have any supergraph with the same frequency [14, 15].
Thus, from the closed frequent subgraphs it is possible to reconstruct the whole
set of frequent subgraphs including the information about their support. In real
applications such as biochemical compounds, clique frequent subgraphs [9, 16]
have been used for reducing the amount of mined patterns. A frequent clique
subgraph is a pattern where every two vertices are connected by an edge. Using
this kind of patterns, specially when the graph collection contains many clique
graphs, the amount of patterns is too high.
This paper is structured as follows: in Section 2, some related works about al-
gorithms for computing representative patterns are described. In Section 3, the
research problem is presented. In Section 4, the research proposal is discussed.
This proposal includes: the research question, the aims, and the expected contri-
butions of this research. Later, in Section 5 we present some preliminary results.
Finally, our conclusions are included in Section 6.

2 Related work

Several researchers have turned their attention to the problem of mining maxi-
mal, closed or clique patterns in graph collections [9, 14–17]; however, only a few
of these works are based on approximate graph matching:

Research in Computing Science 71 (2014)



Representative Pattern Mining in Graph Collections 5

– APGM [9] computes the frequent approximate subgraphs that are cliques in
a graph collection. This algorithm uses a depth-first search (DFS) approach
for building each clique candidate pattern by extending the edges and using
the Canonical Adjacency Matrix code (CAM code) of each candidate, sub-
isomorphism tests are applied. Also, in this process, a substitution matrix,
containing probabilities of interchange between vertex labels, is used. Al-
though the authors suggested that this idea can be extended to edge labels,
this algorithm only deals with variations between vertex labels.

– Z. Zou et al. [16] propose an algorithm that computes top-k maximal clique
subgraphs in an uncertain graph. In this approach, a combination of both,
maximal and clique, are used for taking advantage from both approaches.
This algorithm uses an exact approach for computing sub-isomorphism be-
tween graphs, but during the candidate generation process, each candidate
is identified as a clique evaluating the probability that the candidate has
of being a clique across all processed graphs. Each graph, processed by this
algorithm, is uncertain because it is built taking into account the existence
probability over the original graph.

In this paper, we are focused on the approximate approach for graph mining,
which allows some semantic variations in vertex and edge labels keeping the
graph topology.

3 Research problem

Frequent approximate subgraph mining have become a very commonly used
technique in data knowledge extraction, which has been successfully applied in
several domains of the science. This technique has become an important topic in
those mining tasks where the mined patterns are detected taking into account
distortions in the data. Using these approximate techniques, better results than
the exact techniques are reported in some tasks of graph classification, however,
it has a main problem that a high number of patterns are identified during
the mining process. This high amount of patterns increases the computational
resources needed for storing them, affecting the efficiency and efficacy of the
methods where they will be used.

4 Proposal

In this section, a research proposal to give a solution to the previously commented
problem is presented.

4.1 Research question

Is it possible to propose new algorithms for computing representative frequent
approximate subgraphs, that allow keeping or improving the classification effi-
cacy reported in the state-of-the-art when this type of subgraphs are used as
attributes in supervised problems?
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4.2 Aims

The general aim of this research is:

To propose new algorithms for mining representative FAS that allow us keep-
ing or improving the classification efficacy, in supervised problems, reported in
the state-of-the-art when this type of subgraphs are used as attributes.

The specific aims are:

1. Propose a new algorithm for computing maximal FASs in graph collections.
2. Propose a new algorithm for computing closed FASs in graph collections.
3. Propose a new algorithm for computing clique FASs in graph collections.
4. Extend a based-graph classification framework for evaluating the efficacy

and efficiency of the representative subgraphs computed by our algorithms.

4.3 Expected contributions

The expected contributions of this proposal are:

1. A review of algorithms for frequent subgraph mining in graph collections.
2. An algorithm for computing the maximal FASs in a graph collection.
3. An algorithm for computing the closed FASs in a graph collection.
4. An algorithm for computing the clique FASs in a graph collection.
5. A graph classification framework based on FAS mining using the proposed

algorithms.

5 Preliminary results

As preliminary results of the proposed research, we propose an algorithm for
computing maximal frequent approximate subgraphs (M-FASs) based on an
algorithm for FASM proposed by Acosta-Mendoza et al. [7] (VEAM), where
substitution matrices are used to specify which vertices, edges or labels can
replace some other ones; allowing variation into the vertex and edge labels, but
keeping the graph topology.

Our proposal, which is a modification of the VEAM algorithm, called M-
VEAM, extracts only the maximal FASs from a graph collection. M-VEAM (see
Algorithm 1) starts finding the frequent approximate single-edge set C, using a
breadth-first search (BFS ). Later, for each pattern in C, a function “Search” (see
Algorithm 2) that recursively computes all extensions of a given pattern using
depth-first search (DFS ), is invoked and if the extended pattern is maximal (i.e.
none of its extensions is frequent) then it is stored into the output set F . The
function “appLset” (see Algorithm 3) searches the possible approximate label set
for the new edge e which is an extension of a pattern T and the possible label set
of the new vertex that e connects with an existing vertex in T (if is necessary).
Finally, when all FASs in C have been extended, the set F of all M-FASs in the

Research in Computing Science 71 (2014)



Representative Pattern Mining in Graph Collections 7

Algorithm 1: M-VEAM

Input: D : A graph collection
MV : Substitution matrix indexed by LV
ME : Substitution matrix indexed by LE
τ : Similarity threshold
δ : Support threshold.

Output: F : Maximal frequent approximate subgraph set.

F ← ∅;1

C ←the frequent approximate single-edge set in D;2

foreach T ∈ C do3

Search(T,D,MV,ME, τ, δ, F);4

if T is maximal then5

Insert T in F ;6

Algorithm 2: Search

Input: T = (Vt, Et, It, Jt) : A frequent approximate subgraph
D : Graph collection
MV : Substitution matrix indexed by LV
ME : Substitution matrix indexed by LE
τ : Similarity threshold
δ : Support threshold
F : Frequent approximate subgraph set.

Output: F : Maximal frequent approximate subgraph set.

foreach oj ∈ O(T,Gi), where Gi ∈ D do1

foreach e = ExtSet(oj) do2

CL← appLSet(T,MV,ME,Gi, oj , e, τ);3

foreach (elabel, vlabel) ∈ CL do4

The candidate X is built using the tuple (elabel, vlabel);5

C ← C ∪ {(X, codeCAM(X), score)};6

foreach T1 ∈ C do7

if supG(T1, D) ≥ δ and T1 /∈ F then8

Search(T1, D,MV,ME, τ, δ, F);9

if T1 is maximal then10

Insert T1 in F ;11

given collection is returned. More details about VEAM algorithm can be found
in [7, 18].

In order to show the usefulness of using M-FASs for image (graph) classifica-
tion, a comparison between the use, as attributes, of all patterns computed by
VEAM [7] against the M-FASs computed by M-VEAM for image classification,
is shown. Using the M-FASs computed by M-VEAM we build attribute vectors
to represent the images of the collection. An image is represented as an attribute
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Algorithm 3: appLSet

Input: T : A candidate graph
MV : Substitution matrix indexed by LV
ME : Substitution matrix indexed by LE
G = (V,E, I, J) : A graph of the collection
G′ : Embedding of T in G
e = {u, v} : An extension of G′

τ : similarity threshold.
Output: CL : A set of candidate 2-tuples (elabel, vlabel).

foreach j ∈ UτE(J(e)) do1

scoreE ← Smax(T,G′) ∗ MEj,J(e)

MEj,j
;2

if e is a forward extension of G′ then3

foreach i ∈ UτV (I(v)) do4

if i is less than or equal to the largest of the vertex labels of T then5

score← scoreE ∗ MV i,I(v)

MV i,i
;6

if score ≥ τ then CL← CL ∪ {(j, i)};7

else if scoreE ≥ τ then CL← CL ∪ {(j, ∅)};8

vector V = (v1, . . . , vn) where the number of columns n is the amount of maxi-
mal patterns computed by M-VEAM. The value of each attribute vi (1 ≤ i ≤ n)
is the maximum similarity between the pattern i and the image. Thus, a ma-
trix where the row number is the number of graphs (images) in the collection is
built, and the element of each row is the attribute vector which represents the
corresponding image.

Two image databases are used in this experiment: GREC [19] that contains
images of electronic and architectonic plane symbols grouped into 22 classes.
This database was split into 572 (52%) images for training and 528 for testing;
and CoenenDB that contains synthetic images, taken from the Random image
generator of Coenen 3, that represents two landscape views; CoenenDB was
split into 1200 (60%) images for training and 800 for testing. In both databases,
each image is represented as a graph: in GREC, several critical points were
selected and used as vertices to build a graph and the edges contain vertex
spacial information. For CoenenDB, a tree for each image using a quad-tree
method [20] was created and the information of the leaves of these trees was
used to build a graph.

In Table 1, the number of patterns used as attributes for classification are
compared. These patterns are obtained using τ = 40% in the CoenenDB database
and τ = 8% in the GREC database. These values were computed as the mean
of the similarities among the graphs of the collection. This table is split into
two sub-tables, one for CoenenDB and for GREC collections, respectively. The
first column of each sub-table shows the support value used, and the other two

3 www.csc.liv.ac.uk/∼frans/KDD/Software/ImageGenerator/imageGenerator.html
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consecutive columns show the number of patterns (computed by M-VEAM and
VEAM algorithms respectively) used as attributes for classification, and the
third column shows the reduction percentage achieved using only maximal pat-
terns.

Table 1. Number of patterns used as attributes in the classification process.

CoenenDB GREC
support (δ) M-VEAM VEAM Reduction support (δ) M-VEAM VEAM Reduction

20% 437 745 41.34% 2% 1190 1422 16.32%
25% 186 330 43.64% 3% 607 715 15.10%
30% 86 143 39.86% 4% 366 437 16.25%

As we can see in Table 1, using the subgraphs computed by M-VEAM pro-
duces a reduction in the amount of subgraphs used as attributes for classification,
compared against the patterns computed by VEAM. In this table, we can see a
reduction ranging from 15% to 43%.

The next experiment evaluates the classification results reached using the
maximal FASs computed by M-VEAM compared against the results obtained
using all FASs as attributes for classification. We summarize the classification
results of our experiments in Table 2, which is subdivided in two sub-tables: one
shows the accuracy results and the other shows the F-measure results, in the
same order. The first and second columns of these sub-tables show the collection
name and the support threshold values used in this experiment, respectively.
The other four consecutive columns show the classification results (accuracy or
F-measure), for the classifier specified in the top of these columns, using only the
M-FASs computed by M-VEAM and all FAS computed by VEAM, respectively.
Notice that the best results appear boldfaced.

As we can see in Table 2, the results achieved with our proposal are competi-
tive regarding to the results obtained using all patterns computed by VEAM. In
the CoenenDB database, the best classification result was obtained by VEAM
using the J48graft classifier with an accuracy of 97.25, and using the Regres-
sion classifier, M-VEAM obtained the same value. According to the F-measure,
M-VEAM obtained the best result using the Regression classifier with an F-
measure of 97.26. In this database, using the patterns computed by M-VEAM
as attributes, a reduction of 43% was achieved. In the GREC database, the best
classification result was obtained using the patterns computed by VEAM jointly
with the SVM classifier, obtaining an accuracy of 94.51, while using the patterns
computed by M-VEAM we got an accuracy of 93.61 also with the SVM classi-
fier. In this database, the patterns computed by M-VEAM allow a dimensionality
reduction of 16% regarding the number of patterns computed by VEAM.

In addition, in Table 3, we present a statistical comparison for all pairwise
comparisons between our proposal using M-FASs as attributes and the option of
using all patterns computed by VEAM. For this comparison, we use a significant
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Table 2. Classification results (%) using several classifiers.

(a) Accuracy results achieved using several δ values
J48graft Decision Table Regression SVM

Collection δ M-VEAM VEAM M-VEAM VEAM M-VEAM VEAM M-VEAM VEAM
20% 96.38 97.25 95.38 94.38 97.25 96.25 95.50 95.38

CoenenDB 25% 95.50 96.75 94.00 80.13 96.25 96.38 93.63 94.38
30% 95.50 96.50 95.63 95.25 96.38 96.50 95.50 95.13

Average 95.79 96.83 95.00 89.92 96.63 96.38 94.88 94.96

2% 53.98 45.45 57.77 33.90 75.57 73.48 93.61 94.13
GREC 3% 77.52 82.20 63.64 65.72 77.65 83.14 93.37 94.51

4% 77.14 81.63 59.33 68.37 81.11 82.95 92.86 94.13
Average 69.55 69.76 60.25 56.00 78.11 79.86 93.28 94.26

(b) F-measure results achieved using several δ values
J48graft Decision Table Regression SVM

Collection δ M-VEAM VEAM M-VEAM VEAM M-VEAM VEAM M-VEAM VEAM
20% 96.34 97.23 95.43 94.49 97.26 96.21 95.51 95.39

CoenenDB 25% 95.47 96.73 93.94 82.51 96.22 96.33 93.57 94.35
30% 95.43 96.46 95.76 95.33 96.35 96.50 95.47 95.06

Average 95.75 96.81 95.04 90.78 96.61 96.35 94.85 94.93

2% 52.00 38.00 16.90 11.76 55.32 79.17 91.91 93.33
GREC 3% 81.95 86.96 27.54 28.13 74.70 78.43 93.63 89.36

4% 61.32 78.43 25.69 34.29 74.68 76.00 86.11 86.96
Average 65.09 67.80 23.38 24.73 68.23 77.87 90.55 89.88

statistical test known as Bergmann test [21]. The value for α used on this test
was 0.05.

Table 3. Statistical significance results achieved for different classifiers in two image
(graph) collections.

CoenenDB GREC
Test/Classifier M-VEAM vs. VEAM M-VEAM vs. VEAM

J48graft VEAM –
Decision-Table M-VEAM –

Regression – –
SVM – –

In table 3, the first column of these sub-tables shows the classifiers used in
each comparison and columns 2 and 3 show the results for the CoenenDB and
GREC image databases, respectively. These columns show the approach that is
significant better than the other according to the Bergman test; the symbol “–”
indicates that there is not a statistical significant difference between the results
of both approaches.

As we can see from Table 3, the use of M-FASs as attributes is a good option
since the dimensionality is reduced and we obtain similar classification results
than using all the FASs computed by VEAM.
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6 Conclusions

Frequent approximate subgraph mining is a widely used technique in Data Min-
ing applications where there is some distortion into the data. However, usually
a large number of frequent patterns is computed. Using only representative pat-
terns as attributes instead of using all the patterns is a technique that can
be used to reduce the dimensionality of the object descriptions (representation
space). Therefore, the aim of our research work is to develop new algorithms for
mining representative FAS that allows us improving the classification efficiency
and efficacy when this type of subgraphs are used as attributes.

In this paper, we present, as preliminary results of this research work, a
modification of a FAS mining algorithm of the state-of-the-art, for computing
only maximal FASs in graph collections. The experiments show that using only
maximal patterns as attributes, instead of all patterns computed by VEAM,
allows obtaining similar classification results, while reducing the dimensionality
and removing redundant patterns from the set of patterns used as attributes for
image classification.

As future work, we are going to keep developing this research proposal for
achieving the specific objectives and general goals.
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Abstract. In recent times, processing of data streams is gaining the
attention of the scientific community due to its practical applications.
Data stream is an unbounded and infinite flow of data arriving at high
rates and, therefore, the classical data mining approaches can not be used
straightforward in this scenario. Because of this, finding alternatives to
achieve better results in the discovering of frequent itemsets on data
streams is an active research topic. One of such alternatives is to develop
single-pass parallels methods that can be implemented in hardware to
take advantage of the inner parallelism of such devices. In this paper, a
new method that can mine high incoming rates data streams is presented.
As preliminary results, the proposed methods can mine in exhaustive
fashion the incoming data streams when its number of single items is low.
When the number of single items is high, the proposed method obtains
an approximate solution with no false positives itemset produced.

Key words: Frequent itemset mining, data stream mining, systolic tree,
custom hardware architectures.

1 Introduction

In recent years, there has been an explosion on the amount of data generated
by all sort of human activities. In order for this data to be useful, it must be
processed to obtain hidden knowledge. To perform this task, several approaches
have been proposed and implemented mainly in software-based systems that
offer limited performance when processing large amounts of data.

Data Mining aims to pride the tools and techniques needed to face such
immense data volumes. In Data Mining is extremely useful to record all the
occurrences of certain patterns and that is what frequent itemsets mining per-
forms. Frequent itemsets are those sets of data items that can be found always
together more than a given number of occurrences in data. In other words, the
goal of frequent itemsets mining is to determine which elements in a database
(or any other data source) commonly appear together.
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One scenario that is gaining a lot of attention of researchers is the data
streams mining. Analyzing data streams is an emerging need, and it can be found
in video and audio streams, network traffic, commercial transactions, etc, but
those applications need to be as fast as they can so hardware-based approaches
have been proposed. Frequent itemsets mining in hardware for data streams
addresses new challenges and only in [4] is conducted a research to frequent
itemsets mining on data streams.

This paper is structured as follow: in the next section, the theoretical ba-
sis that support this research is presented. A review of state-of-the-art is ad-
dressed in section 3 while section 4 presents the methodological foundations of
this research. The preliminary results are shown in section 5 while this paper is
concluded in section 6. Also in section 6 the future works is drafted.

2 Theoretical basis

Let I = {i1, i2, .., in} be a set of items:

Definition 1 (Itemset). A itemset X is a set of items over I such X =
{ii, ..., ik} ⊆ I.

Definition 2 (Transaction). A transaction T over I is a couple T = (tid, I)
where tid is the transaction identifier, and I is a X ⊆ I itemset.

Definition 3 (Support). The support of an itemset X is the number of trans-
actions that contains X.

An itemset is called frequent if its support is no less than a given absolute
minimal support threshold φabs, with 0 < φabs ≤ |D|, while D is the mining
database.

Definition 4 (Data streams). A data stream is a continuous, unbounded and
not necessarily ordered, real-time sequence of data items.

Three characteristics appear in data streams: (1) Items in stream arrive con-
tinuously at a high rate (Continuity); (2) Items can be accessed and processed
just once by the processing units in data streams (Expiration) and (3) The only
assumption that we can make about bounds of streams is that the total number
of data is unbounded and potentially infinite (Infinity).

Definition 5 (Window). A window in a data stream is an excerpt of items
that pertain to the stream.

Windows can be created using one of this three approaches: (1)Landmark
window model, (2)Damped window model and (3)Sliding window model. The
Landmark Window Model employs some points (called landmark) to start record-
ing where a transaction begins and ends. The support count of an itemset in this
model is the number of transactions containing it between the landmark and the
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current time. To distinguish between the oldest and new transactions a varia-
tion of this model was proposed and named Damped Window Model. Damped
Window Model assigns different weights to transactions where the recent ones
have weight near to 1, and older ones have weight near to 0. As time passes, the
weight of each transaction will be degraded. The Sliding Window Model uses
only the latest W transactions in the mining process. As the new transactions
arrives, the old ones in the sliding windows are excluded. The use of this model
impose a restriction: as some transactions will be excluded of the mining process,
methods for finding expired transactions and for discounting the support count
of the itemsets involved are required.

2.1 Reconfigurable Computing

Reconfigurable Hardware Computing is referred to the use of hardware devices
in which the functionality of the logic gates is customizable at runtime, and
FPGAs are the main exponent of this approach. The architecture of a FPGAs
is based on a large number of logic blocks which perform basic logic functions.
Because of this, an FPGA can implement from a simple logical gate, to a complex
mathematical function. FPGAs can be reprogrammed; that is; the circuit can be
“erased” and then, a new architecture that implements a brand new algorithm
can be implemented. This capability of the FPGAs allows the creation of fully
customized architectures, reducing cost and technological risks that are present
in traditional circuits design.

Although there are other hardware development platforms for data streams
mining (such as Graphics Processing Units, named GPUs), FPGAs are better
suited. GPUs are graphic accelerators which are interfaced by the PCI port;
while FPGAs can be interfaced by the PCI port, the USB port or the Ethernet
connector (Ethernet interface is ideal for network stream analysis). Due to the
high incoming rates of items in data streams, the processing such items must be
done as fast as it can. FPGAs are great for real-time systems, where even 1ms of
delay might be too long, and this capability are extremely valuable for mining
data streams. GPUs are ideal for hybrid applications where some instructions
must be accelerated while FPGAs can accelerate the whole process. Because of
this, FPGA is better suited to be chosen as a development platform for accelerate
frequent itemsets mining on data streams.

3 Algorithms review in hardware

Hardware implementations of algorithms take advantage of inner parallelism of
the hardware device used. In consequence, such devices gain every day more
attention to be employed as development platforms. After a proper review of
the state-of-the-art, it can be organized as it is shown in table 1.

Analyzing the revised literature it can be noticed that frequent itemsets
mining on data streams using reconfigurable hardware is an interesting research
area so, it is worth to propose new parallels algorithms to face such task. In

Research in Computing Science 71 (2014)



16 L. Bustio et al.

Table 1. Algorithms and architectures for frequent itemsets mining in data streams
using FPGAs. DB stands for Database; Apr for Apriori and FPG for FP-Growth.

Title Based Source

An Architecture for Efficient Hardware Data Mining Using Re-
configurable Computing Systems. [2]

Apr DB

Hardware Enhanced Mining for Association Rules. [5] Apr Stream

Hardware-Enhanced Association Rules Mining With Hashing
and Pipelining. [12]

Apr DB

Novel Strategies for Hardware Acceleration of Frequent Itemset
Mining With the Apriori Algorithm. [11]

Apr DB

Mining Association Rules with Systolic Trees.[9] FPG DB

A Reconfigurable Platform for Frequent Pattern Mining.[8] FPG DB

A Highly Parallel Algorithm for Frequent Itemset Mining. [6] FPG DB

Design and Analysis of a Reconfigurable Platform for Frequent
Pattern Mining. [10]

FPG DB

An FPGA-Based Acceleration for Frequent Itemset Mining. [13] Eclat DB

FPGA Acceleration for Intersection Computation in Frequent
Itemset Mining. [7]

Eclat DB

this task, there are three main approaches: algorithms that use Apriori as the
starting point, algorithms that use FP-Growth and those that use Eclat.

The algorithms that mimic the Apriori-based schemes in hardware require
loading the candidate itemsets and the database into the hardware. This strategy
is limited by the capacity of the chosen platform: if the number of items to
manage is larger than the hardware capacity the items must be loaded separately
in many consecutive times degrading performance. In consequence, the support
counting must be executed several times, and this is a very time consuming
approach. In addition, several candidates itemsets and a large database may
cause a bottleneck in the system. This issues are forbidden in data streams
mining.

As well as Apriori-based algorithm, the FP-Growth-based algorithms need
to download the mining database to FPGA. They also need two passes over the
database except Mesa et al. [6] but this one still need to download the database
to the hardware device. This is impractical in data stream mining scenario due
to the Expiration restriction. Like others reviewed algorithms, authors focused
their attention in better data structures rather than substantial theoretical con-
tributions. As rule, FP-Growth based algorithm can handle a limited number
of itemsets, less than 11 in the better cases which is inadequate for real-life ap-
plications. Nevertheless, those algorithms based on FP-Growth use the FP-Tree
data structure which is very well suited for data stream mining applications.

Eclat-based algorithm uses the vertical database representation in order to
save memory and processing time. It use the intersection of items to compute
the support, and it is more efficient than hash-trees. All the Eclat-based imple-
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mentations propose an hybrid approach, where the most consuming functions
were download to hardware while software controls the execution flow and data
structures. Due to the bandwidth limitations of used hardware devices, very
large transactions must be segmented. In the reviewed papers, no segmentation
strategies were reported. Although the vertical database representation allows
to save memory and processing time, it is not compatible with the Expiration
restriction. Also, the pruning strategy in Eclat is inefficient and introduces de-
lays that affect the performance of the algorithms. This two issues make Eclat
impractical to be used as a starting point for data stream mining algorithms.

4 Methodological foundations

4.1 Research problems

Modern applications generate huge data volumes in data streams way. Due to
the increase of this kind of applications it is necessary obtain useful knowledge
from those data streams. As it was previously defined, a data streams are a
continuous, ordered and potentially infinite sequence of items in real time where
data arrives without interruptions at a high speed. Also, data can be accessed
only once, and the only assumption that we can make about bounds of streams
is that the total number of data is unbounded. It is unrealistic to store all
items of data streams to process them offline. These characteristics impose extra
difficulties to algorithms and systems that process such data sources.

Due to the high incoming rate, the impossibility to store the data and the
huge volumes of items in streams, software that analyzes such data streams can
not process exhaustively all items. The supporting hardware and software are
not capable to deal with such intense processing. Instead, commercial applica-
tions that mine data stream use an “approximate” processing approach. That is,
they do not analyze all items that are present in a flow; instead, they use some
heuristic or probabilistic approach to determine which item is the most likely
to contain the desired information. There are applications that need intense
processing requirements, e.g. intrusion detection systems or network analysis
systems. In this kind of applications, the immediate data analysis and near-real-
time response are extremely valuable. To fulfill these requirements is needed to
propose new parallel algorithms running on high-performance computing devices
such as FPGAs. FPGAs can perform tasks in a high parallel fashion, and this is
very useful in data streams processing applications.

Frequent itemsets mining is one technique that is commonly used in data
knowledge extraction and have been used with success in databases scenario. To
mine frequent itemsets in data streams efficiently, an alternative would be to
develop new parallel approaches that use custom hardware architectures. In the
reviewed literature, there is only one architecture to mine frequent itemsets on
data streams [5].
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4.2 Aims and expected contributions

The general aim of this research work is: To develop parallel methods for fre-
quent itemsets mining in data streams that outperform the state-of-the-art algo-
rithms for data streams analysis and that are suitable for being implemented in
hardware-accelerated platforms. The proposed methods must outperform in one
order of magnitude (at least) the state-of-art algorithms implemented in software.

To fulfill the general aim, some specific aims were proposed: (1) To propose a
flexible method for separating the incoming data stream into windows that it can
be used by the support counting algorithm; (2) To adopt data structures that
can be used in frequent itemsets mining on data streams; (3) To develop new
algorithms for frequent itemsets mining that use the separation method selected
and the data structures adopted; (4) To obtain parallel hardware implementation
of the algorithms mentioned above that can perform frequent itemsets mining
at least 1 order of magnitude faster (without compromising effectively) than
state-of-the-art software implementations.

As results of this research, the following contributions are expected: (1) A new
method for frequent itemsets mining on data streams; (2) A design of parallel
one-pass algorithms to mine frequent itemsets on data streams and (3) A custom
hardware architecture that implements the proposed algorithms. This custom
architecture will take advantage of inner parallelism provided by the hardware
device used in its implementation.

5 Preliminary Results

After the literature was reviewed, the conclusion observed is that the selected
window model should not be an issue: our method, and therefore, the hardware
designs derived, must work fine regardless of the window model selected. So, the
window model will be an input parameter.

The basic idea of the presented method is to develop a tree structure of
processing units where the itemsets in data streams flow from the root node to
leaf nodes. The tree structure presented is named systolic tree and each node
has one child and one sibling. For leaf nodes, the child and sibling nodes are null
nodes. In this structure, the child node contains, as a prefix, the itemset handled
by its parent. Fig. 1 represents the systolic tree.

Using the Apriori property, which states that any subset of frequent itemset
must be frequent [1] if a node is regarded as frequent then its parent is frequent
too with equal or greater frequency counting. This property is specially useful
for frequent itemset selection strategy.

The size (in number of nodes) of the systolic tree is determined by the ca-
pacity of the development platform. Assuming that the development platform
contains enough computational resources, the size (in number of nodes) of the
systolic tree will be k = 2n − 1. The nodes in the systolic tree have its own
processing logic, which it is presented in Algorithm 1. The systolic tree data
structure presented in this paper implements a distributed control scheme: the
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Fig. 1. Systolic tree data structure to mine frequent itemsets on data streams.

processing and control logic are distributed in each node of the systolic tree.
This allows saving computational resources due to the logic reduction.

When the data stream arrives, each transaction is flowed into the systolic
tree to determine the frequency of each item. Algorithm 1 depict the frequency
counting scheme proposed. This algorithm will be executed in parallel in each
node of the systolic tree. After the frequency of each itemset is calculated, those
itemsets that can be regarded as frequent are determined using a backtracking
strategy and the Apriori property.

The proposed method is designed to be implemented in a custom hardware
architecture. To validate the concept introduced in this research, it was pro-
grammed sequentially in software using C# language over the .Net Framework
platform.

As it was explained earlier, the systolic tree can process a limited number of
items determined by capacity of the hardware device used. If the chosen develop-
ment platform can hold a systolic tree with 1024 nodes, the maximum number of
different items in the incoming transactions that it can be process will be 10. If
the number of different items in the incoming transaction is greater, some item-
sets will be not processed and therefore, the mining process will be approximate
with no false positives produced. However, if the development platform can hold
all the possibles itemsets, the mining process will be exact.

Some experiments were conducted and the pursued objectives were to ver-
ify the correct performance of the proposed algorithms and to measure how
the systolic tree grows according to the length of incoming transactions. To ac-
complish these goals, MSNBC dataset from UCI repository [3] was used. This
dataset is click-stream data that contains 989,818 sequences. The number of dis-
tinct item in this dataset is 17. The average number of itemsets per sequence
is 13.33. The average number of distinct item per sequence is 5.33. In order to
validate that the frequency counting computed by algorithm 1 is correct, it was
assumed that the systolic tree can handle all possibles itemsets for used dataset.
It is important to notice that for various selected support values, the conducted
experiments demonstrate that the frequent itemsets detected by the proposed
method and its frequency countingwas the same that the one obtained by the
baseline FP-Growth.
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Algorithm 1: Frequency counting.

Input: Transaction’s window
Output: Systolic tree with the counting frequency of each itemset.

ni ←− systolyc tree.RootNode;1

foreach itemset Si in window buffer do2

Flush Si into ni;3

if ni.IsOccupied == false then4

ni.IsOccupied = true;5

ni.Label.Add(Si[0]) ni.Counter + +;6

S̃i = Si.Exclude(ni.Item) if S̃i.IsEmpty == false then7

StartParallalelBlock:8

ni ←− ni.ChildNode;9

Flush S̃i to ni and go to step 4;10

ni ←− ni.SiblingNode; Flush S̃i to ni and go to step 4;11

EndParallelBlock;12

else13

if Si.Contain(ni.Label) == true then14

ni.Counter + +;15

S̃i = Si.Exclude(ni.Item);16

if S̃i.IsEmpty == false then17

StartParallalelBlock:18

ni ←− ni.ChildNode; Flush S̃i to ni and go to step 4;19

ni ←− ni.SiblingNode; Flush S̃i to ni and go to step 4;20

EndParallelBlock;21

else22

ni ←− ni.SiblingNode; Flush Si to ni and go to step 4;23

return systolic tree;24

Fig. 2 shows graphically the results obtained. Experiments show that the
systolic tree grows exponentially (and therefore memory consumptions grow ex-
ponentially too) concerning to the length of the incoming transactions. This
effect can be attenuated using larger hardware devices or using external mem-
ories, but it is still an issue to be taken in account. The processing time grows
linear concerning of the length of the incoming transactions. These values are
calculated for the sequential software implementation. The proposed method is
designed to be implemented in parallel so the processing will be executed simul-
taneously, and after some initial time, the results will arrive continuously.

The software implementation of the proposed method pursuits the main ob-
jective of determining whether it is a valid solution for frequent itemset mining
on data streams while in future works, hardware implementations will be devel-
oped. Experiments demonstrate that for different support values, the frequent
itemsets and its frequency counting are the same that obtained by the baseline
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Fig. 2. Behavior of the proposed method while the length of the incoming transactions
grows. a) Memory consumption graph. b) Systolic tree size graph and c) Processing
time graph.

software. The length of the incoming transactions, and therefore the systolic tree
size, can affect these results. In this case, not all of the frequent itemsets will
be returned, but those itemsets that are regarded as frequents by the proposed
method will be regarded as frequent with the same frequency counting by the
baseline FP-Growth. In other words, if the available computing resources of the
development platform selected can handle any length of the incoming trans-
actions, the mining process will be exact. Otherwise, the mining process will
be approximate with no false positives. The software implementation validates
the correct functioning of the proposed method and allows to understand its
functioning before implement it in hardware.

6 Conclusions and future work

Frequent itemset mining is a widely used Data Mining technique with outstand-
ing results in database scenario. Data stream mining is a recent research field
where frequent itemsets are introducing. Due to the continuity, expiration and
infinity characteristic of data streams it is necessary to explore alternatives that
allow to increase the efficiency of the mining process in such datasets. One alter-
native could be the design of parallel algorithms to be implemented in custom
hardware architectures.

This paper introduce a new parallel method for frequent itemset mining in
data streams which is designed to be implemented in a custom hardware archi-
tecture. The proposed method implements a distributed control logic among all
processing nodes, and each node execute the same algorithm. Some experiments
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were conducted, and it can be concluded that the proposed method correctly per-
forms this task. When it is executed in a device with no resources restrictions
then the exact mining process is performed. By the contrary, when restrictions
are imposed, then the approximate mining process with no false positives is per-
formed. From the experiments conducted it is derived that some adjustments
must be done to the proposed method in order to save computational resources
of the selected hardware device.

In future works, the implementation in hardware is mandatory. Also, a pre-
processing strategy in order to determine 1-frequent itemsets which will be flowed
into hardware architecture is the next step: this allow to optimize the nodes con-
sumption in systolic tree. A segmentation database strategy that allow to handle
larger datasets is an issue to deal with, and it is currently studying.
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Abstract. In this paper, the advances obtained through a research pro-
cess based on the development of a visual based navigation model for
an UAV (Unmanned aerial vehicle) with application in power line track-
ing for inspection are presented. The main contribution expected is the
method for line tracking through UAV navigation. In this process, a new
line detection method based on a computer graphics process was created.
The method is validated with synthetic and real images. Additionally, a
virtual environment for real time simulation and line detection was cre-
ated. The results obtained in the line detection process are promising.

Key words: Inspection, power line detection, navigation, UAV.

1 Introduction

Countries like Spain, United Kingdom, China and Australia spent efforts and
resources in the development and implementation of technologies for the power
line inspection. As well as these, and considering that, Colombia dedicate an
important part of its economic development to the natural resources utilization,
specially electric energy, it is important to make efforts in developing methods
for improving the different processes of electrical infrastructure inspection and
maintenance.

According to the power line failure, there are different methods for power line
inspection; the main methods are: manual, manned flights and, recently, UAVs;
see Figure 1.

Power line detection is an important task in the inspection of electrical infras-
tructure prior to maintenance, for this reason, there is an interest in developing
methods that reduce costs, risks and the logistic problems of manual inspection
including manned flights [1], [2], [3] by using UAVs [4]. The UAVs can be used
for capturing images from different views that have to be processed in order
to detect power lines [5]. It is good to mention that there are companies that
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(a) Manual4

(b) UAVs5

Fig. 1. Types of power line inspection.

offer different services and products for electrical inspection, including UAVs;
see Figure 1.

There are different methods for line detection that have been used in power
line detection for UAV images. These are based on edge and ridge detectors,
magnitude and gradient orientation, voting schemes, line support regions, grow-
ing regions and chain codes [6–11]. The classical method for line detection is the
Hough transform [7], which can detect lines in well contrasted and segmented im-
ages. This method was used in combination with a PCNN (Pulse-coupled Neural
Network) for removing background and clustering for power line detection [12].
In the work of Zhang [13], a process for power line detection and tracking based
on Hough transform with Kalman filter is presented. In this case, they use the
Otsu threshold method obtaining better results than PCNN filters.

It is good to mention that some works of line detection have a post processing
stage for connecting line segments or cluster interest lines [13], [14]. Recently, a
method for line detection based in region growing, ridge filters and chain codes
was developed in [11].

According to all of the above, this paper is organized as follows: Section 2
presents the research problem to solve, Section 3 explains the research method-
ology, Section 4 exposes the main contribution and finally, Section 5 presents
the results achieved and their validity.

4 Source Argano group http://www.arganogroup.com.
5 Source Aibotix GmbH http://www.aibotix.es.
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2 Research problem to solve

Taking into account the importance of line tracking in an automated inspection
process, the development of a process of servo-visual control for line tracking
is proposed. This process includes the development of a line detection method,
since it is required to accomplish the line tracking in order to achieve automatic
inspection systems [5]. Additionally, we have not seen many works that approach
the line tracking implementation. We also consider that the geometric scene
understanding can be very useful for this problem, since it can allow the UAV
to make decisions for navigating in complex environments.

The line detection techniques mostly used are: Hough Transform, Line Seg-
ment Detector (LSD) [9], Edge Drawing Lines (EDLines) [10] and approaches
based on steerable filters and growing regions [14].

The pole detection is an important aspect in the process of inspection, since
its detection can help to select the regions where the power lines are located.
The graph cut image segmentation combined with priori knowledge and Radon
Transform have been used for this task [15].

On the other hand, in the area of visual servoing with UAVs, the works of
[16], [17], [18], [19], use feature descriptors such as SIFT and SURF in order to
find key points for navigation and reconstruction.

In vision systems, the problem of visual odometry is very important. One
approach for this is to incrementally retrieve the path pose to pose and to opti-
mize over the last n poses. In addition to this, by means of visual simultaneous
localization and mapping (VSLAM), it is possible to achieve an estimation of
the robot trajectory [20]. This implies the maintenance of an environment map
and the detection of a robot when it returns to a previous visited area.

Based on the above related work, the main goal of this research is to develop
an UAV vision based navigation for power line detection and tracking and a 3D
reconstruction of the surroundings; specifically:

– To develop an algorithm for power line detection. A comparative analysis of
the existent method such as Hough transform, LSD and EDLines is proposed.
A linking of line segments stage is considered.

– To develop a visual servoing system for line tracking from an UAV. In this
process the use of visual servoing is considered. This allows the UAV to
locate itself in order to navigate along the power line. Additionally, the use
of geometric scene understanding (GSU) is proposed in order to generate
control actions during the navigation.

– To develop a VSLAM for navigation in power line surrounding. We consider
that the three-dimensional reconstruction of the environment of the power
line can be useful for the inspection and maintenance. For this, we plan to use
features such as SIFT and SURF. For the correspondence stage, RANSAC
and ICP algorithms will be used in order to find the correspondences and
compute the geometric transformation between images and GPU processing
techniques for rendering.
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3 Research Methodology

The methodological process is composed of three stages: in the first one, a rele-
vance analysis of line detection methods is considered and the creation of a new
line detection method is proposed; the second one, is a validation of real time
detection in a flight simulator, and, in the third one, the evaluation in a real
platform is contemplated.

Due to the fact that many UAV navigation tests will be performed, it is nec-
essary to develop virtual environments for simulating these tests under different
conditions. This kind of simulations comprise dynamical models of the UAV, as
shown in [21]. These have also been used for SLAM6, as shown in [22, 20]. This
provides different possibilities for the start of operations avoiding damages to
the device, as well as the incorporation of other flight platforms and different
scenarios.

There are some platforms for UAV simulation such as USARsim7; another
option is to use ROS (Robot Operating System)8 as shown in [21]. For the devel-
opment of this project, we decide to use a gazebo simulator called Tumsimulator,
that was developed at the Technical University of Munich9.

The activities to perform as a part of the research methodology are divided
into three specific goals explained in the following subsections.

3.1 Power Line detection

– To acquire a dataset of power lines; see Figure 2.

– To implement state of the art line detection algorithms in CPU.

• Hough.

• LSD.

• EDLines.

– To create a new line detection method.

– To validate this method with real images of power lines.

– To analyse the paralelizable stages of this algorithm.

– To implement the new line detection method in CUDA 10.

– To create a virtual environment: It is a scenery with different configurations
of power lines. A set of towers and poles will be created by using a 3D
modeling software; see Figure 3.

– To validate the line detection method with synthetic images taken from the
virtual environment.

6 Simultaneous localization and mapping
7 usarsim.sourceforge.net
8 http://www.ros.org
9 http://wiki.ros.org/tum_simulator

10 CUDA is a parallel computing platform and programming model invented by
NVIDIA
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Fig. 2. Some images of the acquired dataset

3.2 Power Line tracking

– To create a set of videos of power lines.
– To adjust the parameters in order to detect lines in real time.
– To implement the line detection method in a real time flight simulator for

UAVs that continuously renders and processes images of scenes.
– To create a technique that allows a virtual UAV of the simulator to track

the power line by using the detected lines. This can be a visual servoing
algorithm.

– To validate the technique in the virtual environment.
– To validate the technique in a real platform.

3.3 VSLAM for navigation in power line surroundings

– To implement a set of 2D feature descriptors.
– To implement a set of algorithms for feature correspondence.
– To evaluate the performance of the selected feature descriptors with the

different correspondence algorithms for images of power lines.
– To compute the homography matrix and perform 3D reconstruction of dif-

ferent scenes.
– To implement a VSLAM process in a real platform. In first instance we

plan to use an AR-DRone 2.0 platform11, after that a bigger UAV such as
Pelican12, will be used.

– To evaluate the performance of the system under different environmental
conditions.

11 http://ardrone2.parrot.com/
12 http://www.asctec.de/uav-applications/research/products/asctec-pelican/
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(a) 3D Models (b) A scene for testing

(c) UAV simulated (d) Virtual environment

Fig. 3. Development of the virtual environments for simulation.

4 Main contribution

The main contribution of this work, is the development of a visual based nav-
igation model for UAVs with application in power line tracking for inspection
and 3D reconstruction of the surroundings.

For this reason, it is necessary to develop a vision system composed of com-
puter vision techniques for detecting and tracking objects of interest, such as
lines and towers, in order to validate the model.

One derivative contribution of this work is the creation of a new line detection
method.

The algorithm is composed of a valid point detector. This is a method that
locates points that belong to a line in a segmented image; see Figure 4. This
algorithm is based in computer graphic primitives and location of symmetric
points in lines. It requires the use of a circle drawing.

The process comprises the following stages:

– To segment the image with an edge detector, the Canny or a Steerable filter
may be used.

– For all pixels at the image that are different than background:
1. To search valid points by using a circle drawing algorithm.
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2. If is a valid point obtain a value of Dx and Dy (see Figure 4.
3. Move towards the symmetry direction by using the values of (Dx,Dy).
4. While (Valid Point)

• Move the position (x, y) to the values of (x+skip ·Dx, y+skip ·Dy).
• To search valid points by using a circle drawing algorithm.

5. Save first and final points.
6. Trace a line between the first and final point, in order to erase the pixels

associated to the line in the segmented image.

The main parameters of this method are the following:

– Search radius: this is the circle radius which depends on the length of the
line and the size of the image. It has to be larger than 3 pixels in order to
capture more details.

– Percent of points detected: when a valid point is selected, it is necessary to
take into count how many points are found in a straight line between its two
end points. The points are obtained by using primitives for line tracing such
as DDA or Bresehnham [23].

– Skip value: This is an increment of skip from a valid point to another. It has
a way to control the velocity of the process and its accuracy. This value can
be close to the circle diameter.

(a) Original (b) Valid points

Fig. 4. Obtainment of valid points.

5 Results achieved and their validity

A new method for line detection based in the computer graphics approach for
drawing circles was developed. This method allows to obtain key points of lines
by using a symmetry analysis in a circle based search.

This method is validated with synthetic images (see Figure 5) and real images
(see Figure 6), obtaining satisfactory results.
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(a) Hough (b) LSD

(c) EDLines (d) Proposed

Fig. 5. Comparison between different methods for the image in the Figure 3(b).

One advantage of this method, is the use of integer arithmetic in most of
the process. The time of response of the line detection is enough for real time
processing 10 to 60 milliseconds, approximately, in images of 800 × 600 pixels.

A three dimensional model of the power lines was built in order to generate
synthetic images of power lines with different points of view; see Figure 3.

It is important to mention that by using virtual environments, it is possible
to create different configurations of the scene for validating computer vision
techniques.

Finally, an integration of the virtual environment of simulation with the
computer vision techniques is obtained. In Figure 7, the process of segmenting
and line detection is shown.
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(a) original (b) Hough (c) LSD

(d) EDLines (e) Proposed

Fig. 6. Result for detecting lines in real images segmented using canny and different
methods for detection.

(a) Virtual environment (b) Segmentation in real time

(c) Line detection in real time

Fig. 7. Results of integration of simulator with computer vision techniques.
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Abstract. Gait analysis is the study of the animal locomotion, more
precisely for this paper, the human locomotion. Several studies have been
made by many researchers, however, there is limited information about
the unique characteristics of the direction change in the gait. In this paper
we present a different approach to get the information we need to do this
analysis, by being non invasive, because most of the ways researchers
do have complicated procedures and often require the patience to be
static for long periods of time. The objective of this work is to give
an alternative non invasive help to medics and physiotherapists when
evaluating a patience state.

Key words: Kinect, computer vision, gait analysis.

1 Introduction

The knowledge of the human locomotion is the base of the systematic treat-
ment and of the manage of the pathological gait, specially when prosthesis and
orthosis are used. The normal human locomotion is being described as a series
of alternating and rhythmic movements of the extremities and the chest which
determine a movement forwards from the center of gravity. More specifically, the
normal human locomotion can be described enumerating some of it’s character-
istics. Even thou there are small differences in the gait from an individual to
another, these differences are between small limits. The gait’s cycle starts when
the foot touches the ground and ends when with the next touch of the ground
from the same foot. The two greatest components of the gait’s cycle are: the
stand phase and the swing phase. A leg is in stand phase when it’s in touch with
the ground and it’s in the swing phase when it does not touch the ground. The
length of the full step is the lineal distance of the sequential points of contact of
the heel of the same foot. [1]
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2 Gait’s cycle

In it’s study, the gait’s cycle starts when a foot makes contact with the ground
and ends with the same contact of the same foot, to the distance between those
points we are going to call a full step. The gaits cycle is divided in two different
components: the stand phase, and the swing phase. These two phases are alter-
nating from one leg to another during the gait. In a full step, the simple stand
refers to the period when there is only one leg touching the ground. The period
of double stand occurs when both feet are in touch with the ground simultane-
ously. The difference between walking and running is the absence of a period of
double stand. For this project is important to know the time that each of the
gait’s phases take, this way we can have a general idea to corroborate with the
prototype. The relative quantity of time spent during each phase of the gait’s
cycle is as follows [1]:

– Stand Phase: 60% of the cycle

– Swing Phase: 40% of the cycle

Fig. 1. Gait Phases

3 Cinematic analysis of the human gait on the sagittal
plane

For this project is necessary to know what happens in each of the segments of
the leg when walking. The analysis is divided in three intervals, in which are
described how the ankle, knee and hip act in the sagittal plane for each one of
the phases.

3.1 Interval I

Movement of the articulations in the sagittal plane between the contact of the
ankle with the ground and the stand point. [1]

– The ankle
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–
Moment with the contact of the ankle with the
ground

The articulation of the ankle is in neutral position
(0 degrees)

Simultaneously in contact with the ground The articulation of the ankle starts to move in
direction of the plantar flexion

Moment in which the foot’s sole makes contact
with the ground

The ankle’s articulation moves 15% from the neu-
tral position to the plantar flexion.

In the middle phase The ankles articulation goes fast to approxi-
mately 5 degrees

– The knee
–

Immediately after the contact of the ankle with
the ground

The articulation of the knee is in complete exten-
sion

Simultaneously the ankle in contact with the
ground

The articulation of the knee starts to flex and
does so until the foot’s sole completely touches
the ground

Immediately after reaching flat position of the
foot

The knee has approximately a 20 degrees flexion
and starts to stretch

In the middle stand The knee articulation has approximately a 20 de-
grees angle of flexion and continues stretching

– The hip
–

Simultaneously the ankle in contact with the
ground

The hip is approximately in 30 degrees of flexion

Immediately after the contact of the ankle with
the ground

The articulation of the hip starts to stretch

Flat position of the foot The angle of flexion decreases around 20 degrees
Between flat position and middle stand The articulation of the hip goes to it’s neutral

position (0 degrees)

3.2 Interval II

Movement of the articulations in the sagittal plane between the middle stand
and the takeoff of the foot from the ground. [1]

– The ankle
–

In the middle stand The ankles articulation goes fast to approxi-
mately 5 degrees

The moment the ankle takes off the ground The ankle’s articulation is approximately 15 de-
grees

In the interval of the ankles elevation and the
foot’s takeoff

The ankle’s angle moves fast to 35 degrees, and
when taking off the foot the articulation is ap-
proximately at 20 degrees from the plantar flex-
ion

– The knee
–

In the middle stand The knee has approximately a 10 degrees flexion
and continues stretching

immediately after the ankle looses touch with the
ground

The knee is at 4 degrees from full extension

Between ankle’s takeoff and toes takeoff The articulation of the knee moves from almost
full extension to a 40 degrees flexion

– The hip
–

In the middle stand The articulation of the hip is at neutral position
(0 degrees) and starts to stretch

Immediately after the ankle looses touch with the
ground

The hip reaches the maximum stretch of 20 de-
grees

The moment the toes takeoff The hip is almost at neutral position and moves
towards flexion
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3.3 Interval III

Describes the movement of the articulations in the sagittal plane in the swing
phase. [1]

– The ankle
–

During swing phase The foot moves from it’s initial plantar flexion
to an essentially neutral position (0 degrees) and
stays like that during all the phase

– The knee
–

Between the foot’s takeoff and the middle part of
the swing phase

The knee flexes from an initial position of ap-
proximately 40 degrees to a maximum angle of
approximately 64 degrees

Between the middle part of the swing phase and
the touch of the ankle with the ground

The knee stretches almost fully until the last in-
stant of the swing phase.

– The hip
–

During swing phase Starting from a neutral position, the hip’s articu-
lation flexes approximately 30 degrees and keeps
that position

With this information we can know the correct gait that a healthy person
should have. [1]

4 Diseases of the lower limbs in walking

To define the diseases in this paper we contacted Doctor Jaime Rebollo Vázquez,
from the medical clinic of the Medicine Faculty of the Meritorious Autonomous
University of Puebla, so he could advise us. Dr Rebollo did a statistic of the
patiences that go to the clinic and gave us a list of the most common diseases:

– Ankle sprain
– Chondromalacia patella
– Gonarthrosis

4.1 Ankle sprain

The ankle sprain is the most frequent traumatic lesion of the lower limbs. This
lesion changes the posture, which is why the treatment is a important to the
normalization of the posture. The ankle sprain is the forced inversion of the
ankle. It is a lesion that occurs more frequently between the age of 21 and 30
years old, possibly due to the increase of sport activities in that age. When this
disease occurs in younger or older persons, the lesion tends to be worse. Up to
44% of the people that suffered an ankle sprain present some kind of sequel.

Depending of the damage of the lesion we can classify it in three types:

– Grade 1: A stretch is produced, the patient can walk, there is low pain and in
general there are a few symptoms. The swelling is minimum and the patient
can start a sport activity in two to three weeks.
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– Grade 2: There is medium pain with a minor articular instability. There is
swelling. The patient walks with a pain position and the symptoms are more
evident.

– Grade 3: There is severe pain, deformity and swelling. The patient can’t walk
nor rest the foot in the ground.

From the three types we are going to be able to study only one, the second
one, because the grade 1 does not have enough symptoms and the grade 3 does
not allow the patient walk. [14]

4.2 Chondromalacia patella

The Chondromalacia patella presents in the body when there is cartilage wear.
The cartilage is the best shock absorber we have in our articulations. We have
Chondromalacia patella when the cartilage stops being smooth and white, and
changes to a wrinkled surface, even being able to disappear, leaving the bone
exposed. The Chondromalacia patella presents the following symptoms:

– Patients frequently complain about pain in the back of the knee, in some
cases the knee can be stiff and is difficult to stretch.

– The Q angle is usually increased (angle formed by Ankle-knee-Hip).

Fig. 2. Q Angle

– The ankle is slipped towards the inside.

In this case we will approach the disease by noticing if the knee moves towards
the inside of the legs, as seen in figure 2. [15]

4.3 Gonarthrosis

The Gonarthrosis is a disease that affects normally the adult population, char-
acterized by the pain, claudication, deformity and functional incapacity. Affects
mainly women. The symptoms of the Gonarthrosis are:

– Pain: Is the most frequent symptom, can be located in the back, front and
medial part of the knee .
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– Stiffness: The duration of this symptom is less than 30 minutes, which makes
this disease different from the other swelling diseases.

– Swelling incapacity: The affected articulation presents difficulty to move.

Fig. 3. Displacement of the knee towards outside

In the Gonarthrosis, exists an external ligament decomposition, which makes
the knee to slip towards the external part of the leg, this movement is the most
common of the Gonarthrosis as seen in figure 3. [16]

5 Motion Capture (MoCap)

Motion Capture or MoCap is a technique of digitalization recording the move-
ments of the entities, persons or animals. Traditionally the computer animation
techniques are used to create movements of the entity. There are three types
of techniques of motion capture (MoCap). The first technique is called optical
motion capture where the photogrammetry is used to establish the position of
an object in the 3D space based in it’s observed place in the fields in 2D from
a certain number of cameras. [4][5] The second technique is called magnetic
motion capture, where the positions and orientations of magnetic sensors are
calculated with a transmitter.[8][9] The last technique is called electro mechanic
motion capture, and involves motion modeling using a suit with glued sensors.
[1][2][3][6][10]

Another form of motion capture is the kinect, which is a combination of
motion captures. The kinect sensor is an horizontal bar connected to a small
base with a motorized pivot. The device has an RGB camera, depth sensor and
a multi array of microphones. The depth sensor is made by the PrimeSense
company.[12]

Research in Computing Science 71 (2014)



Gait Analysis of the Inferior Articulations of Healthy People 39

Fig. 4. Use of the kinect’s depth

The technology that PrimeSense uses gives the ability to digital devices to ob-
serve a scene in three dimensions. Translates it’s observations in a synchronized
stream of images to information, such as people identifier, it’s body properties,
movement and gestures, and objects classifier, as seen in figure 4.

This is due to the infrared light, which is invisible to the naked eye. This
solution uses a standard images sensor CMOS to read the codified light from
the scene. This process allows the depth acquisition and is what makes the
PrimeSense solutions so accurate. [13]

This solution can be coupled to the customer needs, because it can change it’s
preferences, such as range, field vision, depth resolution and frames per second.

5.1 Software development

The first part of the software is focused in data capture, so we can define if a
person has any disease of the previously mentioned. We are going to use the
kinect device because it has many advantages, like no being invasive, it does not
need specialized devices as sensors and external transmitters and it is also a very
known device, which gives us access to the device support and wide information.

When it comes to the articulations needed for this project we only need the
ankle, toe tip, knee and hip, because the diseases that we are focusing into are
concentrated in these articulations, and their symptoms are presented in the
same articulations.

Fig. 5. Human skeleton given by the kinect device
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We capture the articulations using the kinect, which can give us a full body
point map as seen in figure 5 . Now the following question is if the kinect device
can be used to capture the human body accurately. Given that it is an non
invasive system it does have errors when it comes to accuracy. The error changes
depending on how far the object is.

Fig. 6. Kinect error

As we can see in figure 6 the error increases depending on the depth of the
object. Due to the error we can not go too far away from the device, the distance
where the error is low enough would be from 1 meter to 3 meters. [17]

Now, the next step is to evaluate the data in order to say if a person is healthy
or not, we will approach this matter by creating a classifier with the recollected
data, we will teach our classifier the healthy states of the person’s gait and then
the non healthy ones.

The data we will classify is the angles that the joints of the leg form, given
that the diseases manifest in specific angles we don’t have to address all the
joint’s angles, instead we will focus on the angles needed to evaluate the diseases.
For example the angle formed by the hip,knee and ankle joints, a healthy person
would have a 180 angle, since the joints are aligned, having a disease like in the
figure 2 . This way we can tell if a person has this disease.

The classifier we want to use is clustering due to the fact that is versatile,
this classifier needs numerical data, and since the data we analyze is the joint’s
angle then it fits perfectly, and depending on the classifier’s parameters we can
adjust it’s accuracy. [18]
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Fig. 7. Clusters example

We can see the adaptability of the classifier in figure 7 , which is one of the
reasons we chose the clustering classifier.

5.2 System limitation

This system has some limitations that are very known in the computer vision
filed, and it is occlusion, which is when an object passes in front of another from
the camera or sensor. This makes the software to not know what to do and throw
incorrect data. Another limitation is the accuracy, because it can be less precise
if the device is far from the object, but if it is close enough from the object it
can be almost as accurate as the other motion capture methods.

6 Expected contributions

We want to provide a non invasive classifier that will help medics evaluate if a
person has a disease in it’s gait. We want to present a software that will classify
accurately the angles of a person’s gait and return a accurate enough diagnosis.
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Abstract. In this paper it is presented a model of text representation
based on graphs. The model is applied in the particular case study of au-
thorship attribution. The experiments were performed by using a corpus
made up of 500 documents written by 10 different authors (50 documents
per author). The obtained results highlight the benefit of using text fea-
tures at different levels of language description in tasks associated to
automatic processing of information. In particular, we have obtained a
performance of 57% of accuracy for the authorship attribution task.

Key words: Graph representation, writing style patterns, authorship
attribution.

1 Introduction

There is a huge amount of digital information produced daily in the form of nat-
ural language written texts, such as, magazines, books, web pages, newspapers,
reports, etc. The exponential growth of these documents requires the develop-
ment of new approaches in order to explore, analyse and discover knowledge
from them. The development of new tools for discovering new, previously un-
known information is one of the goals of the Text Mining (TM) research field.
It is a non-trivial task to find accurate knowledge in text documents that are
helpful to tackle a determined task. Some TM task are text categorization, text
clustering, sentiment analysis, document summarization, authorship attribution,
information retrieval, tagging/annotation, among others.

The representation of natural language text is needed in order to represent
human knowledge in computers. Conventional text representation models ob-
served in TM task are: Boolean models [1], probabilistic models [2] and vector
space models [3]. The features used for text representation usually are Bag-Of-
Words (BOW) [4] or n-grams models [5–7]. The majority of these text repre-
sentations are based on the BoW representation, thus ignoring the words’ se-
quentiality and, hence, the meaning implied or expressed in the documents as
well. This deficiency generally results in failure to perceive contextual similarity
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of text passages. This may be due to the variation of words that the passages
contain. Another chance is perceiving contextually dissimilar text passages as
being similar, because of the resemblance of their words.

For many problems in natural language processing, a graph structure is an
intuitive, natural and direct way to represent the data. This paper presents an
innovating graph-based framework for automatic analysis of texts, which was
proposed in our previous work [8] for the specific task of document understand-
ing. The new model will include linguistic features of different levels of language
description, which provide important information about the knowledge that is
expressed in a natural language written text.

The aim of the present research work is the construction of a suitable text
representation model based on graphs, that can facilitate discovering of impor-
tant text patterns from it. We show that the features (text patterns) in this
manner discovered can be used in various tasks associated to document under-
standing (such as for document classification, information retrieval, information
filtering, information extraction, authorship attribution).

The text pattern discovering technique proposed here is based on the traver-
sal of the graph representation of documents, using the shortest paths. This
text pattern discovery is used in our experimental case study for estimating
similarities between pairs of texts. The case study of authorship attribution pre-
sented here demonstrates how our framework works and its’ efficacy. The results
of the experimental work reported here are analyzed, and current findings are
discussed.

There exist several research works that have employed graphs for represent-
ing text. A comprehensive study of the use of graph-based algorithms for natural
language processing and information retrieval can be found in [9]. It describes
approaches and algorithmic formulations for: (a) synonym detection and auto-
matic construction of semantic classes using measures of graph connectivity on
graphs built from either raw text or user-contributed resources; (b) measures
of semantic distance on semantic networks, including simple path-length algo-
rithms and more complex random-walk methods; (c) textual entailment using
graph-matching algorithms on syntactic or semantic graphs; (d) word-sense dis-
ambiguation and name disambiguation, including random-walk algorithms and
semi-supervised methods using label propagation on graphs; and (e) sentiment
classification using semi-supervised graph-based learning or prior subjectivity
detection with min-cut/max-flow algorithms. Although the work described in
[9] covers a wide range of algorithms and applications, there exist other rele-
vant works in literature worth mentioning. A great interest has grown in the
computational linguistic community for using this kind of text representation
in diverse tasks of natural language processing, such as in summarization [10],
coreference resolution [11], word sense disambiguation [12–14], word clustering
[15, 16], document clustering [17], etc.

The majority of the approaches presented in literature use well known graph-
based techniques in order to find and exploit the structural properties of the
graph underlying a particular dataset. Because the graph is analysed as a whole,
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these techniques have the remarkable property of being able to find globally
optimal solutions, given the relations between entities. For instance, graph-based
methods are particularly suited for disambiguating word sequences, and they
manage to exploit the interrelations among the senses in the given context.
Unfortunately, most of the research works that use graph-based representations
propose ad-hoc graph-structures that only work with the particular problem
they are dealing with. It is, therefore, imperative to attempt to propose a general
framework that may be used in different contexts with a minimum amount of
changes.

In summary, this research work presents a new text representation schema
useful for mining documents, exploiting their lexical, morpho-syntactic and se-
mantic information. The representation schema is built over a syntactic analysis
developed through a dependency parser for all the sentences in the document, in-
cluding further morphologic and semantic information. The final result obtained
is an enriched output in the form of a graph that represents the input docu-
ment in the form of a multiple level formal representation of natural language
sentences. The graph-based representation schema and the similarity measure
proposed here, enables a more effective and efficient text mining process.

2 Research Methodology

The proposed text representation schema utilizes multiple linguistic levels of
formal definition of natural language texts. The motivation for the schema is
to capture most of the features present in a document, ranging from lexical to
semantic level. By including lexical, syntactic, morphologic and semantic analysis
in the representation, we attempt to represent how different text components
(words, phrases, clauses, sentences, etc.) are related.

The representation of each linguistic level together with their association
with the graph components is described as follows.

Lexical level At the lexical level we deal with words, one of the most basic
units of text, describing their meaning in relation to the physical world or
to abstract concepts, without reference to any sentence in which they may
occur. Lexical definition attempts to capture everything that a term is used
to refer to and, as such, is often too vague for many purposes.

Morphological level At the morphological level we deal with the identifica-
tion, analysis and description of the structure of a given language’s mor-
phemes and other linguistic units, such as root words, affixes and Parts of
Speech (PoS).

Syntactical level At the syntactical level we deal with rules and principles
that govern the sentence structures. Usually, the lexical parser (or simply:
the parser) can read various forms of plain text input and can output various
analysis formats, including part-of-speech tagged text (morphological level),
phrase structure trees, and a grammatical relations (typed dependency) for-
mat.
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Semantic level At the semantic level we deal with the meaning of sentence,
i.e., human expression stated through language. In general, semantic level
refers to interpretation of signs or symbols used in agents or communities
within particular circumstances and contexts. In written language, things
like paragraphs, words and punctuation symbols bear semantic content. The
most popular semantic relationships are: antonym, synonym, class inclusion,
part-whole, and case [18].

2.1 Formalization of the Graph-Based Multi-Level Linguistic
Representation

Given a text T = {t1, t2, · · · , t|T |} with ti a word in the document. Let PoS(ti) be
the PoS tag of ti, Lem(ti) be the lemma of ti, Sem(ti) be a term semantically re-
lated with ti, and Dep(ti, tk) be the dependency tag obtained by some syntactical
parser over the sequence “titk”. The graph-based multi-level linguistic represen-
tation of T can be formally expressed by a di-graph G = {V,E,LV , LE , α, β},
with:

– V = {vi|i = 1, ..., n} is a finite set of vertices, V 6= ∅, and n is the number of
vertices in the graph.

– E = {(vi, vj)|vi, vj ∈ V, 1 ≤ i, j ≤ n}. Note that the notation (vi, vj) indi-
cates that a given order is established.

– LV = {
⋃

i=1,···,|T |(Lem(ti)
⋃
Pos(ti))}

– LE = {
⋃

i,j=1,···,|V |Dep(vi, vj) with vi, vj ∈ V, and (vi, vj) ∈ E}
– α : V → LV

– β : E → LE

Here, we say that LE represents the dependency tag between a pair of words.
However, it is more practical to have a numeric value as edge label in addition to
the dependency tag. We, therefore, extend the graph-based representation using
the following definition of LE .

LE = {∀i,j=1,···,|V |(Dep(vi, vj) : frec(Dep(vi, vj)) + frec((vi, vj)))}
with vi, vj ∈ V , and (vi, vj) ∈ E
Where frec(x) is a function that counts the occurrences of x in the entire

graph.
Figure 1 shows the final constructed graph for an example sentence. To il-

lustrate the graph representation, let us consider the following example: Text
mining searches patterns in texts.

2.2 Pattern Extraction Technique for Discovering Text Features

The graph may represent one sentence, one paragraph, one document, or even
a collection of documents. We assume that the graph uses the representations
we discussed in the previous section. The technique proposes to find features in
the graph by counting text components (word lemmas, PoS tags, grammatical
tags) when different paths are traversed. These components would seem to be
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Fig. 1. Semantical representation of texts using word lemmas, PoS tags, dependency
tags and word synonyms

isolated elements of the graph, however, counted over a path of interest they are
considered to be textual patterns.

Let us consider the semantic representation shown in Figure 1, the minimum
path from the node search V BZ to the node text NNS will have the following
features at different language description levels:

– Lexical level: search, model, text, in.
– Morphological level: V BZ, NNS, IN , NNS.
– Syntactical level: dobj, prep, pobj.

Those features may be further used (perhaps as a bag of words or a vector
space model based vector) for some particular task to be carried out. Thus,
a textual document represented by a graph may provide a set of features for
each of the minimum paths found in that graph. These features can be used for
encoding a meta-representation of the text.

3 Case Study

In order to analyse the performance of the graph-based multi-level linguistic
representation and the pattern extraction technique, we present their application
in a particular problem of text mining known as Authorship Attribution.

The authorship attribution is often seen as an issue of computational lin-
guistics and aims to identify the author or the original writer of a given text.
To accomplish this task, it is necessary to identify characteristics (features) or
profiles that identify the target author. This is not a trivial task because writing
styles are often similar. Many different techniques have been develop in order to

Research in Computing Science 71 (2014)
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solve this problem, from mathematical and statistical applications to computa-
tional linguistic approaches.

The particular interest in this research field lies in the huge amount of ex-
isting documents and the need to develop automatic and reliable models that
contribute to the optimal solution of the problem.

In order to determine the performance of the text representation proposed
in this work in a real scenario, we used a corpus gathered by Efstathios Sta-
matatos(ccat C10) [19] from the RCV1 Reuters collection [20]. This corpus is
made up of 500 documents (10 authors each one with 50 different documents)
for both, the training and test dataset.

3.1 Applying the Proposed Methodology to the Authorship
Attribution Task

By using the methodology proposed, we can construct ten graphs that include all
the document collection. In this case, each graph will represent only one author
(50 documents).

In order to identify the authorship of a given test document, we need first
to represent the test document with the proposed graph-based representation 2.
Thereafter, we use the pattern extraction technique introduced in Section 2.2 for
obtaining numeric vectors and subsequently to calculate the similarity between
the test graph and each of the ten author’s graphs (which contains the graph-
based representation of the fifty documents of each author). Thus, following the
features extraction technique, the root node of the test graph is fixed as the initial
node whereas the final nodes selected correspond to the rest nodes of the test
graph. This leads to diminish the computational time to O(n), with n equal to
the number of nodes in the test graph. We have used the Dijkstra algorithm[21]
for finding the minimum path between the initial and each final node. Thereafter,
we count the occurrences of all the multi-level linguistic features considered in
the text representation, such as part-of-speech tags and dependency tags found
in the path. The same procedure is performed with the training graph by using
the pair of words identified in test graph as initial and final nodes. As a result
of this procedure, we obtain two set of feature vectors: one for the test graph,
and one for the training graph.

The technique extracts a set of vectorial patterns (
−→
ft,i) for each text t,

with V equal to the total number of lexical, morphological and syntactical
features. Thus, the training graphs Tr will now be represented by m feature
vectors (Tr∗ = {−−→fd,1,

−−→
fd,2, · · · ,

−−→
fd,m}), as well as the test graph Te (Te∗ =

{−−→fh,1,
−−→
fh,2, · · · ,

−−→
fh,m}). Here, m is the number of different paths that may be

traversed in both graphs, using the “ROOT-0” vertex as the initial node and
each word appearing in the test graph as the final node.

Since each path of the test graph contains exactly the same number and types
of components as that of the training graphs, it is possible to calculate the degree
of similarity among each path traversed. For the purposes of this case study, we
have used the cosine similarity measure, which is calculated as in Eq.(1).
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Similarity(h∗, d∗) =

m∑
i=1

Cosine(
−→
fh,i,
−→
fd,i)

=

m∑
i=1

−→
fh,i .

−→
fd,i

||−→fh,i|| . ||
−→
fd,i||

=

m∑
i=1

∑|V |
j=1 (f(h,i),j ∗ f(d,i),j)√∑|V |

j=1 (f(h,i),j)2 ∗
√∑|V |

j=1 (f(d,i),j)2
(1)

After obtaining all the similarity scores for the test graph with respect to the
ten training graphs, the training graph obtaining the highest score is selected as
the correct author for that test graph.

3.2 Obtained Results

In Figure 2 we show the results obtained for each one of the ten authors. We
have executed the following four different representation methods:

– MinText WithoutLem: It represents the text in the graphs by using the
document words (not lemmatized).

– MinText LemFrec: It includes the word lemmatization plus the frequency
count of the nodes in the entire graph.

– MinText LemFrecLexMor: It includes the counting of lexical and morpho-
logical features.

– MinText LemFrecLexMorVocSuf: It includes, besides all the previous fea-
tures, the combination of vowels count, permutation of vowels count and
suffix count.

As can be seen, there exist some authors that were benefited of using more
complex components of text representation, for example, lemmatization and use
of PoS tags. However, there are other authors who did not. We consider this
behaviour is due to the coherency of writing style of some authors. However,
this is an hypothesis that we need to analyse more into detail by reviewing each
one of the documents written by each author. Some authors have a writing style
that is much more easy to be discovered and modeled, such as “Alan Crosby”.
In these cases, the inclusion of new characteristics did not contribute to a bet-
ter classification accuracy because the simple use of their words is enough for
detecting the writing style. For those authors that did not use a consistent writ-
ing style, the inclusion of new characteristics allowed to discover their possible
textual patterns.

In Table 1, we present a summary of the results obtained by each representa-
tion model. In average, the MinText LemFrecLexMorVocSuf model obtained the
best performance.
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Fig. 2. Evaluation of accuracy for each one of the ten authors

Table 1. Comparison of the results obtained in the Authorship Attribution task

Evaluated approach 2011
MinText WithoutLem 37.80
MinText LemFrec 52.00
MinText LemFrecLexMor 54.40
MinText LemFrecLexMorVocSuf 57.4

4 Main Contribution

At the end of this research project we will count with a new methodological
framework that can be used in various tasks of MT and PLN. In particular, the
new methodology will consist of:

1. A model for text representation based on graph structures, using the different
levels of natural language formal description.

2. A set of linguistic pattern extraction techniques useful for solving specific
tasks of MT and PLN.

3. Metric for evaluating similarity between patterns discovered on different
datasets.

4. Classification models for various PLN and MT tasks: text classification, au-
thorship attribution and profiling, analysis of polarity, among others.

There exist, however, a gap in the process of selecting the best features to be
included in the graph that will represent the target text, because, some features
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may help or harm the final task to be tackled. Despite this issue, we consider
very important to propose a representation that takes into consideration features
beyond the traditional ones (such as bag of words).
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52 H. Gómez-Adorno et al.

17. Zhong, S.: Generative model-based document clustering: a comparative study.
Knowledge and Information Systems 8 (2005) 374–384

18. Bejar, I., Chaffin, R., Embretson, S.: Cognitive and psychometric analysis of ana-
logical problem solving. Recent research in psychology. Springer-Verlag (1991)

19. Houvardas, J., Stamatatos, E.: N-gram feature selection for authorship identifi-
cation. In Euzenat, J., Domingue, J., eds.: Artificial Intelligence: Methodology,
Systems, and Applications. Volume 4183 of Lecture Notes in Computer Science.,
Springer Berlin Heidelberg (2006) 77–86

20. Lewis, D.D., Yang, Y., Rose, T.G., Li, F., Dietterich, G., Li, F.: Rcv1: A new
benchmark collection for text categorization research. Journal of Machine Learning
Research 5 (2004) 361–397

21. Dijkstra, E.W.: A note on two problems in connexion with graphs. Numerische
mathematik 1(1) (1959) 269–271

Research in Computing Science 71 (2014)



Physically-based Modeling of Virtual Content
for a Natural way of Interaction in AR

J. Adrián Leal-Meléndez and Leopoldo Altamirano-Robles

Instituto Nacional de Astrof́ısica, Óptica y Electrónica,
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{jalm,robles}@ccc.inaoep.mx

Abstract. Nowadays the Augmented Reality (AR) has been spread into
several practical areas of applications. Nonetheless, in many cases the in-
teraction between the real and virtual content is in somehow limited. In
this regard, most of the work has devoted to the study of AR using
physical controls and gesture recognition. In recent years, several works
have moved their attention to research more natural ways of interaction.
One of the main problems of interest is the physically-based modeling
of real objects. This is, export the physical properties of real objects to
the virtual objects. Providing a user interface with such physical prop-
erties makes possible to improve the user experience. In this proposal,
we are interested in modeling three physical properties (weight, center of
gravity and material) into the virtual objects and also modeling the en-
vironment. Preliminary results, show that using a 3D sensor to generate
a point-cloud-based mesh, it is possible to model a suitable environment
that improve the spatial-awareness by allowing occlusion handling. Such
modeling seems to be an ideal scenario to perform the physically inter-
action.

Key words: Physically-based modeling, natural interaction, augmented
reality, 3D sensors.

1 Introduction

Augmented Reality (AR) has the potential to bring new user interfaces, in which
space is not restricted to a screen and controls, even they could be unnecessary.
The classical AR aims to superimpose synthetic information on a view of the
real world where both elements, real and virtual, look as a part of the same 3D
scene. In this way, a user can receive useful information in real time and in a most
adequate place (real environment) in order to be guided in a determined task. In
the last years, with the progress of portable technologies such as smartphones,
cameras, and sensors for tracking, many AR applications have been developed in
several fields. However, the interaction methods provided for such applications
are restricted to the use of common input devices: mouse and keyboard. This
situation produce a poor user-computer interaction environment.
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In this regard, an ideal application of AR should have two main features:
1) allowing the user to interact with the virtual content in a more natural and
intuitive way, and 2) the system must provide a kind of feedback mechanism
to ensure the spatial-awareness (mixed space) of the user while navigation is
performed in the environment. The aforementioned two points are key proce-
dures to improve the immersion and user experience. In this context, different
approaches have been used to give more natural ways of interaction with virtual
content. There are two main approaches focused on improving the user experi-
ence: i) the use of physical objects to interact with the virtual content (tangible
user interfaces, TUI), and ii) the use of gesture recognition. The first approach is
based on using physical objects as a tool for interacting with virtual objects, this
approach was one of the first that removed the dependence of the use of controls
along the manipulation phase [11, 12, 15]. The main idea behind this approach,
is to manipulate the real object and then reproduce this behavior in the virtual
object, thereby when the physical object is manipulated the associated virtual
one does too. In this way the user has the feeling of interacting with a real ob-
ject. Because of the rise of the use of mobile devices, this approach adopted a
new form; in this case, the manipulation of virtual objects is based on the use
of tactile screens and sensors for tracking and tracing (GPS, accelerometers and
gyroscopes). Researches in this approach provide a way of interaction with vir-
tual content through the device, using it as an interface [21, 10, 7, 8, 6]. In spite of
providing more intuitive ways for interacting, these works, still remain far from
provide an enhanced user experience. The second approach is the one based in
gesture recognition, in [13, 3, 2, 14] the authors propose more natural methods
for interacting by matching gestures with actions applied to the virtual model.
In these works the gestures do not imply contact with the virtual object. On the
other hand, in [18, 9, 1] the authors consider the contact with the virtual object
and they propose a modeling of that. Finally, the above two main approaches
(the use of physical objects and gesture recognition) can be combined into an
hybrid approach, in order to consider both of them. This approach is best known
as multi-modal interfaces [4].

In order to provide a more natural and intuitive mechanism for interaction
in AR, it is necessary going beyond the gesture recognition. In real life, while
interacting with real objects there are a number of physical constraints which de-
termine the behavior of such object, these restrictions also determine the user’s
behavior necessary to manipulate the object. Thus, according to the literature,
a way to improve the user experience in AR is modeling the virtual content in
such a way it can react to the real world. This is achieved by modeling physi-
cal properties into the virtual object, but also modeling the way in which the
environment interact with the virtual content. In this way, the user experience
is improved by giving to the user the feeling that virtual objects are part of
the real world. Furthermore, this condition might allow a natural interaction
directly with the user’s hands. Having said that, this research is closer to the
second approach. The research lies in designing methods to give to the user a
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physically-based way of interaction in AR with the purpose of improving the
user experience. The main problem addressed in this research is deepen next.

Problem: gestures are the most expressive form of communication between
humans and computers. Moreover, despite of the approach based on gesture
recognition has been used extensively to interact with virtual content in AR,
most of these works usually do not consider physical properties to model its
behavior. The latter result in a poor manipulation experience due to the lack of
feedback; this is there are no feeling of working with real objects. On the other
hand, it has been shown that considering physical properties while modeling
the virtual content improved the immersion of an AR system, mainly along the
interaction phase [16, 5, 18, 17].

Main objective: Proposing an strategy for natural interaction with virtual
objects in an augmented reality environment that considers physical properties
(weight, center of gravity, material) of real objects to model virtual objects.

Main contribution: the main contribution in this research is the design of
algorithms for modeling real and virtual objects considering physical properties
to provide a mechanism for a natural user-experience in AR.

Following the above three points, this research lies on a physically-based
interaction in augmented reality; mainly in modeling physical properties to em-
ulate the behavior of a real object when this is pushed by another one and, then
apply this model to a virtual object. We are focused in modeling properties of
rigid objects directly involved in the interaction task. As a first approach we
have considered to model the rigid virtual objects through the use of the finite
element method (FEM), The latter is because its capabilities could reproduce
real-world behavior [22, 20, 23]. For the rest of the scene we have considered to
build a simple mesh from a point-cloud1 obtained with a 3D sensor. We are
interested in modeling only certain specific-target objects, the rest of the scene
can be treated as a simple mesh. The rest of this paper is organized as follows:
in Section 2 describe the research methodology. In Section 3 we show the work
done so far. Finally, in Section 4 an analysis of the obtained results is presented
and future avenues of inquiry.

2 Research Methodology

The proposed methodology is divided into five main parts, where the main con-
tributions are listed in 1(b), 2 y 3:

1. Designing an spatial representation of the work area to allow colli-
sion detection and occlusion handling: collision detection and occlusion
handling among objects are important features to improve the user experi-
ence, while the interaction is performed through the virtual content. To make

1 Point-cloud: in a three-dimensional coordinate system, is a set of points in which
the points are usually defined by [X,Y, Z] coordinates, and often are intended to
represent the external surface of an object. A point-cloud may contain additional
components as color and direction.
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virtual objects react to a collision as a result of an applied force on them, it
is needed to model both the virtual object and also the environment. More-
over, the modeling allows detect occlusion relationship, i.e., after reacting to
a force, a virtual object could be behind of a real one. The modeling of the
environment allow this condition.

(a) Creating a general model (mesh) in which the virtual object
could be attached: the main idea is to use a point-cloud-based repre-
sentation using a 3D sensor to create a mesh geometry, which will cover
the entire work area. The main problems working with a cloud point
obtained from a 3D sensor are: i) there are areas that are not covered by
the sensor that produces holes on the mesh, in which the virtual content
can not be attached, and ii) there is an overlapping between the mesh
and the rgb image.

(b) Modeling an specific horizontal flat surface, in which the virtual
object should slide when a force is applied to it: once the general
model of the work area was created, the next step is to segment an
specific flat surface, on which the virtual object will be slipped. We are
focused in modeling this surface with two different materials: wood and
glass.

(c) Modeling the obstacles in which the virtual object should col-
lide: in this point we are interested in select vertical surfaces, which will
represent obstacles on the general geometry and model them like a rigid
bodies.

This stage include an study of 3D reconstruction and physical modeling
approaches as well as point-cloud correction techniques.

2. Physically-based modeling of virtual objects: in this stage we are fo-
cused in reproduce the behavior of an object, mainly when a perpendicular
force is applied on one side. The physical properties considered to model the
virtual object are the following: i) weight, ii) center of gravity (contact area
which is divided into six zones, see Fig 1), and iii) material (resistance and
friction). Initially, we propose to work with three objects with well-defined
shapes, which are: cube, pyramid, and sphere. We propose to combine two
approaches: i) to use a Finite Element Method to describe the physical con-
straints and the geometry itself, and ii) to use semantic rules to describe the
behavior. Both approaches are studied along this stage and an analysis of
the advantages and disadvantages of each approach will be made.

3. Modeling the tool to interact with the virtual content (user’s
hand): once the work area and the virtual objects have been modeled, the
last element to complete the interaction phase, is the tool used to interact
with the virtual content. We are focusing in only one interaction way: push
an object; so we propose to model the hand as a rigid body, where only the
tip of the index finger will have a slight deformation when the contact occurs.
Figure 2 shows the shape of the model. In order to match the model with
the real hand, we propose a color-based approach to segment the hand in
a real video sequence. Then a template-matching approach is used to select
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Fig. 1. Contact area

a more appropriate shape according to the size. During the interaction task
we assume that the shape is constant.

Fig. 2. Push model hand

4. Designing a feedback mechanism to guide the user during the in-
teraction task: when working with virtual objects in an interaction task is
necessary to provide some sort of feedback to advise the user that is han-
dling with a virtual object or maybe to guide him/her to the right position
to be touched. We are interested in forms of haptic feedback; to this end, we
will study different approaches on visual, auditory and tactile feedback. The
integration of such mechanism to the interaction process will also be made
in this stage.

5. Evaluating the proposed strategy for physical-interaction in AR:
two applications will be designed in order to evaluate the proposed strategy.
The first one will be designed so as to measure the difference of the final
positions between the real and virtual objects after a force is applied on
each one, as well as the difference of the paths followed to reach the final
positions. This application will take place in the early stage of the research,
in which the user will be asked to apply a force on a virtual object to show its
behavior. In the later stage, we will focus on the second application, which
aims to evaluate the user experience and usability. In order to achieve that
a user study will be performed through this application.

We expect to achieve the goals of this research by following this methodology.
In the next section we describe the preliminary results obtained so far.
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3 Preliminary Results

This section describes the preliminary results of our research. It also describes
the work preformed following the proposed research methodology.

3.1 Modeling a spatial representation of the work area

As a first approach, we propose to use a point-cloud from a 3D sensor to cre-
ate a representation of the environment. Figure 3 shows a common point-cloud
obtained from the sensor. Figure 3(a) shows the original point-cloud, which has
over 307,000 points, composed by [x, y, z] and color data. We can see the more
black pixels being holes in which the virtual object cannot be attached. Figure
3(b) shows a correction of the point-cloud to fill holes. To do this, we used the
inpainting-telea algorithm [19].

The original cloud have many points and it is impractical to be used in a
real-time application, Figure 3(c) depicts an example of reducing the point-cloud
density. By using thresholding, we can delete points out of the work area; how-
ever, the cloud remaining still has unnecessary points (there is not a significant
difference in the z component of many grouped points). In this point, we are
interested in methods that allows reducing the redundant information without
sacrificing significant geometries. After the cloud is reduced, the normal2 of the
faces (triangular faces) must be calculated and added to it; so, now the cloud
has five components. A first candidate to be used in this point is the moving
least squares method (MLS), which is used to reconstruct a surface from a set
of points and to calculate the normal of the faces. This produces a smoothed
cloud.

(a) raw data (b) inpainting (c) thresholding

Fig. 3. Point-cloud from kinect

Once we have the five components, the surface can be reconstructed. Figure
(4) shows only the hand area that is reconstructed using the greedy triangulation

2 In geometry, the normal is an object such as a line or vector that is perpendicular
to a given object. In this case it can be seen as the direction of the faces.
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algorithm, provided by PCL library3. The reconstructed surface enables the
occlusion handling and lays the foundation for collision detection. Only the hand
area was reconstructed because we are only using the threshold filter for reducing
the cloud. Thus, this is still computationally expensive.

(a) (b)

Fig. 4. Enabling occlusion

3.2 Evaluating the proposed strategy

The evaluation will be conducted within the context of an application. In this
point of the research, we have already defined a user study, which will be driven
through this application. Furthermore, this study will help us to define the fea-
tures that should be present in the application itself.

Objective: with this study we want to evaluate the proposed strategy for
interacting in AR, in terms of realism and intuitiveness. The two main factors
which we are interested in measuring are:

1. User experience: involves the person’s behaviors, attitudes, and emotions
about using our application.
– Intuitiveness: involves the feeling of naturalness and human-likeness in

interacting with the virtual content.
– Captivation: involves the feeling of being immersed and captivated in

the interaction with the AR.
– Responsive: involves the feeling about the response time of the system

to a particular action.
– Tangibility: involves the feelings spatial-awareness and coherence of the

content according with the environment.
2. Usability: involves the distribution of content and clarity with which the

interaction is designed.

3 http://www.pointclouds.org
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– Learnability: involves the easy to accomplish a task the first time the
user has contact with the application.

– Efficiency: involves the speed with which a task is performed.
– Errors: involves the number of errors made by the user in a task.

External factors: there are some external factors that can influence in the
evaluation, we are interested in control the next two.

– User experience: the user experience with AR systems is a key factor in
performing a task.

– Incentives: the willingness of the user to perform a task influenced in the
result, a change in user motivation usually results in a change in what he/she
does. In this point, we are studying the best way to encourage the partici-
pants without causing bias.

Users: the users play an important role in this evaluation, in order to cover
as many aspects as possible and considering that the application is a game,
the participants will be divided into three groups: 1) inexperienced users in
augmented reality systems and video games, 2) inexperienced users in augmented
reality but experienced in video games and 3) experienced users in augmented
reality systems and video game.

Setting: each participant will be given a tutorial before performing the task.
Then he/she will be asked by the system to perform certain tasks. While the
user is performing the tasks, an observer will note for feedback purpose. When
all tasks are completed, the participant will be asked to answer a poll covering
all aforementioned aspects.

A more accurate evaluation also will be addressed in order to give founda-
tions that allows the comparison with other works. This include measuring the
differences between the final positions (translation and rotation) of the real and
virtual objects after an interaction task, as well as measuring the differences
between the paths followed to get the final position.

4 Conclusions

In this paper, we present our research proposal to address the problem of natural
interaction in augmented reality. The main motivation to do this work is to
advance in the state-of-the-art with respect to interaction approaches in AR
using a physical-based modeling to reproduce the behavior of real objects into
virtual objects. To achieve a realistic interaction we consider modeling both
the virtual and the real objects. Although our research is in the early stage,
the preliminary results showed in Figure 4 give evidence that it is possible to
improve the spatial-awareness of the user. The user can determine at all time
the right position of the objects in a mixed space, that suggest evidence that the
modeling of both real and virtual elements is a right direction to achieve and
realistic interaction in an AR environment. The future paths of our research are
focused on exploring video-games techniques of physical modeling and propose
methods to bring them to a real interaction. We are also interested in propose
novel feedback mechanisms to guide the user along the interaction.
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1 Instituto Nacional de Astrof́ısica, Óptica y Eletrónica (INAOE)
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Abstract. Image classification is an important task for the organization
and analysis of visual information. According to the literature one of the
most important concepts is the visual word ; a visual element that repre-
sents a set of visual-similar regions. The Bag-of-Visual Words (BoVW)
is one of the most widely used approaches in High Level Computer Vi-
sion (HLCV). The BoVW is an histogram of the occurrence of visual
words in each image, which is in some way inspired by the Bag-of-Words
(BoW) used in Natural Language Processing (NLP). In spite of the suc-
cess of BoVW, it has the same limitations of BoW (e.g., the overlook
of the spatial context). In this research proposal we bear in mind the
successful evidence of visual words in HLCV, and we take the analogy of
visual-textual words to a new higher level. This is, by designing methods
inspired in NLP, we aim to consider contextual (e.g., spatial, sequential),
and high level (e.g., semantic) information among visual words. However,
bringing NLP like approaches pose several nontrivial problems, for exam-
ple: i) the definition of analogous attributes (visual-textual), ii) a suitable
strategy to interpret images; documents can be read only in one direc-
tion, but in images we have a 2D plane without an specific way to read
them, iii) the way to extract high level information (e.g., semantic). This
paper presents the proposed research methodology and through prelimi-
nary results, we provide strong evidence of the feasibility of this research.
For this, a popular NLP technique is used to improve the BoVW; the
Bag-of-Visual n-grams (BoVN). The idea is evaluated in the challenging
task of Histopathology image classification overcoming the BoVW and
an state-of-the-art approach based in language models.

Key words: Visual words, n-grams, spatial context, image classifica-
tion, histopathology.
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1 Introduction

Nowadays there is a huge amount of images available through different media
sources. In many situations all this information is useless without appropriate
tools for analysis. In this regard, image classification is one of the most impor-
tant tasks for the organization and exploitation of visual information for different
areas. The representation of images is one of the key procedures for successful
models in classification. Currently one of the most widely used approaches in
the state-of-the-art of High Level Computer Vision (HLCV) tasks is the Bag-of-
Visual Words (BoVW). The BoVW is somehow inspired by the Bag-of-Words
(BoW) representation of text mining (see e.g., [16]). Under the BoW formu-
lation, vocabulary vectors representing documents are built, and each element
of the vector indicates the presence or absence of each word in the document.
Similarly, in HLCV tasks a vocabulary of visual word is generated (clustering
feature vectors representing image regions and taking the centroid of each clus-
ter as a visual word) in order to represent images through vectors that accounts
for the occurrence of visual words in each image (see Figure 3). The BoVW has
been successfully used in several HLCV task including: medical image catego-
rization [2, 3], texture and object classification [20], video retrieval [15], image
retrieval [18], human activity recognition [19], etc.

Problem to solve: Notwithstanding the fact that visual words approaches
(like BoVW) are widely used, they usually do not exploit the contextual (spatial
relationships) and high level (e.g., semantic) information among visual words.
Spatial context has proven to be useful to increase the performance of sev-
eral HLCV tasks (see e.g., [5, 9]). In this direction, contextual and high level
information among visual words could be captured taking the analogy visual-
textual words into a complete new higher level using Natural Language Process-
ing (NLP) approaches.

Main Objective: Designing and developing methods for image classifica-
tion, which based on the concept of visual word and inspired by NLP approaches,
can model contextual and high level information to improve the classification.

Main Contribution: the design of novel and effective HLCV methods in-
spired by NLP, that consider the properties of the image domain to exploit effec-
tively contextual and high level information among visual words. For example,
novel methods based on: n-grams (sequences of n elements), weighting schemes
(weight functions for the visual elements), semantical distributional analysis, etc.

In this context, the interest of this research lies in a relatively young area, the
intersection of the fields of NLP and HLCV, which has been the main subject of
study of different forums and works [1,14,17,18]. To design a successful approach
we focus on techniques that have proven to be highly useful in NLP. To figure
out whether the best approaches in NLP have the opportunity to improve visual
words methods, we begin exploring one basic, intuitive, yet effective idea of NLP;
n-grams. n-grams are sequences of n elements which have proven to be very useful
in text categorization tasks for capturing the context [16]. Through the achieved
results, we show the feasibility of this proposal giving two main contributions:
i) a method to extract n-grams from visual words, and ii) the way to effectively
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use n-grams as attributes for a classifier. The proposal overcomes the traditional
BoVW and an state-of-the-art approach based on language models. The rest
of this paper is organized as follows. Section 2 describes the proposed research
methodology. Section 3 describes the dataset. Section 4 introduces our approach.
Section 5 shows and discusses preliminary results. Finally, Section 6 shows our
conclusions and indicates the paths of future research.

2 Research Methodology

The research methodology is as follows (main contributions are steps 3 and 4):

1. Identifying and obtaining copora: To find datasets with challenging
peculiarities that NLP methods could handle (e.g., contextual information).

2. Analyzing and developing methods to extract visual words: To iden-
tify methods to get a better analogy between visual-textual words, our initial
paths considers: i) Extraction of regions through regular grids [13], and ii)
Extraction of regions through key points [12].

3. Proposing a set of new representations inspired in NLP to cap-
ture contextual information: For this, we consider the following three
approaches as the best candidates, which aims to capture contextual infor-
mation at different levels:

(a) Sequences of visual words to capture the pure local context:
The general idea is to use sequences of elements similar to the n-grams
(sequences of n words) for text mining [6]. A challenge here consists
in defining a suitable way to extract such n-grams. This is because in
contrast to text documents, in images we have a 2D plane, and the way
to read the elements is not defined.

(b) Locally weighted bag of words to capture local-global context:
Using this approach a higher level of contextual information can be cap-
ture [4]. Through this representation it is possible to assign different
weighs to several parts of a document, which in analogy could facilitates
to focus in relevant image regions.

(c) n-gram graphs to capture the pure global context: In the classic
text mining graphs of words [7], nodes would represent visual words,
which are connected among them by edges modeling the co-occurrence,
frequency and order. Such graphs allow to capture global information
about the elements in the target object (images).

4. Proposing a set of new representations inspired in NLP to capture
high level information: For this we consider the following three approaches
as the best candidates, which aims to capture high level information (e.g.,
semantic) when bringing to the image domain.

(a) Concise Semantic Analysis (CSA) of visual words: This is an
special distributional semantical representation, which through the use
of low-dimensional vectors, allows to capture relationships among docu-
ments and the target classes [11]. In analogy, adapting this approach is
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66 A. P. López-Monroy et al.

possible to build image vectors that highlights discriminative relation-
ships with each target class.

(b) Knowledge based hierarchies (is-a hierarchies): These kind of
hierarchies are widely used in text mining to represent semantic rela-
tionships among words of specific domains. Similarly, having a hierarchy
for visual words would makes possible to capture different information.
Building such hierarchies for visual words is challenging, but could be
achieved in different ways (etc. using the hierarchy produced by a hierar-
chical clustering, using distributional semantical representations, etc.).

5. Designing and implementing a method to integrate the informa-
tion extracted by the NLP inspired approaches: This last step in-
volves to take advantage of different spaces of information. There are several
ways in the literature to achieve this combination (e.g., classifier ensemble
techniques, multiple kernel learning, etc.) [8].

In the following section, we present the work done so far. For this, we describe
the initially dataset, then we explain the process to build the visual words and
extract visual n-grams to improve BoVW (item 3(a) of the proposed methodol-
ogy). Finally, we discuss the obtained results and future avenues of inquiry.

3 Description of the Image Collection

The proposed methods and representations in this research will be evaluated
using several image collections ranging from natural to medical images (selected
collections depend of the Step 1 of the methodology). For the evaluation of the se-
quences of visual words we initially perform experiments using an Histopathology
image collection. We decide to use this kind of images, because their visual tis-
sues structures (healthy or pathological) make them challenging. In this images,
classification is related to pathological lesions and morphological-architectural
features which can be captured by our proposed visual n-grams (see Figure 1).

Fig. 1: Example of histopathology images from skin biopsies with healthy and
pathological tissues (basal-cell carcinoma), left and right respectively.

In the evaluation we use a dataset of 1417 histopathology images, annotated
by a pathologist, describing the presence of architectural features, and patho-
logical tissues [3]. Each image might belong to one or more of 7 categories (see
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distribution in Table 1). To evaluate our approach we built a binary classifier
using an standard one-vs-rest approach.

Histopathology class positives negatives

1. basal-cell carcinoma 518 899
2. collagen 1238 179
3. epidermis 147 1270
4. hair follicle 118 1299
5. eccrine glands 126 1291
6. sebaceous glands 136 1281
7. inflammatory infiltrate 99 1318

Table 1: The seven binary problems of the 1417 Histopathology image collection.
The positive instances are images belonging to a target category.

4 Sequences of Visual Words: Visual n-grams

Our first approximation to capture the local context of visual words is through
the use of one popular technique in NLP: the n-grams. For this we propouse the
use n-grams of visual words to improve the BoVW. In other words, we focus
in the Bag-of-Visual n-grams (BoVN). In Figure 2 we outlines each step of the
process for generating the BoVN. In the first step, the training collection is used
to generate the dictionary of visual words (codebook) (explained in Section 4.1).
In the second step, each patch of each image is replaced by the nearest visual
word in the codebook. The second step also involves the extraction of n-grams in
order to build our visual n-gram codebook (explained in Section 4.2). The third
step combines the visual words codebook and the visual n-gram codebook. The
final codebook is used to build histograms of the visual n-grams in each image.
We explain in detail the latter steps in the following subsections.

Fig. 2: Image Representation through Bag-of Visual-Ngrams.
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4.1 Construction of the Visual Words Codebook

In Figure 3 (A), we show the extraction of visual words using a standard BoVW
formulation. In the step 1 and 2, we use a regular-grid-based patch extraction.
In step 3, we represent each patch using the discrete cosine transform (DCT)
applied to each channel of the RGB color space. We merge the 64 coefficients
from each of the three channels to get the final descriptor. In the last step,
the codebook is built using cluster centroids (using a 400-Means algorithm) of
the training patch descriptors. Those settings are supported by previous closely-
related studies using Histopathology images, showing better performance than
other configurations (including SIFT and raw-patches, and several k values) [2].

Fig. 3: (A) The process to build a visual word codebook. (B) Example of a
generated visual word codebook. (C) The process to build visual n-grams using
an sliding window. For the dark path (65) the extracted n-grams are: 65-12,
65-213, 65-546, 65-645, 65-654, 65-565, 65-444, 65-33.

4.2 Extraction of visual n-grams

To capture spatial relationships among visual words, we inspired our idea in
the use of word n-grams for text classification tasks. They are sequences of n
consecutive words that helps to maintain semantic relationships between words,
which allows to represents as one attribute concepts like “cold war”. Nonetheless
in image domain, the extraction of visual n-grams face some additional issues.
For example, a document can be read only in one direction, but sequences of
image descriptors can be extracted horizontally, vertical, at an angle of θ degrees,
etc.). Another problem is to determine the right direction to interpret each visual
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n-gram. For example, 3-grams in text normally can be interpreted correctly only
in one direction (say, “the human being”, but not “being human the”). On the
other hand, visual 3-grams can have the same order but different orientation if
the image is rotated. Therefore, the two descriptor sequences da-db-dc and dc-
db-da might be the same pattern. In this work, we consider such patterns the
same, making them rotation invariant.

To construct visual n-grams we apply the following effective approach. Con-
sider a document containing the codeword matrix for each image (see (C) in
Figure 3), the main idea is to produce n-grams ignoring the orientation in which
they appear. For this, we iterate over each item ai,j of the matrix A and we
extract neighbors in a straight fashion. Thus, we build horizontal,vertical and
diagonal sequences using items between the current item ai,j and ai+k,j+h, if and
only if they are part of the straight line joining ai,j and ai+k,j+h. This approxi-
mation to text n-grams produces eight possible n-grams for each position in the
matrix. Finally, each n-gram is normalized to be “read” only in one direction.
For example, in the visual n-gram codebook, a trigram 21-61-73 is indexed as
the same item than 73-61-21. For image classification we build feature vectors
using a BoVN. This is, using the learned codebook, each image is represented
by an histogram of the occurrence of found visual n-grams. We use a Support
Vector Machine (SVM) using the default settings of Weka framework. We used
a SVM because it has shown to be effective in similar histology image problems
finding visual patterns [2, 3].

5 Preliminary Results on Image Clasification using
Sequences of Visual Words

In the evaluation we use an stratified 10 fold cross validation (10FCV) and report
the averaged F-Measure and Area Under roc Curve (AUC) of the seven binary
problems. We have used several scenarios, for term weighting; binary (BIN),
and term frequency (TF). The former focuses only in the presence/absence of
the element, the latter in the weighted presence/absence. For size patches we
have: 8x8, and 16x16. Finally, as text mining evidence suggest [16], k n-grams
includes k (n− 1)-grams, k (n− 2)-grams, . . . , k (1)-grams. Finally, it is worth
knowing that we perform a set of specific experiments that highlights the general
usefulness of visual n-grams, but a detailed study of the parameterization and
other applications can be found in [10].

First Experiment: Table 2, thought the first row, shows the results of
evaluating the traditional BoVW (Unigramas). There the 8 size patch using TF
weighting obtains the best results. The 8x8 size patch seems to be a good size
of resolution to cover the biological structure of cells, which confirms results
reported of other works in this dataset [2]. On the other hand, the TF weighting
best results suggest that, in general is a good choice the accounting of visual
patterns rather than focusing only in their presence/absence.

In Table 2 we also present results of BoVN and an state-of-the-art approach
under the same conditions. Since the number of possible n-grams are of hun-
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dreds of thousands, we analyze the performance influence in the performance
of BoVN (testing with values from one thousand to ten thousand of features),
getting that 2500 bigrams are a good balance between the dimensionality and
the performance of our approach. The results show evidence of the usefulness of
n-grams, showing that, every experiment using visual bigrams outperforms uni-
grams. Also in Table 2 we show results of another classical approach for visual
words in the literature; language models. In this paper we have implemented a
Language Model Classifier (LMC) as the one used in [17]. The goal is to com-
pare the BoVN with other approaches in HLCV that also take advantage of
the contextual information. To train language models, we have used exactly the
same software and parameters (Carnegie Mellon Statistical Language Modeling
Toolkit). As can be seen from Table 2, at least for this problem and under the
same conditions, LMC does not get better performance than BoVN. In part, this
might be because language models rely in probabilistic, where the unbalanced
data represents a common problem to build accurate models for positive classes.

Performance of BoVN
8x8 16x16

Approach Criteria Bin TF Bin TF

BoVW (1grams) FM 48.27 58.90 47.63 52.33
AUC 67.74 72.27 67.56 68.89

BoVN (1+2grams) FM 59.50 64.31 56.67 56.09
AUC 72.54 76.03 70.46 71.17

LMC (1+2+3grams) FM 53.0 48.31
AUC 69.89 72.21

Table 2: Experiments using Uni-Bi-grams (sequences of visual words), two kinds
of term weighting (TF and BIN) and two different size patches (8 and 16).

In other set of experiments we also analyze the performance considering
higher order n-grams (e.g., 3grams, 4grams, etc.). Results show that the best
setting is 1 + 2grams, which is somewhat expected because it is well known that
for a higher n-grams more instances are required to find those sequences [16]

Second Experiment: In Table 3 using an 10FCV, we analyze the detailed
performance for each class. Thus, for BoVW and BoVN, we use the best settings
for each method in Table 2. Results in Tables 3 shows that 1+2grams overcomes
1grams in classes 1, 3, 4, and 5. The class 1 is the most important, because it is
the only one related with cancer diagnosis. Images in class 1 present structural
tumor cells having large and darker nuclei, which are accurately characterized
by visual bigrams. Visual words (1-grams) are competitive or better in classes
2, 6 and 7 (none of them related with cancer diagnosis). Such classes are in
opposite ends, either by the lack of structured spatial visual elements (classes
2 and 6) that make bigrams to lose their advantage, or because the contextual
information of visual words are much more global rather than local (class 6). We
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think those problems need more instances and explore other parameters (e.g.
patch sizes, size of sequences, or alternative descriptors).

Detailed F-Measure by class

Class
(a)

1grams
(b)

1+2grams
(b-a)

gain/loss

1 86.10 90.70 4.6
2 94.80 95.50 0.7
3 74.40 83.40 9.0
4 36.80 50.80 14.0
5 35.80 52.50 16.7
6 48.00 43.60 -4.4
7 34.20 33.70 -0.5

Detailed AUC by class

Class
(a)

1grams
(b)

1+2grams
(b-a)

gain/loss

1 89.00 92.50 3.5
2 76.40 79.20 2.8
3 84.00 90.90 6.9
4 62.60 68.80 6.2
5 62.80 71.60 8.8
6 68.70 66.90 -1.8
7 62.40 62.30 -0.1

Table 3: Detailed experiments per class using Unigrams versus Uni-Bi-grams. In
column“(b-a) gain/loss” we show the gain or loss caused by the use of bigrams.

6 Conclusions

The interest of this research lies in the fields of HLCV and NLP. The underlying
motivation is to improve state-of-the-art visual words approaches (such as the
BoVW) through methods that takes the analogy visual-textual words into a new
higher level. For this, we consider contextual (spatial) and high level (semantic)
information, which is overlooked by several approaches like BoVW. Since the
use of the contextual information is a common factor in NLP tasks, as an initial
approach, we propose the natural extension to BoVW; the use on visual n-grams
as attributes (the BoVN). Our results suggest strong evidence of the usefulness
of BoVN in Histophalogy images. To the best of our knowledge, n-grams have
never been extracted as we propose; in a similar way they boost NLP tasks, and
subsequently use them as feature vectors for a classifier. Future research paths
include bringing ideas to capture contextual information in a more global way,
and extracting high level information among visual words.
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Abstract. In this work is introduced a methodology for discover hidden
patterns in texts based on a graph-based representation. This method-
ology is divided on three main steps: first, a pre-processing phase, where
texts are cleaning of unuseful data; second, we propose three differ-
ent graph-based representations, where texts can be mapped to labeled
graphs; third, the data mining phase, which can be performed with the
SUBDUE system. Also, we show how could be interpreted the outputs
patterns. The advantage of our methodology in opposite with others
techniques is that allow extract structured patterns from texts.

Key words: Graph-based representations, PLN, authorship attribu-
tion, author profiling identification.

1 Introduction

Nowadays, there is a huge amount of data based on texts. Therefore users need
modern tools capable to analyze and extract useful information over data, be-
cause is not possible a manual analysis since the huge volume of data. Text
mining is a new burgeoning research field that attempts to glean meaningful
information from natural language texts, with the aim to extract useful infor-
mation (knowledge) [5].

A key factor to have success in the extraction knowledge process is the text
representation. In the Natural Language Processing (NLP) has been proposed
different text representations, such as bags of words [3], analysis with “n-grams”
(detection of contiguous sequeces of words) [4]. More sofisticated representations
include the use of ontologies, which represents knowledge as a set of concepts
within a domain, and the relationships between those concepts [2], or techniques
based on the Latent Semantic Indexing, where queries and documents are rep-
resented into a space with latent semantic dimensions [1].

Based on the above mentioned, there are different ways to represent texts,
each of one with advantages or disadvantages (in terms of space complexity, time
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complexity, or capability of preserve patterns that exist in the original texts). In
this sense, this work introduce the use of labeled graphs as text representation,
because is possible to include many linguistics levels of the original text such
as, lexical, morphological, syntactical, etc. Furthermore, graphs let us express
concepts and relations using their nodes and their edges.

The main contribution of this work is the introduction of a methodology that
define how input texts can be represented with labeled graphs, with the aim
to discover common patterns (common graphs) in a data mining task, taking
advantage of the flexibility of the graphs to represent complex structures.

The rest of the paper is structured as follows: Section 2 introduced some
notation useful to represent labeled graphs. Section 3 presents the proposed
methodology for discovering patterns in text based on a graph representation.
Section 4 introduce general concepts with the aim to understand the graph-based
data mining phase. Finally, in section 5 is presented the conclusions.

2 Graph definitons and basic concepts

Several researchers have been proposed different graph notations. The most
widely used graph notation for graphs is G = (V,E), where V is a set (not
empty) of vertices, and E is a set of edges, E ⊆ V ×V . However this notation is
not suitable for text mining, because data information is represented through la-
bels that are attached to the vertices and edges. Based on the above mentioned,
is introduced a graph notation for labeled/unlabeled graphs.

Definition 1 A labeled graph G is a 6-tuple G = (V,E,LV , LE , α, β), where:

– V = {vi|i = 1, ..., n} is a finite set of nodes, V 6= ∅, and n = #vertices in G.
– E ⊆ V ×V is a finite set of edges, E = {e = {vi, vj}|vi, vj ∈ V, 1 ≤ i, j ≤ n}.
– LV , is a set of nodes labels.
– LE , is a set of edges labels.
– α : V → LV , is a function that assigning labels to the nodes.
– β : E → LE , is a function that assigning labels to the edges.

For unlabeled graphs and without loss of generality, it is possible to assign a
same label for all vertices and all edges. Based on this notation, it is possible to
introduce different graph topologies useful for our work.

Definition 2 A chain topology is defined as the set of all graphs G = {V , E,
LV , LE, α, β}, where: V = {vj |j = 1, . . . , n}; E = {e = {vj , vj+1}: 1 ≤ j ≤
n − 1}; LV = Set of label of vertices; LE = Set of label of edges; α : V → LV .;
β : E → LE ..

Definition 3 The ring topology is the set of all graphs G = {V , E, LV , LE,
α, β}, where: V = {vj |j = 1, . . . , n}; E = {e = {vj , vj+1}: j = 1 . . . n − 1}⋃
{e = {vn, v1}}; LV = Set of label of vertices; LE = Set of label of edges;

α : V → LV ,; β: E → LE.
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Definition 4 The star topology is the set of all graphs G= {V , E, LV , LE, α,
β}, where: V1 = {v0}; V2 = {vj |j = 1, . . . , n}; V = V1

⋃
V2; E = {e = {v0, vj}:

1 ≤ j ≤ n}; LV = Set of label of vertices; LE = Set of label of edges; α = {α(v) =
etq, etq ∈ LV , v ∈ V2}

⋃
{α(v0) = inicial, v0 ∈ V1}; β = {β(e) = etq, etq ∈ LE y

e ∈ E}

For example, the sentence “Abraham Lincoln fue presidente de EU” can
be mapped to a graph with a star topology as is shown in figure 1, which is
defined as follows: G = {V,E, LV , LE , α, β}, where: V = {vini, vj | j = 1, . . . , 6};
E = {e = {vini, vj}: 1 ≤ j ≤ 6}; LV = {Abraham, Lincoln, fue, presidente,
de, EU}; LE = {next}; α = {α(v1) = Abraham, α(v2) = Lincoln, α(v3) = fue,
α(v4) = presidente, α(v5) = de, α(v6) = EU}; β = {β(e1) = next, . . . , β(e6)
= next}

Fig. 1. Example of a sentence mapped to a graph with a star topology.

Important graph topologies were introduced in this section: chain, ring, and
star. However, there exist more topologies (see figure 2), some of one based on
the above described, such as: trees (derived from stars), backbone, backbone-
tree, star ring, etc. Our work is based on trees and stars topologies, but it is
possible to propose new representations with others topologies.

Fig. 2. Different types of topologies: a)Backbone, b)Backbone-tree, c)Star ring, d)Star
ring with trees.
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3 Methodology for text representation using labeled
graphs

The main contribution of our work is the introduction of a methodology where
it is possible to reduce texts to labeled graphs (transformation process). The
metodology is presented in this section, which consist of three main steps, as is
shown in figure 3:
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Fig. 3. Steps of the Proposed methodology.

3.1 Preprocessing phase

The preprocessing phase implements three steps, where the input texts are split-
ting, cleaning, and tagged. Consider that the input text has a plain format. Then,
the text is divided in sentences, delimited by the puntuation mark “.”. Clearly,
there are some cases where this rule should not be applied. For example, if appear
suspension points (“Dudé..”, in Spanish), and abbreviations (“Dr. Juan Peréz”,
in Spanish). Consequently, it is necessary to detect “ tokens”, where words with
a single mark “.” at the end are considered as tokens. Next, stopwords are re-
moved, because they not apport relevant information about the semantic of the
text. Then, a morphological tagger is used3 with the aim to detect features of the
words, such as lemmas, dependency relations between words, and others. Thus,
in this step every word in the text is labeled, depending of the roll that each

3 In this work is used the Freeling tagger, www.freeling.org
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word take into the sentence. As result of this, in the next step (process where
texts are mapped to graphs) is possible to use different type of information of the
input text, such as the original words of the text, lemmas, parts of the speach
(grammatical categories of the words), sequence relations between words (the
“next” relation), and type dependency relation between words.

3.2 Graph representations for texts

In this section, three graph-based representations are proposed, which are useful
to represent different levels of information that the original texts have. As we
mentioned before, the Freeling tool is used to generate the gramatical categories
of each word. For the sake of simplicity, the set of all grammatical categories
included in the input text is represented with POS, the set of all lemmas is
represented with PALLEM, and the words of the input text is denoted with
WORDS.

Sequential three representation (STR). This representation is focused on
modeling the structure of a sentence. This representation is called “Sequential
three representation (STR), based on a hybrid star topology. In STR the words
are mapped to vertices, where vertices are labeled with the lemma of each word.
Also, two types of relations are established between vertices: first, all vertices
that represent neighborhood words (in sequence) are linked with an edge labeled
with the word “next”. Also, these vertices are linked to a vertex called “enun”
with an edge labeled with the word “POS”, as is shown in figure 4. This topology
is focused to detect common structures (common graphs) between two or more
sentences, including secuencial or not secuencial words.

next next next

POS

POS POS
POS

V0

V1V2Vn

enun

PALLEM1PALLEM2...
PALLEMn

Fig. 4. Representation (STR).

Formally the representation is expressed as follows. Consider a sentence S =<
word1, word2, . . . , wordn >, where wordi represents a word in the input sentence
(that previously has been preprocessed). Consider that POS(wordi) represents
the grammatical class of the word wordi. A graph G = {V,E,LV , LE , α, β} is a
STR representation of the sentence S =< word1, word2, . . . , wordn >, if:

– V = {v0} ∪ VPALLEM , where VPALLEM = {v1, . . . , vn}
– E = {{v0, vi}, where vi ∈ VPALLEM , i = 1, . . . , n} ∪ {{vi, vi+1}, where
vi ∈ VPALLEM , i = 1, . . . , n− 1}
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– LV = {enun} ∪ LPALLEM , where
LPALLEM = {PALLEM(word1) . . . , PALLEM(wordn)}

– LE = {next} ∪ LPOS , where LPOS = {POS(word1) . . . , POS(wordn)}
– α : V → LV where α(v0) = enun, α(vi) = PALLEM(wordi) if vi ∈
VPALLEM

– β :→ LE , where β({vx, vX+1}) = next if vx ∈ VPALLEM and x = 1, . . . , n−1,
either β({vx, vy}) = POS(wordi) if vx = v0 and vy ∈ VPALLEM

For example, consider the following two sentences: S1=“Abraham Lincoln
fue presidente de Estados Unidos”; S2=“Estados Unidos tuvo un presidente
llamado Abraham Lincoln”. After the preprocessing phase, the original sen-
tences are lemmatized: S1’=“Abraham Lincoln ser presidente Estados Unidos”;
S2’=“Estados Unidos tener presidente llamar Abraham Lincoln”. Using Freel-
ing, it is possible to calculate the set of grammatical categories (POS). The
results of this phase are: S1”=“NP VS NC NP”; S2”=“NP VM NC VM NP”.
Finally, the STR representation of S1” and S2” is shown in figure 5.

a) b)
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Unidos

nextnextnext

NP
VSNC

NP

enun

LlamarAbraham_
Lincoln

next

NP
VM

VM
NP

presidentenext
tener

next Estados_
Unidos

next

NC

Fig. 5. Example of STR representation.

Based on these graph representations of the original sentences, with a GBDM
tool such as SUBDUE, it is possible to discover common structures between
these graphs (represented with no-black lines). Note that the common patterns
includes words that are not in a strict order. Due to the structure of STR,
the graph-based data mining process is capable to discover such patterns. As
consequence, this representation can be used to discover common structures
between sentences, including: common lemmas (of the words), common lemmas
that appear in sequence, and common structure of the sentences that are similar
in the input sentences.

Representation based on word sequence (RBWS). The next representa-
tion is called “Representation based on word sequence (RBWS)”. The aim of this
representation is to detect the relationship between words in each sentence. For
each different word in the input sentence, is created a node in the graph, labeled
with its lemma. Then, and edge between two nodes of the graph is created with
the label “next”, if and only if the words associated with these vertices appear in
sequence in the original sentence. Therefore, this representation is not based on
a specific graph topology, instead it is defined by the structure of the sentence.
As consequence, it is possible to discover n-grams, but unlike the original n-gram
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model, in RBWS is not defined a particular value for n. This representation is
shown in figure 6.
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Fig. 6. Representation (RBWS).

For example, consider the following two sentences: S1=“Abraham Lincoln
fue presidente de Estados Unidos. El presidente dio los fundamentos de la lib-
ertad de Estados Unidos”; S2=“Los fundamentos de la libertad fueron dados
por el presidente de los Estados Unidos”. After the lemmatization process of
the preprocessing phase, the result sentences are: S1’=“Abraham Lincoln ser
presidente Estados Unidos presidente dar fundamento libertad Estados Unidos”;
S2’=“Fundamento libertad ser dar presidente Estados Unidos”. The RBWS rep-
resentation for these two sentences is shown in figure 7.
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Fig. 7. Example of RBWS representation.

In this example, it is possible to see that the common graph represents words
that are not only in sequence, but also in not sequence. Moreover, since this
repesentation have not a specific topology, then it is possible to discover complex
patterns, which represents words that have common neighborhood words.

Representation based on dependence type (RDT). In the same way of
the previous representation, RDT is a representation without a specific topol-
ogy. The aim of this representation consist of the construction of a graph based
on the analysis of type dependencies. The graph is defined with vertices, where
their labels include the lemma of the word (PALLEM), and the grammatical
category, denoted by POS. For example, consider the spanish word “comió”, its
corresponding vertex is labeled with “comer vb”, where “comer” is the lemma
and “vb” represents the grammatical category. Finally, the dependency types
define the edges of the graph. Clearly, the labels of the vertices are more restric-
tive at the moment of the mapping process, but is an interesting differentiation
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criterion for words with different grammatical categories. This representation is
illustred in figure 8.

wordw

_POSw

top_top

top_top

wordy

_POSy

wordx

_POSx

wordz

_POSz

dep(word ,word )w x

dep(word ,word )x z

dep(word ,word )w y

Fig. 8. Representation based on dependence type(RDT).

As an example, consider the sentences: S1=“Abraham Lincoln fue presidente
de los americanos”; S2=“Michel Obama será presidenta americana”. With the re-
processing phase, the original sentences are transformed to: S1’=“Abraham Lincoln
fue presidente americanos”, and S2’=“Michel Obama será presidenta ameri-
cana”. After that, the lemmas of each word are calculated: S1”=“Abraham Lincoln
ser presidente americano”, and S2”=“Michel Obama ser presidente americano”.
Additionally, all typed-dependency relations are calculated, as in shown in table
1.

Relation Token 1 Token 2

top top (Root Node) top top ser VS
subj (Topic of the sentence) Abraham Lincoln ser VS

att (Verb Attribute) presidente NC ser VS
adj mod (Modifier adjective ) americano AQ presidente NC

Table 1. Dependence typed relations of the example RDT.

Finally, based on the RDT representation, the graphs shown in figure 9 are
generated. It is evident that this graph representation reduce the possibilities of
matching in the data mining phase, and if we analyze a set of sentences with
few examples, then the probability to discover interesting patterns is reduced.
However, this limitation can be useful in sets with a high number of instances.

4 Graph-based data mining phase

Based on the transformation process described above, it is possible to generate a
set of graphs from a set of input sentences (texts). Now, it is necessary to explain
how it is possible to discover hidden patterns in graphs, called the Graph-Based
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a)
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top_top
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Obama_NP
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_NC
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Fig. 9. Example of type dependencies (RDT).

Data Mining phase. One of the most important tools in the GBDM area is
SUBDUE. In this section is introduced a brief description of this tool4.

In a general way, this tool admit as input a set of labeled graphs, and as
output report common substructures (subgraphs) of the input graphs. For the
case of text mining, the output represents common patterns of the sentences,
such as common words, characteristics and relations. In this sense, the output
can be analyzed in two ways:

– The characteristics reported into the graphs. In this sense, it is possible
to extract all words, lemmas, etc. that graphs reports. As consequence of
this, interesting patterns can be found, such as: words or lemmas with a
high number of instances, n-gramms (words that appear together), words
or lemmas with a high probability to appear into the text, but not one
beside the other, etc. This information can be used in the PLN area such as
characteristics of the texts.

– The structure reported into the graphs. This part is one of the most impor-
tant results of this approach, because not only is possible to discover common
words, lemmas, etc., but also interesting relations between these elements,
which represent structured patterns of the text. This part is an important
contribution, because many tools in PLN are not capable to report this type
of results.

As an example, in this work was performed a set of experiments in a set
of documents written in Spanish by different authors: CS Lewis, Darren Shan,
J. K. Rowling, Justin Somper, Jules Verne and Rick Riordan (translated into
Spanish)5. The objective of the task was to identify particular patterns of each
author. These results can be used in tasks called authorship attribution. In this
experiment, the RDT representation was select, because is capable to represent
structure of the input text, which could represent writing styles. One example
of interesting patterns discovered in this process is shown in figure 10.

4 For more info consult http://ailab.wsu.edu/subdue/
5 These books can be downloaded from http://espanol.free-ebooks.net/
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Fig. 10. Example of a pattern discovered with the RDP Representation for the au-
thorship attribution task.

5 Conclusions

In this paper was proposed a methodology useful to represent texts with labeled
graphs, with the aim to discover hidden patterns in text with a graph-based data
mining process. The methodology is divided in three main steps: a preprocessing
phase, the mapping process (where text are transformed to graphs), and the data
mining process.

The preprocessing phase is focused to clean, remove unuseful words, splitte
the text in sentences, and assign a set of labels that allow to determine the role
of each word in the text. Based on this information, in this work is introduced
three graph-based representation useful to map texts to graphs: STR, RBWS,
and RDT. Each of them is capable to represent different information of the input
text, such as word frequency, relations between words and lemmas, structure of
the sentence, etc. Also, is presented a brief discussion of what kind of patterns
can be discovered with each representation. Finally, is presented an example
where was used this methodology to discover styles of writing in a set of text of
different authors.

This paper only expose the idea of the authors of how it is possible to discover
knowledge from text with a new alternative method with respect to the tech-
niques used in the PLN area. Then, as future work, we need to prove that this
proposal is useful to analyze and discover hidden patterns in real applications.
Also, it is necessary to perform a theoretical analysis of these representations,
with the aim to prove interesting properties such as time complexity and space
complexity costs.
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Abstract. Computer vision has become and important tool in several
fields of science, like Medicine and Biomechanics. In this work we made
an analysis of upper limb movemnts from a kinematic strategy.The in-
formation is captured through Markerless Mocap, we obtain the spatial
position of the most important joints of the body. We take this numeric
values to process and translate them into specific information for the
specialist in the physiotherapy field. As a complementary task we create
discriminant bands of normal human movement using several curves of
behaviour of the local population in an specifc group with similar physi-
cal characteristics. An specific support to the diagnosis is the quatitative
data obtained from the curve of movement in a standard motion of a pa-
tient and the results of the comparisons with the discriminant bands. The
system is programmed using Opensource tools with an easy installation
without demanding special physical conditions and as a not expensive
approach.

Key words: Computer vision, markerless MoCap, computer assisted
diagnosis.

1 Introduction

Movement is one of the vital tasks of human lifestyle, it help us in our working
activities, walking, lifting objects, practicing sports and even eating or doing
recreational activities. Most of this movement involves the torso and the ex-
tremities, these parts of the body are vulnerable of different factors including
diseases that can alter joints, muscles, bones or nerves that are involved in some
movements, another factor are injuries limiting the range of motion and the third
factor is an unavoidable problem every human has: Age, as we grow older the
muscles loose their flexibility, the joints their elasticity and we are more exposed
to external pathogens factors. As the average of life span is growing bigger we
need more specialized tools in detection and treatment of patients with motion
problems [1].

Research in Computing Science 71 (2014)pp. 85–94; rec. 2014-02-20; acc. 2014-03-22



86 V. J. Romano M. et al.

Computer vision is growing fastly because of the great improvements in
proccesing speeds, increased amount of storage and the increasing level of detail
that videocameras now have. We introduce a system that helps physiotherapists
when a diagnosis is made as a great potential tool, with a non-expensive cost
and easy usage, only using a optical capture device, the tool offers a non-invasive
Markerless Mocap that has several advantages because is not as demanding as
wearing exoskeletons like the ones used by Xsens [2] or the vest proposed by
the Ergonomics’ division of the Zaragoza University [6]. Using a capture and a
processing subsystem we obtain numerical data about the position of the main
body joints through a basic movement routine that streams the depth and RGB
video, then with this information a Physiotherapist can use a Results subsystem
to compare the motion of a patient with the normal preestimated movement of
a certain local population and also can be compared with its own motions of
previous medical checkups; the purpose of this is to evaluate the progress of a
rehabilitacional therapy, to reinforce a diagnosis of improvement or deteriora-
tion of a patient’s motion made by the specialist , to route the diagnosis on the
path of an specific pathology. The assisted diagnosis is more complete because it
includes the experience, intuition and knowledge of the specialist and it is based
on numerical values, graphics and videos provided and stored in a computer.

2 Methodology

The target of the present project is to help on diagnosis tasks and tracking of
rehabilitational therapies, so it should offer simple and organized interfaces. It
offers the capture of movement in a kinematic approach of upper limbs, it regis-
ters the behavior through time, the diagnosis for each appointment and graphical
results that help to interpret the numerical data. Also it stores the depth streams
and the three-channels (RGB) video and links them with the medical history to
use them at the study of a rehab progress, in a general way the available in-
formation, processed, visualized and interpreted helps a better medical practice.
This work helps in the inspection of active, passive movements and movements
against resistance that are common stages of a kinesio therapy appointment; the
most conclusive data obtained using this proccess are the recognition of motion
range limitations and the recognition of movement stages with the presence of
pain.

The study is targeted to the five basic moves of the shoulder joint that are
Abduction-Adduction, Flection- Extension, Hyperextension, Internal-External
Rotation and Horizontal Abduction- Adduction, we selected the shoulder be-
cause it is the most affected upper body joint in the specialized clinic in physical
rehabilitation of the physiotheraphy school in Autonomous University of Puebla.
Focusing to the shoulder joint, if we get a limitation of the motion range it could
be related to one of these pathologies: Reflex sympathetic dystrophy, recurrent
dislocation, subluxations, Periarthritis scapular - humeral ankylosing. If the pa-
tient presents pain in a specific range of angles could be related with: Brachial
plexus syndrome, Narrowing syndrome (Pain from 60 to 120 on Abduction),
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Impingment syndrome (Pain from 80 to 120 on Abduction), Anterior cruciate
ligament injury or hemiplejia among many other diseases that could be detected
visually [7]. Regarding the capture system we use an optical method that al-
lows depth streams over an electromagnetic, mechanical or an ultrasonic device
because it satisfies the accuracy requirements when measuring the position of
joints, its approachability, it is easy to install and set up. We are using Mark-
erless mocap over a skeleton model so we can proccess the information in real
time.

To develop the system we used the unified proccess model that allow us to
divide the entire process in different stages so we can detect errors at early stages
creating in an iterative way a more sturdy solution. The analysis of requirements,
the first stage, was based on contributions of an expert of physiotheraphy to
obtain the medical background, the technical part was stablished by the working
group.

3 System description

Motion Capture (Mocap) is the process to capture the events of real movement,
measures the change of position, the angle of an object in a scene to traduce
it on usable mathematics values obtained from the tracking of marks through
time [8] [9]. We use optical Mocap so the adquisition of information is only
visual, the system uses a depth sensor to capture the information according
to the Markerless Mocap type, with this approach we do not require external
elements attached to a person or to his or her clothes, this is the most important
advantage of markerless mocap because it allows the captured subject to wear its
own clothes and without a specific suit or gear, it also helps to move as ”natural”
as possible. To avoid the auto-oclusion of parts of the body, one of the biggest
problems with markerless, we use a starting position in a frontal angle with the
hands separated from the rest of the body (Figure 1) and during the lenght of
the motion routine there should not be any external obstruction.

Another advantage of Markerless Mocap with optical devices is the close
relationship with the Kinematic approach, so we study the movement only as
a change of position or angle of any joint without taking into consideration the
forces that provoke it [5]. The system is divided into three subsystems, the first

Fig. 1. Initial Position to avoid the auto-oclusion
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one is Capture subsystem that was implemented with Visual C++ and uses
the Openni Library [3] which contains many programmed routines including
calibration and basic use of cameras and depth sensors, additionally we use
Nite middleware [4] that help us to obtain the tracking of a person and the
numerical values of specific joints through time, in addition we use OpenGL
and Glui for the visual elements of the interface. The joints that we use are:
Head, Neck, Chest, Left-Right Shoulder, Left-Right Elbow, Left-Righ Hand and
Left-Right edge of the Hip. Connecting each pair of adjacent point we create a
line, the set of lines creates a basic skeleton that represents the captured subject,
this skeleton-like structure has low cost -computational talking- so it shows the
results in real-time.

We chose the Microsoft Kinect Sensor as the main capture device, it allows to
store the color stream and depth stream separately and with its 30 Frames Per
Second of capture rate, we can obtain the whole motion curve without losing
any information. As an additional task of this subsystem we also use a PS3
Eye Camera to show in a television, a mirror-like video for the patient to look
himself and an animation of what curve of motion he has to follow. To use this,
the patient has to stand in the front of the cameras in the initial position facing
them, in Figure 2 we see the assembly of the capture subsystem.

Fig. 2. Capture Subsystem Assembly

The second subsystem is the Processing one, here we take the files obtained
from the capture, that have the spatial positions of each of the joints mentioned
before, to create curves of motion that define the movement through time and
we process them to get the final result. The first thing of the process, is reducing
the noise that the sensor or any exterior factor had created, to do that we apply
the rolling average and the simple exponential smoothing.

RollingAverage =
PM + PM−1... + PM−(n−1)

n
. (1)

Where each Pi represents a joint position in a i-time and Pi+1 the same point
in the next time instant, n represents the amount of points selected to create
the average. The second step is to decide how many humps does the curve has,
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according to the movement and the selected axis, this is shown in Table 1.

Movement X Y Z

Abduction 2 Humps 1 Hump No Hump
Horizontal Adduction 1 Hump No Hump 2 Humps
Flection No Hump 1 Hump 2 Humps
Hyperextension No Hump 1 Hump 1 Hump
Rotation No Hump 1 Hump 2 Humps

Table 1. Type of movement, depending on the amount of humps

The third step is removing the static parts, the time lapses where there is no
change, usually this happens at the starting point or the end of each curve, these
timeslots are not important to this work. They are cleaned selecting the point
near the maximum and mininum range. The next step is create discriminant
bands of normal movement, to do that we need to normalize curves regarding
amplitude and time, this normalization needs to be done because the physical
differences and times of movement of each subject. The normalization is done
using the inverse linear interpolation for each separated half to correct the asim-
metry of different upward and downward phases.

f1(x) = f(x0) +
f(x1) − f(x0)

x1 − x0
(x− x0). . (2)

Where Xi represents the two possible spatial positions in which X can be located
and f(x) is to evaluate a point in a line equation. To create the discriminant bands
we calculate the arithmetic mean, then we add the average standard deviation
and substract it to create both the upper and lower discriminant bands.

The third subsystem is the Results one, here we calculate the maximum angle
of each routine, this defines the range of motion, to calculate the angle we create
two vectors both start at shoulder, one ends at the hip and the other ends at the
hand, with this two vectors we calculate the angle between them in any moment
of the movement (shown in Figure 3) , also we detect if there was unwanted
movements of the patient when performing a certain kind of movement, this
is estimated comparing the shoulder position with the other joints, this kind
of natural movements are the compensation. There is another kind of result in
which we compare the subject’s curve of motion with the pre- estimated pattern
of normal movement to indicate if there is an angle interval where the patient’s
move is out of the normal range, it calculates the percentage error of that interval
and the exact angles of it. All the results include the regular videos, the depth
streams and we generate a PDF report file with the results of each study.
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Fig. 3. Vector to calculate the range of motion

4 Results

We made captures among the local population with fifty three persons per-
forming the five basic movement routines. They all share the same age range
between 19 and 32 years old, the 84.90% were men and the remaining 15.01%
were women. There was a wide range of weight from 47 kg to 160 kg with an
average body mass index of 25.77. The height was from 1.45m to 1.98m. Some
of the captured movements did not satisfy the needs to be included in the dis-
criminant bands because of either incomplete movement routines or too much
compensation, with the rest we created two discriminant bands for each of the
movements. In Figure 4 and 5 we show the discriminant bands for the flection
movement, the first one is for Y-Axis with only one hump and the second is
for Z-Axis with two different humps. Normalizing the curves of movement was

Fig. 4. Discriminant band for Y-Axis of Flection-Extension
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Fig. 5. Discriminant band for Z-Axis of Flection-Extension

a necessary task to do because it allowed us to compare people with different
heights (in Figure 6 we see the comparison between the tallest and the smallest
person of the group, having a difference of more than 50 centimeters, without
the normalization we could not compare them, once that the two curves were
normalized we can do comparison between them, see Figure 7), by this way we
can compare different arms lenghts, weights, body mass index, disposition of mo-
tion depending of work or sport activity, different global times on the routine,
different upward and downward time and different resting times. We generated

Fig. 6. Raw Motion curves of different sized people

results reports for different persons to validate the precision of arm lengths and
height, the amount of error was around milimiters, it is important to mention
that this precision is obtained when we have controlled illumination in the scene
in other case the depth sensor has not this accuracy. We prove the results subsys-
tem with regular data to see whether it fits to normal movement bands (Figure
8) and we also prove curves of movement out the regular pattern (FIgure 9), the
result was possitive and they match with the expected medical analysis.
These previous results are done in inspections of active movements (movements

made by ourselves), we also prove the system to work with passive inspections
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Fig. 7. Normalized Motion curves of different sized people

Fig. 8. Motion curve that fits the Normal movement pattern
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Fig. 9. Motion curve that does not fit the Normal movement pattern

Fig. 10. Motion curve of an inspection of movements against resistances (holding a
weight)
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and movements against resistance. In the passive inspection we find possitive
results but the physiotherapist has to be behind the patient, hidden from the
depth sensor so the system do not detect the specialist or a part of him as an
extension of the subject, if it is done right the system works perfectly. When
working in movements against resistance we have better results because if the
capture subject holds a weight or a stick (in kinesiotherapy are the most used
objects in basic routines) the depth sensor does not recognized as an extension
of the subject, so it does not modify the reading and recognition of the joints
(Figure 10).

5 Conclusion

We show in this work, a system programmed with OpenSource tools, theoreti-
cally supported and validated by physiotherapy experts. The system allow us to
capture patients with motor problems in a non-demanding, natural way, without
the need to use heavy or unconfortable suits. It obtains numerical data, aided
with mathematical and statistical processing, to deliver graphics and easy-to-
understand values that help when creating a diagnosis. The used tools allow
obtaining results in real time, the stored information has a small weight to be
stored, the assemblage of the cameras and the software installation are easy and
fast. The devices used have a low cost compared with the commercial solutions,
so in social security could be more reachable. We create local discriminant bands
of normal movements, this is an achievement because there is not enough infor-
mation of local range of motion or specific values, most of the information used
was obtained from different countries not including Latin American people. As
future work, the system can be adapted to study different joints of the body.
The tool can be used in different hospitals and health centers, with all the gath-
ered information we could create more accurate discriminant bands. Also with
enough captures, we can create discriminant classes of specific characteristics,
like age, gender or weight, that could help on a more focused study.
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Abstract. This research approaches the full model selection problem.
The full model selection problem is defined as a method in which, given
a pool of pre-processing methods, feature selection and learning algo-
rithms, to choose from, we select a combination of them, together with
their hyper-parameters,in such a way, that we can provide the “best”
generalization performance on a given dataset. We propose to face this
as a multi-objective optimization problem, where the classification-error
and the model complexity are defined as the objectives to be minimized.
We propose to use a surrogate-assisted multi-objective evolutionary algo-
rithm approach to explore the models space. Our proposal derives from
the fact that estimating the values of the objective function could be
computationally expensive. Therefore, by using surrogate-assisted opti-
mization we expect to reduce the number of full models that should be
trained and tested so that we can reduce the total number of fitness func-
tion evaluations, without degrading, in a significant manner, the quality
of the models. Our preliminary results give evidence of the validity of
our proposed approach.

Key words: Full model selection, multi-objective optimization, ensem-
ble methods, VC dimension.

1 Introduction

Classification is a mainstream in supervised learning. A large number of learning
algorithms have been proposed so far, with the aim of constructing a classifi-
cation model. However, there does not exist a single learning algorithm that is
the best for all problems; this is sometimes known as the no free lunch theo-
rem [23]. In addition to this lack of a universal best algorithm, the performance
of many of them highly depends on the fine-tuning of a set of hyper-parameters.
This raises the issue of model selection.
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It is noteworthy that besides the learning algorithm, there exist methods for
pre-processing the data and for feature selection, which could help to improve
the model performance. For instance, k-nearest neighbor method is not robust
to the way the features are scaled. Therefore, it could result beneficial if the
data are first normalized or standardized. Moreover, it could also be favorable
if the irrelevant/redundant features are previously filtered. Based on the above,
one faces the issue of choosing a combination of these methods together with the
hyper-parameters that improve the performance of the model. This is a problem
known as full model selection [11].

In the literature, there are several studies on the model selection problem.
Some of these have approached it as an optimization problem. They could be
differentiated in two essential aspects: the criterion used and the search engine
adopted for this task. Regarding the first aspect, this problem has been tack-
led both as a single criterion optimization problem and as a multiple criteria
optimization problem. The single criterion approaches typically utilize the well-
known k-fold cross validation to estimate the model performance [1,3–5,11]. On
the other hand, multiple criteria approaches consider an estimation of the model
performance and a measure of its complexity [2, 20]. Others have considered to
minimize the error rates on positive and negative classes [6,14], estimates of the
bias-variance model [18,19], or different estimates of the model performance [13].

Concerning the second aspect, authors have investigated the use of grid
search [4, 21], gradient-based methods [1, 5], and bio-inspired meta-heuristics
such as evolutionary algorithms [6,13,14,18–20], artificial immune systems [2], or
particle swarm optimizers [3,11]. Grid search is the simplest approach to adjust
the hyper-parameters values. Under this strategy, each combination of hyper-
parameters is tested, which makes this approach suitable to adjust only a few
number of hyper-parameters. In full model selection, several hyper-parameters
need to be adjusted simultaneously, which could be unsuitable for this approach.

In spite of the fact that gradient-based methods are more efficient and they
have been successfully applied to model selection problems, they still have several
shortcomings. For instance, the objective function must be differentiable with
respect to the hyper-parameters. Furthermore, the effectiveness of these kinds
of methods highly depends on the initial search point. This makes that these
methods are susceptible to getting trapped in a local optimal solution.

Evolutionary algorithms have also been used in previous studies for model
selection. These kinds of algorithms could be less susceptible to local optimal
solutions than gradient-based methods. Although they could be cheaper than
grid search methods, their computational cost could still be high.

An alternative approach formulates the model selection problem as a super-
vised learning one by constructing a meta-model, which is in charge of making
the suggestion for models. Recent studies have combined the ideas of treating
model selection as supervised learning and optimization problems [12,15,17]. The
main idea under these hybrid approaches is to use the meta-model for obtaining
suggestions of potential models to be used as initial points in the search step.
However, the quality of the meta-model depends on the quality of the samples
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as well as on the number of problems which are learned and could be limited.
These shortcomings could affect the convergence in the optimization step.

In spite of the considerable number of studies on model selection, most of
them have focused on single model selection (i.e., the learning algorithm is fixed
a priori and the task is performing the selection of its hyper-parameters), which
could not be the most suitable for a particular problem. The studies on full model
selection are still scarce, and they have been formulated as a single criterion
optimization problem. Nevertheless, the advantages of multiple criteria over a
single criterion on hyper-parameters tuning have been pointed out by several
authors [6, 13].

Inspired by the above, in this research we propose to tackle both the full
model selection problem as a multi-objective one (i.e., to consider multiple cri-
teria) and the computational cost in this task. The latter is addressed by us-
ing surrogate-assisted optimization. The main motivation of this research is,
precisely, to design an algorithm to perform a multi-objective full model se-
lection emphasizing its efficiency, measured in terms of number of evaluations
performed. Our working hypothesis is that, by minimizing simultaneously the
error and complexity of a full model through surrogate-assisted optimization, it
will be possible to obtain, in an efficient way, accurate full models that satisfy a
good trade-off between the considered criteria. The estimation of the complexity
should be generic in order to make it feasible to the full model selection problem,
which is one of the main challenges in this research. The main contribution of
this research is a general model selection framework, whose formulation makes it
applicable to any learning algorithm and, in consequence, to the full model selec-
tion problem. Additional contributions are the following: (i) the multi-objective
formulation of the full model selection problem (i.e., to choose a combination of
pre-processing, feature selection methods, and learning algorithm together with
its hyper-parameters); (ii) the hybridization with surrogate-assisted optimiza-
tion to reduce the number of objective functions evaluations; and (iii) since the
outcome of the multi-objective optimization is a set of solutions that satisfy a
good trade-off between the objectives, the strategies to address the final model
construction from such set would also be an additional contribution.

The remainder of this paper is as follows: Section 2 describes the basic con-
cepts related to evolutionary multi-objective optimization. Section 3 describes
the proposed research methodology. Section 4 shows the preliminary results of
our research to give evidence of the feasibility of our proposal. Finally, Section 5
details some conclusions and indicate paths of future research.

2 Evolutionary Multi-Objective Optimization

A multi-objective optimization problem (MOP) is stated as follows [7]:

minimize f (x) = [f1 (x) , . . . , fl (x)]
T

subject to x ∈ X
(1)
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where x = [x1, . . . , xn] ∈ Rn is a vector of decision variables, fi (x), i = 1, . . . , l,
are the l-objective functions, and X is the set of feasible solutions.

In a MOP, the objectives could be in conflict. In such cases, the notion
of optimum refers to finding good trade-offs among the objectives. The most
accepted notion of optimality is the one proposed by Pareto. To describe the
concept of Pareto optimality, we will introduce the following definitions:

Definition 1. Pareto dominance: A solution x(1) dominates a solution x(2)

(denoted by x(1) � x(2)) iff x(1) is better than x(2) at least in one objective and
it is not worse in the rest.

Definition 2. Pareto optimality: A solution x∗ ∈ X is a Pareto Optimal
if there does not exist another solution x′ ∈ X such that x′ � x∗.

The Pareto optimal definition does not produce a single solution, but a set
of them, which represent the possible trade-offs among the different objectives.
The set of trade-off solutions (in decision variable space) is known as Pareto
optimal set.

Definition 3. Pareto optimal set: The Pareto optimal set (PS) is defined as:

PS = {x ∈ X | x is a Pareto optimal solution}

The objective function values corresponding to the elements of the Pareto
optimal set constitute the so-called Pareto front. Formally,

Definition 4. Pareto front: The Pareto front (PF) is defined as:

PF = {f (x) | x ∈ PS}

Evolutionary algorithms have gained popularity to solve MOPs, mainly be-
cause they can obtain several elements of the Pareto optimal set in a single run.
Furthermore, they are less sensitive to the shape and continuity of the Pareto
front than mathematical programming techniques. In the literature, a large num-
ber of multi-objective evolutionary algorithms (MOEAs) have been reported so
far. NSGA-II [9], PESA-II [8], and MOEA/D [24] are some of these MOEAs. A
comprehensible review of MOEAs can be found in [7].

In the full model selection problem, both pre-processing, feature selection
methods, and the learning algorithm together with its hyper-parameters have to
be chosen, resulting in a vast search space. Furthermore, two criteria should be
simultaneously optimized (the model performance and the model complexity).
Thus, stochastic search techniques, such as MOEAs, are well suited for this. In
spite of the MOEAs’ advantages, they have to perform a relatively high number
of fitness function evaluations to get a reasonable approximation to the Pareto
front. This could be a shortcoming in the problem that we face, since the com-
putation of the objective could require to train and to test a model a number
of times. To overcome this handicap, in this research we propose to study the
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surrogate-assisted multi-objective evolutionary optimization to address this is-
sue. A surrogate is a cheaper approximation to the fitness function and it is used
to approximate the fitness value of a given model. By using surrogate-assisted
optimization, we expect to reduce the number of solutions evaluated with the
fitness function and, in this manner, to reduce the computational cost of this
task. Next, we explain the proposed research methodology.

3 Research Methodology

1. Design an algorithm for multi-objective full model selection. This
stage of the research involves a review of the literature in order to find how to
estimate the model complexity in a general fashion to any learning algorithm.
This stage involves also analyzing the advantages and disadvantages of each
approach and choosing one according to the previous analysis. It also involves
the formulation of the full model selection problem as a multi-objective one,
which implies the definition of how solutions are represented into the MOEA,
the operators adopted to evolve the models, and the strategy for exploring
the models space. The integration of these in an algorithm and its evaluation
are also tasks in this stage. An analysis of the performance is used to propose
improvements to the algorithm.

2. Design a strategy for decision making in multi-objective full model
selection. This stage is mainly focused on analyzing the non-dominated
front in order to determine what solutions should be chosen as the final
classification model. We propose to explore two alternatives: the first one
consists on choosing a single model from those generated during the opti-
mization step. The second one considers an ensemble of models. In the first
one, it is necessary to identify the regions on the Pareto front so as to find
in which region is located the model with the best performance on unseen
data. On the other hand, the second approach involves to study strategies
to choose the subset of accurate and diverse models to be used in the en-
semble. Both approaches are studied in this stage, and their advantages and
disadvantages are also analyzed. The improvements are based on the results
of the performed analysis. In case of being necessary, modifications to stage
one are also performed.

3. Integration with a surrogate-assisted optimization approach. This
stage includes the hybridization of the MOEA with a surrogate, which is
used to approximate the fitness values of the models. Strategies to make
such hybridization and an interaction with the expensive fitness functions
are proposed in this stage. The integration of the proposed scheme with
the multi-objective full model selection approach is also considered in this
stage. We evaluate the performance of the proposed algorithm in terms of
its accuracy-performance and the number of fitness function evaluated. Im-
provements to this stage are based on the performed evaluation. If necessary,
modifications to the previous stages are also considered.
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By following this methodology, we expect to achieve in a successful manner
the goals of this research. The next section presents the preliminary results
reached to date.

4 Results Achieved

In this section, we describe the preliminary results of our research. First, we
present a brief description of the proposed method to deal with the model selec-
tion problem. Next, we present experimental results together with a statistical
analysis.

4.1 Towards a Multi-Objective Full Model Selection

Following the proposed research methodology, we have formulated the model
selection problem as a multi-objective optimization one. We consider different
kinds of learning algorithms together with their hyper-parameters. For doing
so, we first need to estimate the model complexity in a general fashion to any
learning algorithm. We studied two approaches to do this. The first one is the
model variance, due to the fact that a high complex model has a high variance.
The second one is the VC-dimension, a measure of the capacity of the model,
which is also related to the model complexity. The studies related to the variance
as a measure of the model complexity are reported in [18,19]. Regarding the VC-
dimension as a measure of the model complexity, we have proposed an approach
for multi-objective model type selection (i.e., both a learning algorithm and its
hyper-parameters are chosen). We compared three MOEAs widely used in the
literature. These MOEAs are NSGA-II [9], PESA-II [8], and MOEA/D [24]. In
the comparison, these algorithms reached, on average, a very similar performance
in the problem at hand. However, the computational cost of MOEA/D was lower
than the others. For this reason, we adopted MOEA/D.

In evolutionary algorithms, the solutions must be encoded in individuals. We
propose to encode the solutions in a D-dimensional vector, where D = 7, as
follows:

xi =
[
xim, x

i
hp1

, . . . , xihpD−1

]
(2)

where xim controls the learning algorithm, and [xihp1
, . . . , xihpD−1

] represents the
hyper-parameters for the learning algorithm.

The fitness function that we propose to estimate the merit of each model for
a given dataset is as follows:

err =
1

N

N∑
i=1

L (yi, y
∗
i )

complexity = argmin
h

k∑
i=1

[
ξ (ni)− Φ (ni/h)

]2 (3)
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where N is the number of samples in the training set, yi is the class label,
y∗i is the class predicted by the model, L (yi, y

∗
i ) is a loss function, ξ (ni) is the

experimental maximum deviation error rate of two observed independent labeled
data sets, and Φ (ni/h) is the expectation of the largest deviation error between
two sets (we refer to [22] for details about complexity estimation). We used the
0/1 loss function because it is well suited for classification tasks.

These definitions correspond to the first step of our research methodology.
Considering the second step, we have proposed three strategies for constructing
a final classification model from those that are in the non-dominated set. The
first strategy consists in choosing a single solution from the non-dominated front.
The second and third strategies are based on the idea of combining the multiple
models in the non-dominated front in an ensemble. For the first strategy, we
analyzed the performance on test sets of each solution in the non-dominated
front. We empirically noted that the solutions that are in the knee of the curve
have the best generalization. We also noted that this solution in most cases
corresponds to the one closest to the (0,0) point. Therefore, the objectives are
first normalized and then the Euclidean distance is computed between each point
and the (0,0) point. The one with the minimum distance is chosen. In Figure 1,
the solution that was selected with this strategy is circled.

VC-Dim.

Error

0 100 200 300 400 500 600 700 800 900 1000
0

0.1

0.2

0.3

Training Error

Test Error

Fig. 1: Behavior of non-dominated solutions on training samples and test samples

The second strategy consists in considering all solutions in the non-dominated
front and combining them in an ensemble. The final output of the ensemble is the
weighted linear aggregation of the individuals predictions given by each model.
The weight of each model is assigned based on the distance from such model
to the (0,0) point, in objective function space. The third strategy considers to
choose a subset of models in the non-dominated set taking into consideration
the diversity among them. Next, we present the experimental results with our
approach and the comparative study between these three strategies.
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4.2 Experimental Results

We performed experiments using the IDA benchmark repository datasets. This
benchmark has 13 datasets of binary classification problems. Table 1 shows some
characteristics of these datasets. These datasets were previously pre-processed
by [16], in which each data set was divided in 100 partitions for training and
test (20 for the cases of image and splice data sets). We performed the model
selection independently for each replication of each dataset.

Table 1: Details of the data sets used in our experiments.
ID Data set Feat. Training

Samples
Testing
Samples

Replications

1 Banana 2 400 4900 100
2 Breast Cancer 9 200 77 100
3 Diabetes 8 468 300 100
4 Flare Solar 9 666 400 100
5 German 20 700 300 100
6 Heart 13 170 100 100
7 Image 20 1300 1010 20
8 Ringnorm 20 400 7000 100
9 Splice 60 1000 2175 20
10 Thyroid 5 140 75 100
11 Titanic 3 150 2051 100
12 Twonorm 20 400 7000 100
13 Waveform 21 400 4600 100

The performance of the proposed model selection method is assessed by
means of the error rate attained on each data set. We compare the three strate-
gies for the final classification model construction, and the best one is compared
with PSMS, a full model selection method reported in the literature.

Table 2 shows the average error rates and standard error reached by our
three strategies: single model selection (MOMTS-S1), ensemble of the whole
non-dominated front (MOMTS-S2), and the ensemble of some solutions in the
non-dominated front taking into consideration the diversity (MOMTS-S3). It
also shows the performance reached by PSMS. From this table, one could note
that the best results among the three strategies is reached by MOMTS-S2, the
ensemble approach that combines all solutions in the non-dominated front. This
is not entirely surprising, since the benefits of using the ensemble method for
improving model performance are well known. For assessing the statistical dif-
ference between the three approaches for the final model construction over the
different data sets, Demšar [10] recommends Friedman’s test for comparing mul-
tiple classifiers over multiple data sets. This test is performed with a 95% of
confidence, and the Nemenyi test as the post hoc test. According to these tests,
the ensemble of the whole front approach is found to be statistically superior to
the others.

Comparing with PSMS, we noted that MOMTS-S2 gets better performance
in 12 out of 13 data sets. This shows the advantages of using a multi-objective
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Table 2: Results obtained by the proposed approach, and those obtained by
PSMS. The best result for each data set is shown in boldface.

ID PSMS [11] MOMTS-S1 MOMTS-S2 MOMTS-S3

1 11.08 ± 0.083 14.34 ± 0.105 10.48± 0.046 12.91 ± 0.160
2 33.01 ± 0.658 29.89 ± 0.736 25.61± 0.593 27.82 ± 0.676
3 27.06 ± 0.259 28.34 ± 0.318 23.08± 0.174 25.66 ± 0.214
4 34.81 ± 0.173 34.90 ± 0.224 34.59 ± 0.189 34.52± 0.214
5 30.10 ± 0.720 28.30 ± 0.274 23.67± 0.224 25.89 ± 0.218
6 20.69 ± 0.634 23.14 ± 0.542 16.48± 0.241 18.75 ± 0.351
7 2.90 ± 0.112 3.79 ± 0.226 2.24± 0.123 3.03 ± 0.246
8 7.98 ± 0.660 2.66 ± 0.079 2.49± 0.074 3.02 ± 0.164
9 14.63 ± 0.324 7.43 ± 0.373 4.84± 0.156 6.71 ± 0.269
10 4.32 ± 0.235 6.48 ± 0.350 4.00± 0.194 6.11 ± 0.347
11 24.18 ± 0.193 26.53 ± 0.127 22.08± 0.085 22.22 ± 0.100
12 3.09± 0.127 5.21 ± 0.555 3.73 ± 0.179 5.70 ± 0.679
13 12.80 ± 0.325 11.34 ± 0.180 9.93± 0.043 10.95 ± 0.256

approach over single-objective approaches for tackling the model selection prob-
lem. In order to statistically assess the performance of these two approaches over
the suite of 13 benchmark data sets, the Wilcoxon signed rank test with a 95%
of confidence was used. According to this test, MOMTS-S2 is statistically better
than PSMS.

5 Conclusions

In this paper, we presented our research proposal on the full model selection
problem. We proposed to approach it as a multi-objective optimization one.
We have a general way for estimating experimentally the model complexity, by
using the VC-dimension. Our formulation showed the following advantages: (i)
the experimental way for measuring the VC dimension allows us to consider
different learning algorithms in a general framework, and also allows making
the method extensible to the full model selection problem; (ii) our proposal
showed a competitive performance over different benchmark data sets, which
makes it applicable to problems from diverse domains; and (iii) the multiple non-
dominated solutions obtained through the multi-objective formulation facilitates
its extension to ensembles of models.

The VC dimension is experimentally estimated, which implies that a model
must be trained and tested a number of times. This makes it computationally
expensive. As part of our future work, we want to explore the surrogate-assisted
evolutionary computation to reduce the computational cost. We also want to
extend our current approach to the full model selection problem, i.e., consider-
ing feature selection and data pre-processing into the model selection process.
Studying more effective ways for constructing an ensemble (possibly) by using a
second level of optimization would also be another interesting direction for this
research work.
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