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This book contains refereed and revised papers presented in GEOPRO 2002 and GEOPRO
2003, the International Workshops on Semantic Processing of Spatial Data, which took place in
Mexico City, Mexico in December 2002 and November 2003. Semantic processing of spatial data is an
emerging area of Geomatics that focuses on representation and use of knowledge to support (semi)
automatic Geographic Information Systems (GIS). Due to the growing demand for both interactive and
automatic intelligent GIS, the field of semantic processing of spatial data has an exciting and promising
future. The GEOPRO workshop is relatively small but unique Geomatics forum that exclusively
concerns with this topic in the fields of raster to vector conversion, map generalization, image
interpretation, spatial databases, and GIS applications. Excellent keynote speakers are another
peculiarity of GEOPRO. We believe that the appearance of such event is extremely timely.

GEOPRO is addressed to the international community of researchers and practitioners at all
levels of experience to share insights into semantic processing of spatial data. The workshops welcome
strong participation from researchers in both industry and academia. GEOPRO was sponsored by
National Polytechnic Institute (IPN), Centre for Computing Research (CIC), Mexican Petroleum
Institute (IMP/PIMAYC), Mexico, and Environmental System Research Institute (ESRI), USA.

The response to the workshop was overwhelming that ensures its promising future (77
submitted papers). Every paper submitted to GEOPRO was evaluated by at least two reviewers (30
accepted papers). We are grateful to both authors and reviewers for their careful work during this
review process. Many of the papers that appear in this book were thoroughly revised and improved in
response to reviewers’ suggestions.

This book is organized into five sections, reflecting the sessions in the GEOPRO workshops:
Raster-to-vector conversion (8 papers), Map generalization (4 papers), Geo-image interpretation (5
papers), Intelligent GIS tools (11 papers), and GIS applications (2 papers). Each session included a
keynote talk and/or tutorial given by recognized specialists.

We are gratefully acknowledge the support provided by the sponsors of GEOPRO: IPN
(Instituto Politécnico Nacional, Mexico), CIC (Centro de Investigacién en Computacién, Mexico),
IMP/PIMAYC (Instituto Mexicano del Petroleo/Programa en Matematicas Aplicadas y Computacion,
Mexico), CONACYT (Consejo Nacional de Ciencia y Tecnologia, Mexico), ESRI (Environmental
System Research Institute, USA), IGN (I’Institut Géographique National, France), Ecole des Mines de
Paris, Centre de Morphologie Mathématique, France. Our special thanks to Dr. Juan Luis Diaz de Leon
- Director of CIC, Dr. Rodolfo Suarez - Director of IMP/PIMAYC, and the members of Geoprocessing
Laboratory of CIC for their noble support.

See you at GEOPRO 2004!
November 3, 2003
Serguei Levachkine
Miguel Torres
Workshop Organizers
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COGNITIVE PROMPTINGS FOR SEMANTIC-MIND ANALYSIS AND
OBJECT-ORIENTED DATA INTEGRATION OF INFORMATION FLOWS

Victor ALEXANDROV®

*Saint Petersburg Institute for Sciences
39 14™ Line, Saint Petersburg, Informatics and
Automation-Russian Academy of 199178 RUSSIA

E-mail: alexandr@mail.iias.spb.su

ABSTRACT

An emerging area of digital data processing is the
computer-based intelligent analysis of information flows.
In this paper, we discuss some cognitive promptings that
can lead to intelligent data (audio, images, video, mixed)
analysis and synthesis. A companion paper in this book
describes how to extract semantic components from
unordered data sets (Gestalt problem) in visual
information data (4nalysis) and an application of our
approach is illustrated with a raster-scanned color
cartographic map interpretation system—-Analogical-to-

Raster-to-Vector (A2R2V).

KEY WORDS

Semantics, Information flow, Visual data, Semantic-mind
analysis, Object-oriented data integration.

Think about meaning...

The words are becoming themselves.
Lewis Carroll

1. INTRODUCTION

The use of computers for data processing, storage, and
transmission in a historic perspective includes the
following subsequent stages [17]:

- Data (temporal series, matrices, elc.) representation and
processing using traditional mathematical models. The
search for computer-oriented mathematical models in
signal and image processing.

-Generalization of the concept of data. Software
development of storage, search, and reference for texts.
Development of computer programs of translation from
one language into another.

- Development of decision-making tools and expert

systems.

Serguei LEVACHKINE*

*Department of Artificial Intelligence
Centre for Computing Research-IPN
UPALMZ, Ed. CIC, Mexico City, 07738 MEXICO

E-mail: palych@cic.ipn.my

- Continuous data integration (text, audio-video) leads to
{he .subsequem stage of software development—
intelligent agents such as Data Mining, Copernicus, etc.
This was being thought about among researchers since
the early 1980s. Simon [18] wrote: “The arrival of a third

generation of machines made it possible to experiment

with information (data) provided by instruments in many
Jields of observation: in visual images, in spoken words,

in the fields of physics, medicine, economics, Iinguislics‘
etc. A new field of observation and study was tran.sferrec}
Jrom philosophy to experimental sciences. This was a
general and crucial phenomenon in the history of Man's
efforts to understand Nature: the telescope gave birth to
astronomy and metallurgical, chemical electrical and
vacuum techniques gave birth to physics. There is a
certain paradox in the fact that the computer, designed
Jor camr.nercial accounting and scientific computation

gave birth 1o pattern recognition and artiﬁcia;
intelligence”.

' F or the pure mathematician, data recognition is a
trivial problem that can be expressed formally as follows:
Let X be a representation space, preferably a “nice”
topological space, and let £2, the interpretation space, be a
fimtc'set of names. Recognition or identiﬁcation’ is a
mapping E: X - £ to which certain properties are
described and from which elegant theorems can be
deduced.

T!ns, however, is not where the problem lies: in
practice, the question is one of constructing £, i.e., of
providing operators or programs which given an; x i-';om
X, enables us to decide automatically onto which @ from
£2the element is mapped.

An extended definition of £, to be held in full
memory, 1S out of the question even for small-scale
problems, because here we come up against the problem
of computational complexity. In the search for usable
operators, data recognition is continually confronted with
probler_n_s of information complexity; so many data
recognition problems are exponential that we are
const'antly obliged to adopt less than optimal, polynomial
solutions. Data recognition is first and foremost a battle
against complexity.

2 S.Levachkine, ), Serra & M. Egenho fer (Eds.) - ISBN: 970-36-0103-0



The other guiding thread appears to us to be the
semantics of the general data recognition problem, which
varies according to the question under consideration. Is
there in fact a general, universally applicable method for
constructing a data recognition operator?

We must therefore treat each problem in a specific
manner and search for any items of information that will
enable us to construct the required operators. Qur view is
that information is to be found in the properties of

e the representation space,
e the interpretation space, or spaces.

However, the solution of applied problems requires
the bridge between the strong structure of mathematical
concept of space and empirical properties of the data as
input information that leads us to the following
conclusion: semantic information is to be found in the
properties of

e data representation;

e data interpretation as knowledge of subject domain.

This means that we use the following model of a
recognition process: find an element from a finite set,
which is equivalent to the unknown object. When the
element is found, the object is attributed with its all
known properties. Essentially, this is the principle of
“identification by indistinguishability”, first formulated
by Leibnitz [19].

Information flow (IF) is binary digital data stored and
processed by the computer. This is the basic element of
digital technologies, i.e., Turing’s (Computer) world. On
the other hand, IF is data that obtain from the outer (to
computer) world and that have very different
representations—environmental monitoring, text, music,
speech, images, etc.; thus, IF is a part of the Human’s
world. At present, the problem to adapt computer systems
to human perception and cognition is apparent (MPEG-7),
but yet not carried out. In the present work, we would like
to discuss some crucial aspects (Semantic-mind analysis
(SMA) and Object-oriented data integration (OODI) of
IF)' of this problem, outline the difficulties encountered
on the way to its solution, and guide the reader toward the
bridge between computer and human worlds. All this can
be observed within the general context of human-machine
interaction as a semantic approach to computer data
analysis and synthesis.

In [1], we considered one aspect of this approach. The
goal of the present work is to sketch the general
frameworks of SMA (analysis) and OODI (synthesis) in
different types of information flows. We apply the
proposed approach for the case of the visual information
flows and in particular for cartographic raster data [20].

'Formal definitions of SMA and OODI will be given in
§3.

© Alexandrov et a/GEOPRO 2003 — ISBN: 970-36-0103-0

2. DATA STRUCTURE AND
INFORMATION

The concepts of data, knowledge, and information
have held the steadfast attention of scientists during
centuries. Although, knowledge as a research topic is one
of oldest in the history of science, we have only a general
philosophical understanding without a strong formal
definition. Such a definition is required for knowledge-
based computer systems (e.g., on-line and Internet
education).

The main difficulty in formal definition of these
concepts probably lays in the fact that man as an
information carrier and translator has very specific
structure of their representation and processing and thus
cannot easily abstract and detect these concepts from a
structured shell.

Known concepts of data, knowledge, and information
explicitly show their direct link to the form of
representation. “A knowledge representation is a certain
method in which the experience becomes structurally
defined in wide-spread and common terms” (Marvin
Minsky).

Research concerning knowledge structuring can be
divided into two lines. The first is related to the study of
individual intelligence, but it does not yet systemize it.
Therefore, this research does not provide an entire
description of knowledge representation in the human
brain. On the other hand, collective intelligence is much
more accessible for research because numerous forms of
knowledge representation have been constructed over the
centuries.

Several examples of the social experience of mankind
show a high degree of influence on the final result of
man’s activity with regard to the choice of one form or
another of knowledge representation. A typical example in
science occurs when two scientists making the same
discovery cannot understand this fact because they use
different forms (notations) of knowledge representation.
To avoid such situations, it is important to represent any
information in compact graphic form that reflects its basic
essence. The representation must provide a possibility to
determine certain details of information flow using as
tools that are as simple as possible. We would like to
highlight here that this way provides good results not only
in education or knowledge popularization but also directly
in practice and science. This is probably why computer
science specialists prefer computer programs that provide
precise details of processing to long-winded ambiguous
explanations or fogware.

Thus, research of the interrelation between

information content and its structured representation is
important from both theoretic and practical points of view.

3
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2.1 INFORMATION

When investigating an object, anyone is stated
(probably in an intuitive level) three questions:

e  What is this?
e How is this related to something that I know?

e  What are the characteristics of this object?

In other words, the human being attempts to identify
the object, to order new information that con'espopds' to
his early experience, and finally detects qu'ahtatlv'e
properties of the object. He partially obtains this
information in an empirical manner by analogy with other
objects in his eigensystem of representation. This Is an
example of the developing system of knowledge
representation. .

Problems of identification, ordering, and semantics
appear in any research but not necessarily in !his order. As
a rule, these problems are repetitively applied to deﬁr}e
(and modify) the solutions of each problem obtained in
the previous step. We shall consider these t}_lree Rrol_:lems
as follows and attempt to define their meaning within the
context of structured representation of information.

2.2 IDENTIFICATION

Identification is the oldest human activity and at first
glance represents sufficiently well a simple procedure of
name assignment of objects, processes, and concepts. If
X =(x,x, ,sX,) is a representation of original
object, X is the representation space and
Q=(w,,,,.,@,)the set of names, then

identification is mapping & from the representation space
to the set of names:

E:X->Q

Of course, the procedure of mapping should be
constructive. However, in attempting to apply such a
procedure we encounter several problems:

e Should we assign to any object a name? (the problem
of Leibnitz’ “identification by indistinguishability™);

e How novel and informative should a concept or
process to assign it a name be? (the problem of label),
and

e How should new objects, concepts and processes be
named for further easy use (the problem of name
structuration)?

These three problems graphically illustrate that
identification is not a mechanical procedure of name
assignment (although we should perform such mechanics
for pointer construction, for example). Thus, in
subsequent sections we shall also discuss these three
problems in relation to the concept of structure.

2.2.1 LEIBNITZ’ PRINCIPLE OF IDENTIFICATION BY
INDISTINGUISHABILITY

Identification is related to classification, association,
analysis, and synthesis of knowledge, i.e., it is a necessary
link in cognition and probably is the only link: “4 hard
classification implies the hardness of words. A sofi
classification implies an inflexible look at things”
(Charles Luttwidge Dodgson).

The first problem is essentially Leibnitz’ principle of
identification by indistinguishability: “Two objects are
indistinguishable if all their properties are the same”
(Gottfried Wilhelm Leibnitz).

The problem of identification was first strongly
formulated by Leibnitz in his Ph.D. thesis and led him to
the concept of congruence: ABC= ABX. Congruence or
universal characteristics according to Leibnitz mean ™
man can draw while not being an artist...” The method
consists of the rule for identifying X as a set of points,
objects, and things and their properties by the name and
properties of known object C. At first glance, this method
provides unlimited possibilities for learning and
cognition. However, anyone who frequently uses the
Internet for scientific information search constantly
requires conceptual identification—comparison of things
searched for with known information that can be
represented in different forms and languages.

Moreover, if we use Leibnitz’ principle we always
must take into consideration the following two
limitations:

Limitation 1. Absolutely identical objects do not exist.
An infinite number of properties characterize any real
object. Therefore, we use only a subset of properties when
comparing objects or rejecting others. A given problem or
subject domain defines the choice of properties, which are
essential for object comparison; hence, the same objects
can be identical with respect to one subject domain and
different with respect to another. Thus, the first problem is
choice of identification properties, and

Limitation 2. Values of quantitative and qualitative
properties can only be defined approximately, e.g., the
weight is approximatelyl kg, the color is blue, etc. Thus,
indistinguishable objects at the crude level of computing
Or measurement of parameter values can be
distinguishable only after re-computing and re-measuring,
Thus, the second problem is exactness of representation of
object properties.

Sense of the principle of identification by
indistinguishability is detection of object identity by
known properties. Applications of this principle are
different  in  different  subject domains: in
algebra—relations of equality and identity; in
geometry—relations of congruence and similarity; in
linguistics—synonyms; in statistics—coefficients of
correlation, etc.



2.2.2 THE PROBLEM OF LABEL

This problem is well illustrated by Di Bono: “Having
a name, the knowledge fragments become 'frozen’ and
‘untouchable’ because the label can only be used for
constant value. We must consider a world that is
constructed from names such as house—from the bricks,
which must be broken into parts and investigated
separately to understand the whole”. This is the point!
The reader encounters difficulties in understanding the
main idea of a scientific paper that contains numerous
abbreviations or introduces new terms for unjustifiably
large number of concepts. Thus, the reader must usually
break down and digest unusual concepts.

G. Zipf [10] analyzed the naming of new concepts and
proposed the following law: name is a function of the
frequency of use of a new concept in some limited social
group; thus, professional language, dialect, slang, and
othgr language subsets are generated. Naming is the desire
to increase efficiency (velocity) of interaction in human
society.

The appearance of new names inside a certain group is
not sufficient for their introduction into a larger group;
otherwise, the tendency to optimize transmission of
messages can lead to the inverse result. For example, if
each number has its own hieroglyph (digit) then number
memorization and use would be difficult despite the fact

that c_:ach number must be written, for example, shorter
than in decimal notation.

_Thgrefore, {he problem of label should be solved
taking into consideration the following two conditions:

» Sufficient stability of the concept to be labelled, and

. Sufficiently_ frequent use of the concept so that efforts
for memorizing a new name are lesser than its
perception through description.

2.2.3 PROBLEM OF NAME STRUCTURATION

This problem involves the assignment of names in
such a manner that their associations to objects are
simplified to the fullest possible extent. Let us consider a
number. By thinking, we studied to perceive quantitative
information. First, we perceived one stone and two stones
as objects not linked to a unified scheme; thus, counting
skills were developed step-by-step. At some time, it
became possible to assign different and unsystemized
names to various quantities, e.g., a dozen. More complex
calculations that employed a wide range of numbers
rendered such an archaic method loose. A positional
number system with its strong structure of number
description and generation of a description of any big or
small number does not yet require such types of names.

’In the history of natural language, the problem has been
solved this way.

© Alexandrov et a/ GEOPRO 2003 - ISBN: 970-36-0103-0

Thus, we use names like a million with the same ease as
when we write 10° or 10 to the sixth.

2.3 ORDERING

In Mathematics, the problem of structuration of object
names in ways useful for applications and the problem of
object ordering are solved by means of unified methods.
Probably this is one of the causes of the high descriptive
power of Mathematics. Although mathematical solution is
quite natural, there is no similar correspondence between
name and ordering in other sciences. To illustrate this
thesis, let us consider computer-based numerical analysis.

A peculiarity of numerical analysis is the numerical
model: one-to-one mapping between input and output
data. Nevertheless, great difficulties can appear for ill-
posed problems. However, these difficulties are
exceptional. In most cases, strong mathematical
description of the original problem provides adequate
solutions. As a rule, input and output data as well as the
model’s parameters are objects of the same nature and can
be strongly defined. This explains the elegance of the
algorithmic model in numerical analysis. Moreover,
admitted operations on objects represented by numbers
are known a priori. Only interpretation of the result
(assuming that all definitions are correct) can result in
uncertainty of the numerical model.

Information analysis does not possess a mathematics-
like axiomatic base. In particular, the set of operations on
objects is not defined by ordering of natural numbers as in
numerical analysis.

The concept of ordering in Information Science is
often used in the narrow sense as a synonym of certain
temporal unfixed object relationships. For example,
people in a queue can be ordered in different manners: by
height; professional or sporting interests, etc. In contrast
with this pragmatic approach, we understand ordering as
something implied from basic object content. For
example, the meaning of the word six implies that the
object with the name three precedes such an object (in
linear systems); the meaning of the word father implies its
following location of the object, son (in hierarchical
systems). Of course, other examples can show situations
in which these orderings do not hold. In this case, we can
use the words as temporal labels and not their usual
meanings. Note that not only numbers admit such (partial)
ordering. The main difficulty here is that non-numeric
information expressed by words does not admit one-to-
one ordering due to the multiple meanings of each word.
A possible solution is multi-dimensional ordering. The
Mendeleev Periodical Table is an outstanding example of
this type of ordering. The Table shows how to take into
consideration different properties of chemical elements
and how to order each element.
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The concept of ordered number could be established
independently of its quantitative substance as the result of
abstraction from qualitative differences of the equally
arranged sets. Understanding independent number
substances became clear only in the 19" century (Pearo).

To express solely the number’s ordering substance, we
could use letters without their quantitative meaning only
by using alphabetical order. In this sense, the concept of

natural numbers N has been developed. In N, each
element is defined by its location in the series.

The French word /'ordinateur literally means fixing
order, which is closer in meaning to modern computer use
than the word in English, computer, which literally means
calculator and mainly characterizes the prescription of
computers in initial stages of the computer era.

V. Bush (Manhattan Project) was the first who noted
this fact and who proposed a new approach to the order
organization of concept indexing for search in the
computer. In 1945, Bush published the semi-utopic work,
“As We May Think”, which remained during many years
the most cited publication in the field of man-machine
interaction. Amazingly, the work contains a description of
browser —a system for text-graphics information search.
This system, called Memex, included a large library of
texts, photos, and drawings. Although Bush showed great
forecasting talent, Memex was not a computer because it
used microfilms and photo-elements. The main peculiarity
of Memex system was the possibility to input relations
among library elements. The corresponding mechanism
was inevitably bulky but logical. If the user had two
documents (each in single image) that he wanted to relate,
he struck via a special relation a name button and this
name appeared at the bottom of each image. To obtain the
document related by a certain relationship to another, he
simply entered its code via the same button. This we call

hypertext at present.

Some time after D. Engelblatt (developer of the first
computer mouse) developed a system that linked
hypertext with newly invented devices and graphics

(multimedia).

In contrast, the search engines of the modem Internet
use the principle of search by keywords. This principle is
not efficient because an engine displays a great number of
vague references from different sources related to each
keyword. Among methods of identification in the Internet,
the most interesting principle of information search
belongs to the server www.altavista.com, which shows
the complete route to the site (page) where a keyword is
found. However, this approach is not a semantic (or
meaningful) search. ISBN (book systematization
standard) uses the subject-alphabetical principle of
ordering but does not provide detection and construction
of semantic-meaning concepts as inter-disciplinary and
inter-topic relationships (associative pointers). Construct
associative pointers means the establishment of

6

relationships between a given and well defined, tree-like
structure of unique pointers (subject domain) and a set of
semantically meaningful concepts (course domain).

Problems of semantics and meaningful search for
words in IF are considered in the subsequent section.

3. SEMANTIC-MIND ANALYSIS AND
OBJECT ORIENTED DATA
INTEGRATION OF INFORMATION

“Semantics—the study of the meanings of words” [2].
Therefore, semantics is the search for cognitive,
associative object identification in IF. Keywords in text,
sound-shapes in audio flows, segments in image flows
(data invariants), etc., are the object-oriented data of IF.

“Mind—the part of human being that governs thought,
perception, feeling, will, memory, and imagination” [2].
In other words, meaning is the capability to understand, to
feel, to perceive, and to imagine, i.e., restoring an entire
piece of knowledge by some segment or part. For
example, the program Guess a Melody [3] identifies the
musical piece by a few musical phrases; the-raster to-
vector conversion system A2R2V [4-6] is oriented
toward searching for names of the converted set of pixels,
thus, object-oriented data integration to Geographic
Information System (GIS).

On (he_other hand (See first paragraph of this section),
semantics is the adequate, meaningful search for words in
IF (eg, 'Google search www.google.com as zero
approximation), while the meaning is the extraction of the
subject domain in IF (eg., adaptation of a Physics
textbook or articles in a specialized journal for the
secondary school).

Subsequently, Semantic-mind analysis (SMA) of IF is
the meaningful search for object names and definition of
the subject domain as a set of found names (e.g., 32 letters
require five bits of information by Shannon, while the
same letters require fewer bits of information by Morse.
The diffe_rence is that the Morse Code took into
consideration frequency of use of letters in text and
named letters by symbols, such as point, dash). Object-
oriented data integration (OODI) is input into a particular
computer-based application of the output of SMA. This
input suggests special SMA-output data organization,
compression, st_orage, processing, etc., which is dependent
on that application. For example, vector object integration
to GIS is straightforward. Moreover, it is more desirable
to store that object in GIS under the corresponding name
only. In the following sections, we will use the
abbreviation SMA/OODI for newly introduced concepts.

Cartographic data (CD) (raster or vector) as IF are
one of the most complex subjects for SMA/OODI,
because fhey are simultaneously contain different types of
information carriers, .including graphics, images, texts,
symbols, etc. [6] [20].



3.1 SMA/OODI: METADA AND MPEG-7

For the sake of simplicity with regard to the following
explanations, let us now consider the concept of metada.
Metada are aids (via HTTP, FTP, etc.) for network users
to follow up information resources and optimize their
primary and secondary uses (see, e.g., IEEE European
Colloquiums’ Multimedia Database and MPEG-7).
SMA/OODI can be also seen in the context of MPEG-7
technology as a system potentially adapted to process IF
as metada (user-oriented processing). It is motivated by
the fact that at present, digital audio-visual information
(AVI) can be accessed by anyone not only for
consumption but also for yield. This converts us at least
potentially into content makers. We can publish and
transmit digital information yielded by us via the Internet.
However, day-by-day more and more simple procedures
of audio-visual content acquisition, processing, and
transmitting constitute only one part of the problem. The
other part is that access to existing data should be equally
simple because of the huge amount of AVI yielded daily
throughout the world. Unfortunately, identification of
desired (useful) information by searching and filtering has
become more and more complicated. Even if open-source
resources are used for access in such specific area as GIS
(open-GIS and similar), the problem remains due to data
interoperability and homogenization. Thus, GIS-oriented
people now refer to the Spatial Semantic Web [7].

Therefore, the problem of fast and efficient
identification of audio-visual contents in IF is emerging.
This problem has motivated the Multimedia Content
Description Interface Project by MPEG, also known as
MPEG-7. MPEG-7 attempts to define standards for
description of different AVIs that include images, image
sequences, speech, audio, graphics, 3D models, and
g;lthesized audio independently of representation formats

Our general considerations in this work are aimed to
follow up this research line and hopefully lead to better
understanding of this research.

3.2 THE LAW OF
SIMPLIFICATION

PROGRESSIVE

We visually perceive the outer world as an optical
process of transmission of images to the retina and
subsequently construct the scene model as the spatial-
temporal structure of objects and their relationships by
local analysis and synthesis. This allows for extracting
image semantic relationships and advancing to the verbal
level of representation of initial visual information by
logical analysis [8].

Subsequent passage from visual perception to verbal
(logical) cognition provides progress in many areas
(Computer Science included), well illustrated in the
following [9): “... In the history of handwriting, we
observe not only the correspondence between the

© Alexandrov et a/GEOPRO 2003 - ISBN: 970-36-0103-0

techniques of writing development and the form
simplification but also these two tendencies are identical
‘de facto’ because the technical problem of writing as
registrator and translator of human speech should have
been also solved. This is a clear representation of the
widest sphere of human language by means of maximal
optimization of visual symbols, i.e., etherification is the
law of progressive simplification...”

Human reasoning, memory, and cognition as self-
substance do not exist. On the contrary, they are simply
the names (labels), synonyms that associatively reflect the
result of the human’s brain functioning as continuous
cognition, i.e., the tool (processor) of etherification. The
human brain’s self-sufficiency is based on the law of
progressive  simplification. A  particular case of
etherification is the principle of least effort by Zipf [10] ,

Basic sources of information exchange and their types,
and evolution of perception and thinking in the human
world are shown in Table 1. If we look at this table from
the point of view of computer-based systems (Turing’s
world), some analogs are straightforward. Let us only
highlight some of them, leaving to the reader to complete
others as an exercise.

Suppose that you are a computer specialist and have
never heard about cognitive science or have never learned
any other science. Are you familiar with concepts such as
genetic algorithm, environment, sampling, leaning, self-
learning, knowledge, etc., from your area? Of course you
are. Then look again at the table.

Computer genetic algorithms and programming
involve methodologic background similar to the natural
processes and laws that govern the transmission of genetic
information. Thus, the concept of inherent knowledge can
be spread and accepted in both worlds (Stage I).

Environment and environmental models are now
commonly accepted concepts of Turing’s world. They are
rather the computer media (Unix, Linux, Windows,
WordNet, open GIS, Spatial Semantic Web, etc.) in which
computer programs are run than physical media. At
present, computer experiments are common and available
to nearly everyone. Moreover, newly invented computer
environments encourage experiments that we call by
analogy research instinct (Stage II).

Sampling is widely used in image processing and
pattern recognition to imitate the characteristics and
behavior of something already known from “parents”,
“teachers” (sample set, seeds, etc.) to acquire new or
identify old information from unordered data sets (Stage
I1I).

Leamning and self-learning are represented as powerful
tools of new knowledge acquisition in both worlds.

3In other words, we adopt here a strongly nominalist point
of view. It is rather our hypothesis and model than a fact
that everyone should accept. The only aim of this “sound”
affirmation is to guide the reader toward the computer-
oriented model as quickly as possible (§3.3).
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Moreover, learning and self-leaming computer systems
usually oriented to tunc system parameters are most

efficient in automatic modelling (Stage IV).
Knowledge-based computer systems applied to digital

development of self-consistence virtual reality similar to
human’s imagination (Stage V).

data processing are_now revisited and aimed toward

Stage Source

Information process

Model Transmission tool

Inherence, instincts of life

Transmission ~ of  genetic | Inherent knowledge

1 |Biological kind (Nature)
information and death
II |Environment Self-learning Environmental model | Research instinct
III | Parents, flock Sampling Behavioral model Imitation
IV | Teachers, society Transmission of exciting | Model of life Language
knowledge, learning
V | Cognition Synthesis of new knowledge | Model of the world Imagination

Table 1. Evolution of perception and thinking (levels of information exchange) ordered by rows. We aim for this to show
some analogs between human and machine worlds in this evolution.

33 TOWARD A PROBLEM-ORIENTED
SEMANTIC ENVIRONMENT

In taking up again previously mentioned promptings
within the context of SMA/OODI, we should note the

following.
Images or events of any nature involve semantics.

Semantics is universal and context-interpretative in a
certain finite space of meanings and events. This
statement is based on the understanding (probably multi-
valued) of any image or event of the outer world even if
they do not yet possess a semantic context.

At present, organization of system analysis of data
flows that aim to detect the interpretative in different
contexts structured elements and a fast search for
commonly accepted data structures experience great
difficulties. This means that further significant
development of data flow processing is impossible
without a knowledge-based semantic-oriented analysis of
data structures. The latest developments in the Internet
graphically illustrate our statement. Of course, the
knowledge bases themselves are not functional without
special methods of preliminary analysis.

Here, cormrespondence of the problem-oriented
environment to the level of the problem under
consideration and the capacity to process meaning arises
once again. For example, signal digital representation is
solely based on the abstract concept of band capacity and
does not take into account semantics: what is this
signal—text, music, or image?

To illustrate certain principles with regard to meaning
processing, we temporarily disregard the concept of
generalized context.

If we denote something, then we assume that the
meaning is understood, explicit. We do not go from
sounds to images and from images to meaning: from the
beginning, we are embedded in meaning, and being able
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to express it in sentences. Meaning prescribes possible
denotations and conditions. Moreover, meaning is the
object of the following sentence. If a certain name is
assigned to a sentence, then clearly each name that itself
denotes an object can be the object of the new name
denoting its meaning: N1 addresses N2, which denotes the
meaning of N1; N2 addresses N3, etc. The language for
each of its names must contain some name for the
meaning of this name. Such infinite multiplication of
verbal essences is called a Freguier paradox. In the
meaning-object relationship, Freguier paradox locates the
place of search for the meaning and indicates the moment
of appearance of so-called context-meaning dependence.
We use Freguier paradox as a methodology of the
dynamic structures of data relationships in the problem-
oriented environment. These relationships in difference
with arbitrary environment are defined by means of
associatively organized identification and allow eventual,
i.e., meaningful structuration [20]. This provides a new
look at problems of efficient organization of the computer
environment for data processing and understanding.

The first problem—compact representation of
information concerning complicated systems— forces the

search for new structured forms of knowledge

representation. From our point of view, self-similar
recursive structures provide adequate description tools.
Moreover, self-similar recursive structures not only
handle information but also manage information in a
similar manner as genomic programs. One more
important fact is their simplicity and regularity, although
the result of application does not provide such as
impression [11].

Secondly, the problem of memorizing the data
structuration must be solved in a flexible, manageable
manner so that signs that represent information segments
are ordered by values [1][13].

The problem of development of computer knowledge-
based systems is illustrated very well by Hofstadter [12]:



“A computer does not have automatic sensitivity fo the
images it processes. Of course, we could not expect this. It
only executes the program like an old saw. The computer
does not tire by adding columns of numbers even if all
numbers are equal. Men get tired. What is the difference?
Obviously, the machine misses something that allows it to
have unlimited patience for repeated operations. The
missing detail can be described in a few words: this is the
capacity for self-observation, contact with the outer
world; this is the capacity to perceive an image of proper
activity and carry it out at any level of abstraction. Meta-
knowledge and knowledge are completely mixed between
themselves in a unique flow and are mutually enriched.
This renders self-observation as an automatic implication
of the memory's structuration. How is this amazing flow
organized in the human brain?”

We cannot answer Hofstadter’s question even
approximately. Undoubtedly there is the need of
hierarchical knowledge ordering, but the hierarchy should
possess a special form that Hofstadter calls “ ... complete
mixture in unique flow” [13].

Natural organization of memory demonstrates once
again the efficiency of a system approach with flexible
inclusion of different tools for the problem of
structuration of information. For example, Arbib [14]
wrote: “Many people have discussed the problem of
whether the human brain is a sequential or a parallel
computer? This is false opposition. Considering the eye’s
motion, we observe some sequence of operations but
understand that strong parallel computing is required
within each time segment”.

If we can successfully designate to machines the
capacity to make decisions on an experimental basis, fully
using any given insufficient data, furthering precision and
extending these decisions with newly arrived additional
data, then we would have a computer that does not require
an explanation of how-fo-do, but only what-to-do. Of
course, the language of human-machine interaction should
possess less logical and arithmetical depth than the
internal language of the computer in this case.

4. CONCLUSION

Psychographic  visual images as tool of
communication appeared much earlier than language i.e.,
the abstract verbal form of the semantic-meaningful
representation of the outer world. We attempted to
highlight this fact in §3.2 by citing [9]. Development of
traditional mathematical models has only led to numerical
data processing. By inertia, similar approaches have been
relegated to the computer data processing (e.g., a huge
number of useful-less, pixel-oriented image processing
approaches: the amount of data required to apply such
approaches is often equivalent to the amount of the
original data). There is no need to prove that recognition
of the known painting requires less information than an
attempt to recognize the unknown. Modemn computer
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technologies (protocols, formats, etc) empirically
demonstrate the necessity to identify different types of
images, including cartographics, paintings, photos, chart-
flows, etc. Morphologic classification could be useful
here, but experiences great difficulties in computer
analysis due to its weak formalization.

In the present work, we recall and show one possible
approach to the problem: detection of semantic-
meaningful components from information flows. These
components can be different with regard to dependence
on the problem under consideration.

In Table 1, we attempted to exhibit evolution of
human processing of information flows and to put
forward some analogs with machine processing. From our
point of view, these analogs are quite correct because
efficient human-machine interaction is the stumbling
block of modern computer technologies.

The problem herein discussed is of great current
interest (remember the now-popular image-processing
slogan Back to the intelligence! www.ijcai-03.org). We
conjecture that the most promising line of progress toward
the solution of this problem lies in successively increasing
automation of the separate links of the approach
considered herein. We suggest as the main principle of
such automation, the maximal use of data-semantic
content. Indeed, semantic information can be optimally
organized and effectively processed by a computer
system.

The companion paper in this book [20] illustrates our
approach by describing the Analysis system and the color
cartographic map interpretation system (42R2V) that
encapsulate basic elements of semantic analysis and
synthesis of visual data. Both systems constitute symbolic
language descriptions of objects of information flows
rather than the traditional programs of data treatment.
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ABSTRACT

A companion paper in this book emphasizes the
emergency of computer-based intelligent analysis of
digital information flows, provides some prompting
toward its solution, and sketches an approach to
intelligent data (audio, images, video, mixed) analysis and
synthesis. In the present paper, we describe how to extract
semantic components from unordered data sets (Gestalt
problem) in visual information data (Analysis). An
application of our approach is illustrated by describing a
raster-scanned color cartographic map interpretation
system—aAnalogical-to-Raster-to-Vector (A2R2V).
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1. INTRODUCTION

For the sake of completeness, we reproduce here some
definitions that have been introduced and discussed in the
companion paper in this book [20].

Information flow (IF) is binary digital data stored and
processed by the computer. This is the basic element of
digital technologies. On the other hand, IF is data that
derives come from the outer (to the computer) world and
that have very different representations— environmental
monitoring, text, music, speech, images, etc. At present,
the problem in adapting computer systems to human
perception and cognition is apparent (MPEG-7), but not
yet carried out. In the present work, we would like to
describe some applications of Semantic-mind analysis
(SMA) and Object-oriented data integration (OODI) of
IF by following the methodology proposed in [20]. These
applications aim to show within the general context of the
human-machine interaction the semantic approach to
computer data analysis and synthesis.

“Semantics—the study of the meanings of words" [2].
Therefore, semantics is the search for cognitive,
associative object identification in IF. Keywords in text,

Victor ALEXANDROV®

*Saint Petersburg Institute for Informatics and
Automation-Russian Academy of Sciences
39 14" Line, Saint Petersburg, 199178 RUSSIA
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sound-shapes in audio flows, segments in image flows
(data invariants), etc. are object-oriented data of IF.

“Mind—the part of the human being that governs
thought, perception, feeling, will, memory, and
imagination” [2]. In other words, meaning is the ability to
understand, to feel, to perceive and to imagine, i.e.,
restoring a whole knowledge by some segment or part.
For example, the program Guess a Melody [3] identifies
the musical piece by a few musical phrases; the raster-to-
vector conversion system A2R2V [4-6, 9] is oriented
toward searching for names of converted set of pixels,
thus, object-oriented data integration to Geographic
Information System (GIS).

On the other hand (See above), semantics is the
adequate, meaningful search for words in IF (e.g., Google
search www.google.com as zero approximation), while
meaning is the extraction of subject domain in IF (e.g., the
adaptation of a Physics textbook or the articles of a
specialized journal for secondary school).

Subsequently, Semantic-mind analysis (SMA) of IF is
the meaningful search for object names and definition of
the subject domain as a set of found names (e.g., 32 letters
require five bits of information by Shannon, while the
same letters require fewer bits of information by Morse.
The difference is that the Morse Code takes into
consideration frequency of use of letters in text and
named the letters by symbols—dot, dash). Object-
oriented data integration (OODI) is input into a particular
computer-based application of the output of SMA. This
input suggests special SMA-output data organization,
compression, storage, processing, etc. dependent on that
application. For example, vector object integration to GIS
is straightforward. Moreover, it is far superior to store that
object in GIS under the corresponding name only. In the
following, we will use the abbreviation SMA/OODI for
newly introduced concepts.

Cartographic data (CD) (raster or vector) as IF are
one of the most complex subjects for SMA/OODI because
they simultaneously contain different types of information
carriers: graphics; images; texts; symbols, etc. [6].

Our method is object-oriented, while the majority of
state-of-the art approaches are pixel-oriented [11-15].

S. Levachkine, J. Serra & M. Ege nhofer (Eds.) — ISBN: 970-36-0103-0
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Pixel-oriented methods are artificial and destroy most
essential image characteristics, including general
composition, object shapes, image dynamics, . and
contextual information. All this results in increasingly
complex methods and algorithms for machine recognition
of data objects based on pixel-oriented approaches that do
not materially improve the results. The majority of
effective image formats preserves the natural image
structure and thus provides object-oriented data
integration. This thesis is especially true for cartographic
images that being intermedlalfa between man-made
drawings and natural images provide a nearly ideal model
for SMA, and OODI is quite natural here within the
context of GIS. More arguments are to be found in the [1,
4, 5, 6, 9, 20] (See [7] mathematical morphology
approach and fuzzy approach [18] with similar ideas to
GIS-ready data processing).

In [1], we considered one of the applications of our
approach to audio information flows. In particular, we
detected the semantic components from ‘Fiir Elise’ by
Beethoven. We compared our object-fitting hierarchical
compact decomposition with wavelets and fractal
decomposition and in addition gained better-structured
and nearly twice the amount of compressed signal
representation. Moreover, in decomposing the signal by
our method signal objects were partitioned into a natural
hierarchy with no additional procedure.

The goal of the present work is to apply SMA
(analysis) and OODI (synthesis) in the case of visual
information flows (4nalysis) and in particular for
cartographic raster data (42R2V).

2. ANALYSIS

12

In this section, we shall explain how visual data can be
transformed into their semantic-mind representation by
describing the system termed Analysis—first SMA/OODI
application.

The majority of image processing methods such as
wavelets and fractal decomposition or texture analysis
usually miss the vital components—the semantic
structure,

In our approach to visual information structuring,
called the Analysis system, we apply adaptive dynamic
data structures for object-fitting hierarchical analysis of
video-data. This system is a tool to reveal interrelated
networks of context independent semantics of the initial
data structure.

Our approach is based on location of semantically
important image segments using a rating principle and
subsequent iterative synthesis of hierarchical dynamic
trees to build the coherent structure of selected segments.
Our considerations have led us to the idea that distribution
of segments ( F; ) and levels (/) of a tree correlates with
the growth law F; & I**"* similar to the empirical Zipf’s
laws [10].

Adaptive dynamic data structure is the result of the
structuring process and contains image segments, which
are essentially important for subsequent image processing
and understanding.

The most evident application of image semantic
decomposition is preliminary structuration of video-data
for subsequent object identification and target-oriented
compression of images.

To transform visual information into its semantic-
mind representation, we used the previously method of
associative dynamically adaptive data tree-structures.
Flow chart 1 shows the computer-oriented scheme of
transformation of visual data into the semantic-mind
model [1, 20].
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SEMANTIC-MIND REPRESENTATION
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Flow chart 1: Transformation of visual information into semantiemind representation.

2.1 MAIN COMPONENTS OF ANALYSIS

The majority of segment location methods require Analysis is oriented toward revealing the independen
initial partition of the image into a set of segments. The semantic contents in source data. The task is to buil
main problem with this non-trivial task of image analysis context-independent hierarchical networks of flat angmess
is lack of general methods for reasonable segment spatial structures that set off this system from others.

selection. We used the semantic-mind approach to
overcome this difficulty [1, 20].
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A next step is generalization of Analysis into image
synthesis. The combination of image analysis and
synthesis would allow application of new methods for
image processing and development of semantic-oriented

compression systems.

Application of Analysis focuses on the problem of
effective and optimal data storage. We solve this problem
by selection and storing only semantically important data.

We have been developing the iterative method for
object approximation by means of multilevel image
segmentation [1, 16]. The hierarchy of source image
segments tends to form the original adaptive dynamic data
structure, which can be used to preserve semantic
relationships of independent image parts. Elements of this
data structure should be meaningful and recognizable for
the human operator or automatic programs processing the
image.

To solve the problem, the following algorithm has
been designed:

e Source image is presented as RGB color-divided
matrix. Pixels of the same color are segments of the
first-level image partition (seeds).

* At subsequent iterations, the program merges
segments whose color components contain little
divergence, i.e., the differences among them fit into
the selected range. In alternative cases, independent
structure can be built for each color or gray-level
component of the converted image. Special recursive
procedure controls connections between segments
and homogenizes processing throughout the entire
picture.

* The process results in an interrelated semantic

network of image segments that is the pyramidal
adaptive structure for dynamic image representation.

*  Source image I’ is transformed into special computer
representation F—the set of a x b pixels.

* For effective image processing, it is necessary to
change the image structure once again: image I is
represented as a hierarchy of segments. m™ level of
this hierarchy L,, = {F, peD,} contains segments
defined by the set of segment indexes D,,, where I =
U pevm F,. Links between segments correspond to
edges of the indexed tree with special organization in
which each segment is a tree node.

* Anelement of m" level is denoted F,™. Segments of
the first level are pixels of image I: L, = {F, /I sp
Sa*b).

* Segment construction procedure validates the
following equations for segment number in different
levels:

WL;>#Liy; #Lyss=1;
¥p €D, 3 € Dpr: F," cF™,
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Object location in terms of this structure is equivalent
to location of segment networks with suitable node
attributes (color, gray-level, spatial, or more complex
segment characteristics). The essential problem arises
when no coherent segment network corresponding to the
required segment is found. This predicament is the main
obstacle to full automation of image analysis in this
approach.

To overcome this difficulty, Analysis allows the user
compulsory manual restructuration of semantic structure.
This restructuration can be considered a manner to apply
user-oriented pragmatics to image analysis.

The main objective of our system is assistance in the
search for practical solutions in general fields of image
analysis and problem-oriented restructuration of video-
data. This is reached by means of location of image-
semantic information and subsequent processing of
meaningful image segments.

Basic components of Analysis are the following [1]:

e  Algorithm of detection of equibrightness (gray-level)
and equicolor segments. Homogenization throughout
the entire image of segment features, using dynamic
global thresholding (thresholds that are required for
detection of certain segments); thus, it is adaptive to
different contexts.

e Mechanism of secondary indexing of detected
segments, which are organized as dynamic, irregular
trees of the hierarchical relationships of these
segments.

e Procedure of restructuration of image segment
relationships to satisfy to operator visual control
requirements and respond to alarms.

Note that possible applications of Analysis are
immediate development of the following methods:

e Semantic relationship analysis with contextual image
processing as problem-oriented video compression.

*  Tree-structured synthesis as replication of real-object
structures.

e Morphologic image classification.

Based on analysis of different computer formats, we
arrived at the conclusion that most effective formats

preserve natural image structure and thus the conviction
to use the SMA/OODI-based approach.

In contrast, pixel-oriented methods are artificial. They ..
destroy the majority of essential  image
characteristics—general composition, 2D and 3D object
shapes, image dynamics, and contextual information.
Pixel image representation requires line-ordered
description of pixel characteristics, while image
compression, restoration, analysis, and object location
utilities require different data organization and formats.
Such a format group includes vector image representation,
fractal compression, wavelet decomposition, and a
number of special image formats that store only important
information; the best known instance of the group is
optical character recognition (OCR) programs that
transform source image into lines of text.
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Due to the huge amount of information required in 2.3 CRITERIA OF OBJECT DETECTION

satellite and cartographic image processing, the thematic
search for video databases, etc., effective automatic
methods of image analysis to detect objects and set of

image segments to carry out semantic upload emerged
and have motivated this research.

Of course, the problem of image semantic component
detection is not trivial. However, some formal criteria for
image characteristics that appear to be semantically
meaningful for humans can be defined. One such criterion
that we have used is the hyperbolic law of the form //F°,
where a = 0.618, similar to Zipf’s distribution [10].

Statistical distribution of image segment number on
levels of segment hierarchy shows this hyperbolic
regularity. Figure 1 displays the results of experiments
with six test images and represents dependence of region
number (n) on level number (V) in segment hierarchy

2.2 IMAGE-SEMANTIC COMPONENTS

Segments were obtained as the result of the iterative
procedure of successive increasing of admitted gray-level
and color thresholds in segment-merging form,
subsequently increasing pyramidal hierarchical structure
of flat segment networks §2.1. Each segment of this
structure can have the ancestor or descendant. Thus,

structure obtained is called the adaptive-dynamic data - "
structure. 15000 M Plait

The segment of image is a node of this spatial B1bog
structure, whose attributes are primary numbers defined 10000 Clisont
by averages of color/gray-level segment features and a set e
of pixels that represent the area and shape of the segment. 5000- B Goat head
This allows to organize the object-oriented identification
of semantically meaningful image regions. Image 0: Goat head

semantics in this context corresponds to association of

Axe

20
40
60

segments of different hierarchical levels identified with
identifying conceptions from the subject domain (e.g., for
cartographic data, detection of a segment identifying a
coastline or highway becomes semantically meaningful.

Further, this segment is renamed as coastline, highway,
etc.).

As mentioned previously, Analysis involves the
interactive procedure of compulsory restructuration of
segment relationships as pragmatic tools of semantic
analysis of visual data. In other words, the system’s
learning and self-leaming with the prescribed set of

associative identifiers are possible in the interactive or
semi-automated regime.

oLy
Ck\

S
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Figure 1. Rating distribution of amplitude and color
regions.

The criterion of segment merging by close gray-level
values was used (Figures 2a and 2b). This merging
procedure is essentially different from traditional
reduction of the color palette.

Similar hyperbolic regularities have been obtained not
only with photos, raster images, etc. but also with the
images of the realism and pseudo-realism paintings [20].
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Figure 2a: Test image Axe at different semantic levels.
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Figure 2b: Test image Plait at different semantic levels.
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2.4 OBJECT LOCATION UTILITIES

Successive segment merging by such a criterion leads
to segment structuring in a multilevel hierarchy. This
hierarchy or multilevel image partition is an efficient
method of semantic identification of the image’s objects.
Relationships between dynamic tree nodes indicate
neighboring semantically meaningful regions. Because
the image’s regions are identified by corresponding tree
nodes, the neighbor relationship among them can be
completely defined by a table of adjacency. Modification
(elimination of some edges, i.e., segment relationships) of
the dynamic tree allows modifying the resulting region;
thus, most exact object detection is reached. Each level of
the tree of segments can be considered as alternative
image interpretation in different semantics (Figures 2a
and 2b; see also Figure 5, Section 4).

:‘.‘iAI‘Ile:I; - D \ANALYSIS\Hapme bap

Adaptive dynamic tree structure regards the search for
meaningful objects as fitting of the object features (color,
location, geometry, topology, attributive information, e.g.,
the object’s name from subject domain if known, etc. that
on the whole defines the notion of image semantic object),
to corresponding ranges and the following analysis of all
admitted objects. This renders possible the use of
automatic leamning algorithms when the set of required
objects is given and when it is necessary to define only
corresponding feature ranges. The learning process can be
organized as follows: User selects appropriate level of
segment hierarchy and points out the set of suitable
objects. These objects can be defined by merging object
segments. Then, the program computes characteristics of
located segments and relationships among them and
establishes formal criteria for the search for similar
objects. Figure 3 shows an example of associative-
dynamic data structure.

Bo Vew fa Juteblly (doruies Gobdanshm Jooh Window Demo Heb
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2.5 EXAMPLE

To illustrate segment location, we use the following
example: Source image is the segment of the earth surface
(Figure 4a). The task is to segment land from sea.

First, we should construct the tree of segments.

Next, we select the appropriate level (64") of tree
structure, in which searched areas are approximated by
segments of similar scale.

According to our task, small-scale segments that
consist of one or two pixels are not essential. To visualize
the different segments, we use contrast mapping of this
level (Figure 4b).

From this mapping of semantically meaningful areas,
we can point out any of the ground segments (it is shown
in blue—the 1* node in the 64" level of the adaptive

dynamic data structure).
To select all land surfaces, we need to edit the

segment tree and join all land segments.

Fig.4.b)

Figure 4. Example of segment location.

3. A2R2V

In this section, we will present another application of
SMA/OODI by describing our raster-scanned color
cartographic map interpretation system called A2R2V
(Analogical-to-Raster-to-Vector) (see also [4-6, 9]).
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3.1 HOW DOES IT WORK?

A2R2V is based on SMA/OODI of color images.
SMA/OODI of cartographic images is interpreted as a
separate  representation of cartographic  patterns
(alphanumeric, punctual, linear, and area). Our map
interpretation system explores the idea of synthesis of
invariant graphic images at low-level processing
(vectorization and segmentation). This means that we ran
vectorization-recognition and segmentation-interpretation
systems simultaneously. Although these systems can
generate some errors, they are much more useful for the
following understanding algorithms and man-machine
interaction because of its output in nearly recognized
objects of interest.

We began map recognition from global binarization
followed by classical OCR-identification with artificial
neural networks (ANN), supervised clustering,
knowledge-based recognition rules, and morphology-
based vectorization. To overcome the problem of labor-
intensive training, we designed simplified images. For this
purpose, we utilized linear combinations of color
components or image representations (false color
technique) and binary representation composing

2.
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(composite image technique). These techniques are
application-independent. However, within the framework
of our approach map recognition may be treated as a
common (application-dependent) task [17]. We followed
the concept that important semantic information necessary
to interpret an image is not represented in single pixels
but in meaningful image segments and their mutual
relationships [1, 4-6, 9, 20].

We set forth a conception of composite image
representation and decomposition. The main goal of
image decomposition consists of object linking by its
associated names. We used image synthesis based on
object-fitting compact hierarchical segmentation [16]. We
performed composite representations (or simply
composites) of the source image by means of a reduced
number of color or tone components and segments. In this
manner, visually perceived objects are not eliminated and
the image's semantics is preserved (see Section 2).

Composite images form a book in which objects of
interest can be found and recognized on appropriate
page(s) [6]. Thus, a page number defines the method of
thresholding and certain tuning parameters that can be
learned interactively or automatically (Figure 5).

s A
Jl Yoo, be
o |
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{‘?“’{“--Z'*:-',-; x

Figure 5: Source image (left) and some pages of a book of composite images (right).

3.2 A2R2V MODULES

Recognition systems of alphanumeric characters,
punctual, linear, and area objects are subsequently
described in [4-6]. They support segmentation-
recognition-interpretation-vectorization ~ modules  of
A2R2V. Their names rather underline the desire to stratify
the map by top-level vector thematic layers (punctual,
linear, etc.) than by only recognition and vector points,
arcs, etc. maintaining all of these together in one layer. In
the following, we shall present the main ideas of the Fine-
to-Coarse Scale (F2CS) method. This method originated
from the unsolved problem of vector description of raster
objects and the fact that vector data in fine-scale maps are
often available. In a certain sense, it represents a
promising alternative. The method shows how to use
feedback already acquired from semantic information to
obtain new information.

Let us suppose that we have a vector cartographic
image I, (or and already recognized raster image) in scale
s; of given territory T and a raster cartographic image I,
of T to be vectored (recognized) in scale s; and s, > s;
(e.g., s; = 1: 100,000 and s, = 1: 50,000). Our goal is to
use the information from I, in vectorization of I,. Note
that I, can be considered as generalization® of I: I, = G
(1), i.e., if an object O, € I,, then there can exist O, € I,
such that O, = G (0,). We denote 2—the set of all such
objects O, from I, and ©—the compliment of Q in I,: I, =
Q U ©. We also put ©® = G (Q) and note that o ¢ I,.
Obviously, to vector objects from €2 and © we need two
different strategies. Objects from Q can be vectored using
features (position, color or colors, shape, etc.) of vector
objects from w. After objects of Q2 have been vectored, we
can vector objects from © by one of the A2R2V modules

We do not discuss here what this generalization is
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as new cartographic material. Results of vectorization
obtained at each step of this process as well as processing
by other A2R2V modules are feedback to reuse in the
next step. To perform the F2CS method, we used
conceptual clustering [8] based on the set of prescribed
object features [4] and the concept of the associated to
image function [9]. Note that the method also solves the

difficult problem of the search for object to be vectored in
the entire raster map field. In this case, a vectored object
can be found in the nearest neighborhood of its
generalized analog and nowhere else. An example of
application of the fine-to-coarse scale method is shown in
Figure 6.

Figure 6: Recognition of punctual cartographic pattern. a) Original image in scale s; with input information: there is near
geographic coordinates (21,106), a pattern denominated Palm. b) Image in scale s; (s, < s1) obtained after application of
punctual object recognition with conceptual clustering (criterion: B,-connected, B,= 0.9) [8], considering the associated to the
image function restricted to one of the generated groups and adding pixels (region merging) [9]. Note that we searched for the
pattern only near and for the already recognized fine pattern and nowhere else. c) Recognition of coarse pattern (function)

Palm.

3.3 OBJECT-ORIENTED DATA INTEGRATION OF
GIS-READY INFORMATION

We designated A2R2V as a multi-environment system
that does not depend on particular data format and that is
oriented to process color raster-scanned images. Its GUI is
described as follows: At low level, it has modules of
automatic recognition of alphanumeric, punctual, linear,
and area objects in raster-scanned color cartographic
images that have been programmed in C. Thus, a database
with quantitative, qualitative, and nominal features is
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associated with each recognized visual object. At the
intermediate level, a Java module supports correct
conversion of corresponding database to be processed at
high level in one of the environments: Unix; Linux, or
Windows. Therefore, the user of the system should not
seek unified or particular representation of spatial
databases in an environment, but only chooses the most
convenient representation of the three provided. We are
now developing a decision-making tool to support most
adequately the particular GIS-application of the user’s
choice.
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Flow chart 2: A2R2V functioning (components, modules, and interaction)

3.4 SUMMING UP

No“{ we shall explain the content of Flow chart 2 that
summarizes our approach to color cartographic image
raster-to-vector conversion. Qur comments are as follows.

1) Any map interpretation system deals with processing
of alphanumeric, punctual, linear, and area raster
objects. The majority of state-of-the art systems
based on image processing and graphic recognition
[7, 11-15] consider color, shape and texture
components of the concept of cartographic objects,
usually omitting the meaning and topology. Of
course, color, shape, etc., are important cues.
However, they are only cues: there is no pure color in
raster-scanned maps. What is the shape of the raster

object; what is the arc centerline? In contrast, our

deﬁnitiop of spatial semantic object (cartographic
pattern) includes the following components:

Cartographic pattern = (color <space>; geomelry
<location, shape, etc.>; topology <point, arc, area,
elc.>, and atiribute <e.g., name of object; eic.>).

This definition allows full use of the peculiarities of
very cartography for GIS-ready information

2)

integration. Additional arguments may be found in [1,
4-6, 9, 16, 20].

Moreover, the majority of contemporary systems are
pixel-oriented. They are artificial and destroy most
essential image characteristics §l. Increasingly
complex algorithms for machine recognition of maps
that do not materially improve the results. We believe
that the most effective image formats preserve natural
image structure and thus provide OODI. This thesis is
especially true for cartographic images that because
they are intermediate between man-made drawings
and natural images provide a nearly ideal model for
semantic analysis; OODI is quite natural here within
the context of GIS [6, 20]. This leads to natural
taxonomic classification of cartographic patterns, the
definition of cartographic subject domain (SD) (a set
of names) dependent on map thematic, scale, legend,
toponyms, and a priori knowledge concerning the
map (existing/reworked vectors in fine scale).
Different sources of evidence can be also put into SD
to support efficient map processing. Interaction
between SD and object taxonomy (OT) has led to
conceptual structuration of cartographic data in
hierarchical object ontology (OO) (nodes of OO are
concepts—not words). Thus, we are looking for
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correct and adequate representation of raster objects
as a thematic image book prior to
processing/conversion. ~ However,  results  of
processing can be feedback and correct §3.2. In Flow
chart 2, blocks in gray with text in red illustrate our
system approach.

3) With regard to automatic interpretation of color
cartographic images, this presents certain difficulties
for state-of-the art image processing, pattern
recognition, and artificial intelligence. The set of
vector maps that one can expect as an output of such
an interpretation is very useful for GIS, new map
production, and old map updating. However, it
appears unrealistic to obtain a fully automatic
computer-based interpretation system free of errors
[4-6, 9, 11-15]. Additionally, please note that high
efficiency of interpretation is required for vector map
production and updating first. It appears reasonable to
obtain in both cases 90-95% successfully recognized
objects. This is to avoid excessive work on
corrections of errors produced by the computer
system, which can sometimes be greater than manual
raster-to-vector  conversion [19]. Within the
framework of our approach, manual, interactive,
semi-automated, and automatic processing may prove
useful. Our point is: Apply them application-
dependently, use sources of evidence to respond
alarms [4-6, 9].

In this section, we presented a system for automatic
interpretation of raster-scanned color cartographic maps.
The highlight of our system is two intelligent color image
segmentation techniques. These allow searching for
names of processed sets of pixels. Segmented and
recognized objects are subsequently vectored to be finally
included in GIS. These three stages (segmentation-
recognition-vectorization) are Object-oriented  data
integration to GIS or GIS-ready information [18]. In our
experiments, we used complex, full-size, raster-scanned
color cartographic images with promising results [4-6, 9,
16].

4. CONCLUSION

We illustrated SMA/OODI by describing Analysis
system and color cartographic map interpretation system
(42R2V) that encapsulate basic elements of SMA/OODI.
Application of SMA/OODI for A2R2V allows increasing
this system efficiency within the general context of raster-
to-vector automatic conversion. Note that the latter
problem is very complex and has attracted much attention
during the last few decades. However, to date there is a
lack of satisfactory solution of this problem. From our
point of view, the proposed alternative js promising.

We atiempled to demonstrate that a system, semantic-
based approach to the raster-to-vector problem can be
fruitful. Within the context of the A2R2V system this
means, first, decomposition of source image by multiple
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semantic hierarchical networks. Second is segmentation
with mutual recognition of appropriate primitives, while
third is development of a unified, knowledge-based
leaming and self-learning system with optimal human-
machine interaction. Our research is concerned with this
approach.
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ABSTRACT

We present a system approach to automatic digitization of
raster-scanned color cartographic maps. This approach
contains all three steps involved in digitizing process: pre-
processing, processing and post-processing. Up-to-date
systems for vectorization raster maps using automatic or
semi-automated programs essentially carry out only one
kind of operation: they follow discrete points along a
curve (tracing, snapping), or attempt to combine
automatic and interactive tasks, if the tracing is met the
ambiguities. In our proposal, the automation problem is
approached from a unified point of view, leading to the
development of software A2R2V (Analytical Raster-to-
Vector) conversion that is capable to recognize and vector
a maximum number of cartographic patterns into raster
maps. We propose some strategies for solving the
problem and illustrate it, describing single modules of
A2R2V system. The place of the operator and knowledge
in a R2Vconversion system is considered as well.

KEY WORDS
Geographical Information System, raster-to-vector
conversion, cartographic pattern recognition.

1 INTRODUCTION

The problem of automatic raster-to-vector (R2V)
conversion is taken steadfast attention by researchers and
software developers during last two decades. Numerous
attempts to solve this problem have mainly originated
from emerging area of automatic Geographical
Information Systems (GIS). Unfortunately, completely
automatic conversion system appears unrealistic and some
authors suggested putting the operator into the center of a
conversion system. Amazingly, this idea was
independently expressed by the different authors with the
same words from the Lukas® Gospel [1, 2]. Now the
problem is which part of conversion process should be
carried out by the operator and which part by the
machine?

In the present work we analyze (keeping certain
skepticism) the degree of possible automation of the

single modules of a raster-to-vector conversion system.,
Mainly, we focus on the case of analytical GIS (the case
of register GIS is considered in [2]). We believe that these
two cases are representative enough and complement each
other, constituting a complete description of both research
and commercial (semi) automatic R2V conversion

systems.

As we previously stated, the present work is clearly
divided into two parts: 1) in Sections 1-4 we analyze the
general concepts of automation of a R2V conversion
system that are constituted the system approach; 2) in
Section 5 we overview A2R2V conversion system in
which we placed the ideas of our system approach. In
Section 6 we emphasize the role of knowledge in
automation of the conversion process.

The process of developing of a GIS can be represented by
the following set of steps [1]:

1. State of the problem.

2. Definition of the methods for solution of stated
problem.

3. Preparation of the input information required for
solution of the stated problem by the defined methods.

4. Definition of the composition and logical structure of
the cartographic data.

5. Analysis of existing cartographic information.

3.1 Recollection of the vector maps, which can be used in
the GIS.

3.2 Definition of the vector map layers, which can be
directly elaborated by the geodesic data.

3.3 Definition of the paper and raster maps for
veclorization.

6. Designing the cartographic base for the GIS.

6.1 Inclusion of existent vector maps in the GIS.

6.2 Digitization of new cartographic materials.

6.3 Designing vector map layers by the geodesic data.

6.4 Unification of the vector map layers (conjunction of
Jragments, unification of the cartographic projection,
elimination of logically contradicted data, etc.).

7. Designing vector thematic maps.

8. Solution of the stated problem.

9. Publication of the results.
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Clearly the labor required for each of the steps listed
above depends on the qualitative and quantitative
characteristics of the cartographic materials used. These
can be combined into a single index: novelty. Thus, we
can classify a GIS into one of four novelty levels (in
decreasing order of index):

A. A new vector cartographic material is required.
However, for the territory under consideration only paper
maps exist in the desired scale.

B. Basic vector cartographic materials exist for the
territory under consideration, but there are not thematic
maps of the desired type.

C. Thematic vector cartographic materials have been
produced in a previous GIS for the territory under
consideration. The new GIS are to be developed under the
assumption of some fundamental changes.

D. Updating and development of an existing GIS without
essential changes.

GIS with novelty level A and B require relatively more
labor for the digitization of paper and raster maps than the
others do [1]. Generally speaking, topographic and
thematic vector-based maps have been produced for the
territories in small-scale. Current GIS-development is
directed towards problems in urban planning, emergency
situation monitoring, election enumeration and other
government activities that require the maps in big-scale.
To carry out these projects, the volume of labor involved
in the digitization of paper and raster maps is
considerable, even if only the largest urban areas of a
country are considered. Clearly the development of these
problem-oriented GIS can only be completed if the task of
vectorizing traditional cartographic materials is automated
to the fullest extent possible.

Two main technologies® are currently used for map
vectorization [1): (V1) Paper map digitization by
electronic-mechanical digitizers, and (V2) Raster map (a
map obtained after scanning of the paper original)
digitization.

The process of digitizing paper maps cannot be
automated; hence we suggest that the only practical
approach to design GIS's is the development of new
methods and software to automate vectorization of raster
maps.

Raster map digitization technologies can be divided into
four intersecting groups [1}: (DIl) Manual; (D2)
Interactive; (D3) Semi-automated, and (D4) Automatic.

In practice, manual raster map digitization methods (D1)
coincide with paper map digitization methods (V1). A few
examples will serve to illustrate this. In the case of
punctual objects, the operator visually locates graphic

® Or types of source data capturing from maps. Other data types
commonly used in GIS are survey da ta, aero and satellite images, etc.
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symbols and fixes their coordinates. In the case of linear
and polygonal objects, the operator uses rectilinear
segments to approximate curvilinear contours. The
manual digitization rate is one to two objects per minute.

Interactive digitization uses special programs, which,
once the operator indicates the starting point on a line
segment, automatically follow the contours of the line
(tracing). These programs are capable of tracing relatively
simple lines. If the program cannot solve a graphical
ambiguity on the raster map, it returns a message to the
operator. Recently, vector editors capable of carrying out
this digitization process have appeared, reducing the time
consumption by a factor of 1.5 to 2. These can be called
semi-automated systems’ [1,2, 8, 9].

In theory, automatic digitization vector editors
automatically digitize all objects of a given class, leaving
the operator to correct errors in the resulting vector layers.
The most popular vector editors use this approach.
However, in practice, the high error level resulting from
any small complication in the raster map means that
alternative methods must be sought to reduce the high
volume of manual corrections. It should be noted that the
use of increasingly complex methods and algorithms for
machine recognition of cartographic objects does not
materially improve the results [1] (Cf. [4]). Why?

We suggested [1] that the answer is the development of a
system approach to automatic map digitization, which
uses the basic domination principle: "And he said unto
them, 'Render therefore unto Caesar the things, which be
Caesar’s, and unto God the things, which be God's." ™
(Cf. [2]). In the other words, methods and software should
be developed which leave to the human operator only
those tasks, which the computer cannot carry out. In the
present case, this implies a detailed analysis of all existing
map digitization processes, and the development of
software to automate all technological vectorization
operations, based on formal, heuristic, knowledge and
interactive algorithms, which can effectively be used by
the computer.

The above thesis is especially suitable for analytical GIS
in contrast to register GIS, as the former do not require an
extremely high level of geometric exactness in the
cartographic materials, whereas they do require fast
processing of a large number of vector layers. An
example of analytical GIS is a GIS developed to solve
territorial planning problems, while an example of a
register GIS is GIS developed for a cadastral system. Our
approach is effective for both types of GIS. However, the
reader may think about the analytical GIS first.

7 Notice that the interactive and semi -automated modes can coincide if
they are executed in real-time. Ot herwise we consider them as two
difTerent tasks

* The Gospel from Lukas
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An application of such system approach can greatly
enhance the outcome not only of Rr:ocas.?ing, the main
stage of cartographic image recognition, itself, but also
pre-processing (preparation of paper maps and l-heir raster
analogues) and posr-pracess_ing 9(ﬁnal processing of the
results of automatic digitization)’. Thus, in the following
three sections we shall consider all these processing as

parts of the system approach.
2 RASTER MAP PRE-PROCESSING

The main goal of pre-processing is to prepare raster
cartographic images in such a way as to simplify them
and increase the reliability of their recognition in the

automatic system.

Software for automation of the operation already 100

Notation Degree

exists

The operation can essentially be automated 75
The operation can be automated 50
The operation can partially be automated 25
The operation cannot be automated 0

Table 1. The degree of automation of raster-to-vector conversion
operations.

Pre-processing operation Degree
1. Preparation of the cartographic materials for
scanning
1.1 Restoration 0
1.2 Copying 0
1.3 Increasing the contrast of image objects 0
2. Scanning
2.1 Test scanning 0
2.2 Definition of the optimal scanning parameters 50
2.3 Final scanning 0
2.4 Joining raster facets 100

2.5 Correction of the raster image geometry by the 100
reference points

3. Preparation of the raster maps for recognition of
the cartographic objects

3.1 Edition of raster map

3.1.1 Elimination of the map notations and map 25
legend

3.1.2 Elimination of the artificial objects and 25
restoration covering by them images _

3.1.3 Restoration of the topology of cartographic 100
images in pixel level

3.2 Separation of basic colors of the graphical 75
codification on a raster map

3.3 Restoration of the color palette of a raster map 5
3.4 Stratification of raster map

3.4.1 Stratification by reduced color palette 75
3.4.2 Logical stratification of the cartographic 25
objects

Table 2. The degree of possible automation of pre-processing
operations.

* These general definitions of proces sing steps will be particularized in
Section 5
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Table 2 represents the proposed sequence of operations
for the preparation of raster maps for automatic
recognition and our very subjective opinion on their
possible automation degree, using the notations given in
Table 1",

Restoration. Paper maps subject to storage and use show
signs of wear on their surfaces; spots, scratches, and even
notations. Even maps drawn on more stable media, such
as cardboard, Mylar, organic glass, or aluminum are
subject to the same defects. These signs of wear should be
eliminated wherever possible; otherwise they impede the
automatic recognition of cartographic features.

Copying. If the designer of a GIS project has copying
equipment and the GIS is "analytical" not "register", then
both manual and automatic vectorization are usually
performed on copies of the map rather than on the
original. The advantages include preservation of the
original, parallel processing of the vectorization by
several manual operators and registration of the graphical
singularities of the objects of a given class for further
processing of the copy.

Increasing the contrast of image objects. To simplify the
process of vectorization, objects of the same class can be
highlighted on a copy of the map using a contrasting
color. Typically such marking involves enclosing linear
objects such as rivers, roads or pipelines. In practice,
outlines of polygonal objects, which do not have explicit
borders (such as bogs, bushes, etc.), and are delineated
only by dashed or patterned lines, must be drawn in. In
particular, various polygonal objects may overlap, one
represented by color, another outlined by a dashed line,
and a third by patterned lines; in such cases, the objects
must all be outlined explicitly.

Definition of the optimal scanning parameters. Both
existing research and our experience in image recognition
show that the efficiency of object identification depends
on the choice of scanning parameters. Candidates are
resolution, color palette, contrast, brightness, and visual
effects. It is known that an optimal set of scanning
parameters exists both for every scanner and for each map
to be scanned [5]. The parameter set can only be tested by
repeated test scans followed by visual or automatic
analysis of the raster images obtained. An objective
justification of the choice of optimal scanning parameters
can be obtained by statistical calculation of the raster
characteristics. Criteria for estimating the statistics can be
developed from the point of view of effectiveness of the
cartographic image recognition.

' It would be interesting in the context of present work to compare not
only the degree of automation of different procedures, but also their
relative durations. This comparison w ill be a topic of our subsequent
paper. In this work we may assume that the time is not essence for
A2R2V conversion (however it may be so for a particular GIS-
application)



Joining raster facels. The necessity of joining raster facets
arises due to two main reasons; first, large-scale scanners
are very expensive, and most users do not have access to
them, and second, the cartographic materials required for
the GIS-development often have different standards for
different scales. In the present work, we may assume that
software is available which can edge-match raster facets
with minimal errors [4, 5].

Correction of the raster image geometry by the reference
points. In practice, the raster image obtained after
scanning is not uniformly deformed, due to printing
errors, wear, scanning errors, and defects in edge-
matching. Raster transformation programs exist to
eliminate or at least minimize these defects. This has the
direct effect of increasing the accuracy of the
vectorization of the final map and the indirect effect of
ultimately improving image recognition. The general
principle of raster map correction is that of plane
transformation by reference points, i.e. displacement of
certain points of the raster map those coordinates are
known; followed by translation of the remaining elements
of the raster correspondingly. Reliability of raster map
correction is maximized when geodesic reference points
are used as the control points. A satisfactory correction to
the raster map can be provided by a coordinate grid on the
original map. In this case, if the type and parameters of
the cartographic projection are known, programs can be
developed which generate a theoretically exact system of
the reference points used for transformation of the raster
map. If neither geodesic data nor a coordinate grid are
available, larger-scale or same-scale vector maps which
have already been corrected, or satellite images
containing the reference points can successfully be used
to correct the raster map. In this case, punctual features of
the cartographic objects, such as river confluence’s, road
intersections, bridges, etc. can be chosen as control points.

Elimination of map notations and legend. After scanning,
a raster map contains much graphical information that it is
not necessary to vector, such as toponimics, annotations,
explanations, copyright notice, etc. This information must
be eliminated to simplify cartographic image recognition.
The map legend must also be eliminated, and processed as
a separate raster image.

Elimination of artifacts. Artifacts (traces of folds, stains,
scratches, dust, etc.), which contain no information, are
nearly always present on a raster map, and complicate
subsequent cartographic object recognition. A difficulty in
processing artifacts is the necessity of restoring the image
previously covered by the artifact.

Restoration of the topology of cartographic images. As a
result of printing and scanning errors, graphical images of
the cartographic objects on a raster map frequently have
topological defects. Typical defects are breaks in thin
lines, which should be continuous (such as contour lines,
rivers, etc.) and the fusion of lines that logically should
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not intersect (e.g. contour lines). Topological errors in
raster images complicate the recognition of cartographic
objects, and gross errors, which can be noted by visual
analysis of a raster map, must be corrected before the
automatic recognition procedure is begun. The difficulty
of solving this problem is increased due to the fact that
such defects are often only visible, and can only be
corrected, at the pixel level. Nevertheless, powerful
programs for correction of raster maps at pixel level
currently exist, providing hope for the solution of this
problem [1, 4, 5].

Separation of basic colors. In graphical coding systems
for cartographic information, a limited number of colors
are used for a given map. However, after scanning, a
raster map contains a large palette of colors, complicating
image recognition. Analysis of the map legend colors and
selection of the best quality segments in the raster field
aid in reconstructing the basic graphical coding palette.
Superfluous colors and their shades can then be
substituted by the corresponding elements of the basic
palette.

Stratification of raster map. A raster map, considered as a
unified heterogeneous graphical image, is suitable for
parallel human vision. In contrast, raster images,
containing homogeneous graphical information, are suited
to consecutive machine vision. Two approaches can be
used for the stratification of the original raster map: 1)
stratification by reduced color palette or 2) logical
stratification of the cartographic objects.

In the first case, maps are derived from the original raster
map which preserve only those pixels which have a
strongly defined set of colors corresponding to the images
of one class (for example, red and yellow, say, might
correspond to the icons of populated places and the color
of their outlines). In the second case, the map only
preserves fragments of general raster images
corresponding to the locations of cartographic objects of
one class (for example, railways with adjacent thin
zones).

The procedure of stratification by color is clear, therefore
let us consider here the basic features of logical
stratification of a raster map. The principle is that the
presence of a cartographic object, which must be vectored
in logically separated layers, is reliably known. Thus, the
only task left for the recognition program is specification
of the location of the object. This simplifies the problem
and increases the reliability of the solution. Logical
stratification of a raster map can be done manually. The
operator moves a window of given size and shape,
separating the fragments of the layer formed. The
efficiency of logical stratification, even when performed
manually, lies in that the main difficulty in vectoring
raster maps is visual fixing of the coordinates of an object.
In practice, this means that the operator must change the
scale of the image and fix its coordinates using the cursor,

y -
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perhaps two or three times, until a satisfactory result is
obtained. On the other hand, defining the location of the
object by specifying the size of a window is easier,
especially when it is taken into consideration that the
operator need not be concerned with any overlap of raster
map facets, since the program can correct for this.

A typical situation that may arise is that a small-scale map
already exists for a given territory. In this case, for logical
stratification of a raster map, one must use methods for
constructing buffer zones of the linear objects. These are
already available in some popular vector editors [21].

3 RASTER MAP PROCESSING

The main goal of this principal stage of automatic
vectorization of raster maps is the recognition of
cartographic images; i.e. generation of vector layers and
attribute information in electronic maps. From our point
of view, the most promising line of software development
is the development of methods, algorithms and programs
that focus on locating and identifying specific
cartographic objects. Each cartographic image has its own
graphical representation parameters, which can be used
for automatic object recognition on a raster map. The
particular attributes depend on the topological class of the
object. In traditional GIS, vector map objects are divided
into three types: points, arcs and polygons, representing
respectively punctual, linear and area objects. This
classification can easily be extended to the analysis of
cartographic images in raster maps. Objects are drawn on
thematic maps in the form of graphical symbols, which
are the same for all objects in a given group. Graphical
images have geometric (location), topological and
attribute  (quantitative and qualitative ~parameters)
information, which we can combine to form the concept
of a cartographic image. The main geographical coding
attributes of cartographic images of the three classes are
shown in Table 3.

Object Attributes of the graphical representation
Point Form
Size
Painting
Arc Type
Color
Thickness
Polygon Area Contours
Filling | Dash Crape Type
Color | Type Form Color
Color Size Thickness
Thickness Painting
Inclination | Density
Density

are all polygons. It is not an easy problem to reduce the
graphical coding elements of cartographic images to
elements that correspond to the geometric categories
"point" (a coordinate pair), "line" (a sequence of
coordinate pairs) and "polygon" (a closed set of line
segments which do not intersect and form the border of a
geometrical figure). However, the classification of
punctual, linear and polygonal objects must be preserved,
because we can omit the relative stretch of the
cartographic images in one or two directions (respectively
lines or points) with respect to the stretch of the map field.
A recognition program that recognizes, for example,
punctual objects, does not have to distinguish between the
punctual cartographic image itself or an element of a
polygon fill pattern.

Notice that there may be other graphical objects involved
in recognition of cartographic images, which are nearly
always present in raster maps. Principally, these are letters
and digits (toponimic, quantitative and qualitative
characteristics of objects). Additionally, there may be
other graphical elements in the map (footnotes to lines,
insets, etc.) It is thus convenient to use the classification
presented in Table 4.

Recognized object Cartographic images and their

elements
Point Images of punctual objects
Polygon crape
Arc Images of linear objects

Explicit polygon contours

Dashed lines

Polygon Images of polygonal objects with

implicit contours given by:

Table 3. Main attributes used for graphical coding of cartographic
images.

The classification of cartographic images is different
when the vectorization of raster maps is considered. All
objects on a raster map have area, and in this sense they
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* Filling
¢ Dash
*  (Crape
Text e  Toponimics
¢ Altitude marks of relieve
*  Road distances
e  Parameter values on the
isolines
® Passport characteristics of
geodesic points and
hydrometric posts, etc.
Additional graphics Text footnotes

Guidelines
Berg-dashes of relieve isolines
®  Circular diagrams, etc.

Table 4. Cartographic object classificati on from automatic vectorization
point of view.
An important element of the automation of raster map

vectorization is the development of an optimal sequence



of steps for cartographic image recognition, successively
eliminating elements already decoded from the raster map
field and restoring images, which were hidden by the
eliminated elements. The basic principle of this optimized
ordering must be "from simple to complex". Nevertheless,
the possibility of using information from objects already
digitized (whether manually or by an automatic system)
must be provided for in the development of a recognition
strategy. For example, the punctual layer of hydrological
monitoring posts can be successfully used for recognition
of linear elements of the river network. Moreover, the
symbols of these posts generally cover images of the
river, complicating automatic identification of the rivers.
Taking this into account, it becomes clear that
h‘ydrological monitoring posts must be vectored before the
river network is digitized. Eliminating them from the
raster map, one can use their locations and attribute data
(mainly altitude marks) to aid in recognition of elements
of the river network.

Further developing this approach, it is suggested to use
already existing small-scale vector maps for recognition
of corresponding cartographic images on large-scale
maps. A small-scale map contains generalized (in a broad
sense) information about a considerable proportion of the
objects on the corresponding large-scale map. As a rule,
the generalization involved in decreasing the map scale
consists in the simplification of the geometric shape of the
object and the elimination of a part of the object. For
example, on a large-scale map, a river is represented by a
polygon, but on the small-scale map, as a line. In general,
a given object can be expected to change in topological
type when the degree of generalization changes. Even if
the topological type of an object is preserved after
generalization, several objects on a large-scale map may
correspond to a single object on a small-scale map.
Examples of the correspondence between the objects in
maps of different scales are presented in Table 5.

Scale Examples
Fine Coarse Fine Coarse
Point Point Altitude marks of Altitude marks of
relieve relieve
Line Out of scale irrigation | Irrigation channels
massif
Polygon Out of scale habitual | Territory of
. point habitual point
Line Point Linear rows of pores _[Single pores
Line Line of electric Line of electric
transmission transmission
Polygon Line of riverbed River water area
Polygon Point Territory of water Single pores
supply
Line Territory of water Linear rows of
supply pores
Polygon Bog territory Bog regions

Table 5. Comrespondence of cartographic objects in maps of different

scales.

The use of small-scale maps solves a difficult problem in
automatic digitization: the search for objects in the whole
raster map field. In this case, a vectored object can be
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found in the nearest neighborhood of its generalized
analogue, and nowhere else.

The search zone for paired punctual objects can be
restricted to a circle with a radius defined by the
correlation between the scales of the vectored maps and
the maps used.

We suggest the use of the "caterpillar” algorithm (the
name reflects the shape of the illustrated algorithm) for
searching for paired linear objects. The caterpillar
algorithm involves the construction of a system of line
segments perpendicular to the contour of their small-scale
analogue, divided in half by it. The length of each
segment can be chosen by the correlation between the
scales of the maps used and their density, i.e. by the
curvature of the generalized line. Moreover, the search
object is located along segments constructed in this way.
The sequence of reference points of the search curve can
thus be found. The reference points obtained can be
joined by straight-line segments in an interactive
digitization system without any intervention by the
operator.

Automatic cartographic image recognition is simplified
and its reliability increased by the use of corresponding
vector layers of a small-scale map for digitization of
isoline and other regular systems of linear objects (such as
the coordinate grid, or urban blocks with linear or radial
planning). But in this case not all lines of a large-scale
map have small-scale analogues. For example, the contour
lines on a vectored 1:50,000 map may have 10m density
while on the corresponding 1:250,000 map they have 50m
density. In such a case, the contour lines that have
counterparts in the generalization (0, 50, 100, etc.) are
vectored first by the caterpillar algorithm. Next, the
"stairs" algorithm (the name reflects the shape of the
illustrated algorithm) is applied for the recognition of the
intermediate contour lines. The stairs algorithm constructs
a system of curves between each adjacent pair of already
vectored contour lines, which are perpendicular to each of
these contour lines. The density of these curves is defined
by the curvature of the basic lines, just as in the caterpillar
algorithm. Moreover, points of the adjacent contour lines
to be searched for are located along the curves constructed
in this way. Between two index contour lines, the number
of additional lines to be found is well defined (for
example, between two contour lines of 100 and 150m four
additional contour lines of 110, 120, 130 and 140m
always exist and can be found). Once all the required
reference points have been found, it is clear that they can
be joined in succession using the program tools given by
the caterpillar algorithm.

The sequence of reference points of a vectored I\
object can be copied from the layer, which contaia
corresponding punctual objects. For example, shoreline
structures (hydrometric monitoring posts, bridges, docks
etc.) can be used as reference points to digitize the
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contours of rivers and lakes. The hydrometric monitoring
posts are particularly useful here. Their coordinates and
attribute data (name of the river or lake and altitude mark)
can be used in automatic recognition algorithms for the
elements of the hydrological network on the raster map.
Notice that in this case automatic digitizing reverses the
order of operations compared to traditional techniques.
Traditionally, the operator first digitized the hydrological
network manually, and then vectored the location points
of the shoreline structures using vector-editing tools.

Operation Degree
1. Development of the strategy of automatic
digitization of raster maps

2. Definition of sound matrices of raster maps
2.1 Classification of recognized objects 0
2.2 Definition of the size, form and color filling of 75
basic sound matrices of raster maps
2.3 Estimation of statistical weights of single 75
elements of cartographic images

3. Recognition of cartographic images
3.1 Digitization of objects which have vector 75
analogues
3.2 Digitization of objects which have not 50
vector analogues
3.3 Elimination of superfluous recognized objects 0
4. Recognition of attributive data of vectored
objects

4.1 Classification of attributive information 0
carriers
4.2 Localization and identification of attributive 75
information ‘
4.3 Correction of errors of attributive data 75
recognition

5. Elimination of recognized images from raster
map

5.1 Restoration of image covered by recognized 75
object
5.2 Correction of restored image 75
Table 6. The degree of possible automation of the processing
operations.

In other words, maximal use of already existing
information (directly or indirectly related to the vectored
objects) employed as a general principle of automatic
cartographic image recognition can increase efficiency
and reliability. For example, algorithms that use digital
models of a region, and that are based on small-scale
maps can be produced for digitization of the hydrological
network. If the layers are already vectored, this can be
used to generate the sequence of reference points of the
curves to be recognized; otherwise these points can be
indicated manually as described above. This simplifies
automatic digitization and increases its reliability.
Summarizing the processing of raster maps, we notice that
the methods and algorithms used for this process must
provide complete, even redundant cartographic image
recognition to eliminate erroncous recognition of objects,
since visual control and correction of the vector layers can
be carried out more quickly than manual digitization of
missed objects.
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To conclude the discussion in this section, we notice that
the process of automatic cartographic image recognition
(processing), from our point of view, should follow the
scheme presented in the Table 6, where, as before, we
assign scores indicating the degree of possible automation
of the various steps involved in processing.

4 RASTER MAP POST-PROCESSING

The main goal of the post-processing of raster maps (after
cartographic image recognition) is an automatic
correction of vectorization errors.

For automatic correction of raster map digitization we
suggest fwo approaches: using 1) the topological
characteristics of objects in vector layers and 2) the spatial
correlation (connectivity) of the corresponding vector
layers.

The first approach is based on the fact that many
cartographic objects in the system have well-defined
topological characteristics, which can be used for the
correction of vectorization errors. Let us give some
obvious examples.

Isolines. The topological characteristics of isoline systems
(for example, contour lines) are: a) isolines are
continuous, b) they cannot intersect each other, c) each
isoline is either closed or starts and finishes at a domain
boundary, and d) polygons which cover the whole domain
without intersections can be assembled from the arcs of
the correct isoline system together with the domain
boundaries. However on a raster map these
characteristics, as a rule, may be lost due to several
reasons: a) the lines are broken where a parameter value
for a given isoline is written, b) some sections of isolines
are not well drawn in high density regions, and c) the
raster images of some isolines merge due to defects of
printing and scanning the paper maps. The "tick marks"
(small segments of fixed length, which are perpendicular
to the isolines and drawn in the direction of the decreasing
of cartographic parameter) need special consideration.
These elements of the map's graphical design, if not
recognized as the parts of the isoline system, hinder the
correct assembly of the polygons and either must be
eliminated or (better) detached in a separate vector layer.
They can be restored on the vector map and used for the
automatic attribution of polygons assembled from the
contour lines.

Hydrologic  network.  The relevant topological
characteristics of the hydrological network (rivers,
channels, brooks, etc.) are that its vector image, within the
limits of each watershed, has the structure of a simple
connected directed tree graph. However on raster maps, °
images of water bodies can be disrupted by images of
other types: area (reservoir, cities, etc.) and punctual



(populated places, bridges, etc.) that break the structure of
the hydrologic network.

Region maps. The topological characteristics of a region
map (for example, the map of political division of a
country) is that each arc, being a segment of the boundary
of a disjoint region, is either closed or starts and finishes
at another arc. Thus a correct system of non-intersecting
polygons covering the whole surface of the map can be
assembled from the boundaries of the regions, adding, if
necessary, the domain boundaries. However on the
vectored region map, the boundaries of some regions may
be discontinuous, impeding the production of the correct
map topology.

The second approach is newer and offers more potential.
It consists in using connectivity, or spatial correlations
among the various vector objects to correct the results of
automatic digitization and the attributes of raster map

cartographic images. Let us explain this by the following
examples.

Hydrosphere elements. The vectored elements of the
hydrosphere include objects of all three topological types:
polygonal (e.g. seas, lakes, reservoirs, ponds, bogs), linear
(e.g. rivers, channels, brooks) and punctual (e.g. springs,
out-of-scale reservoirs). It is clear that nearly all
hydrosphere elements have certain spatial relationships
among one other. For example, springs or lakes can be the
sources of rivers (main hydrosphere elements). Linear
river sections can connect polygonal hydrosphere
elements (extended sections of riverbeds, lakes or
reservoirs). Rivers discharge into seas or lakes. These
spatial relationships are not only necessary for a
topologically correct vector image of the hydrosphere, but
can be also used to correct automatic digitization results
of the river network, where the digitized polygonal and
punctual hydrosphere elements are available.

Relief. The relief of a region on the maps is represented
by objects of two topological types: 1) punctual
(trigonometric points, hydrometric monitoring posts,
reference points with coordinates obtained by the Global
Positioning System (GPS)), and 2) linear (contour lines,
relief features—slopes, ravines, landslides, etc.). All these
objects have correlations among each other due to their
location and in particular to the altitudes given as attribute
information.

We notice particularly the relationship between altitude
and the hydrologic network; altitude decreases
monotonically along a river in the direction of flow, thus
each contour line intersects the river either not at all or
exactly once. Due to this relationship, it is convenient to
produce the vector map of the hydrological network
before digitizing the contour lines and to subsequently use
the digitized hydrological network for correction of the
results of contour digitization.
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Road network. The road network on the map represents
roads, highways and railways of all sizes. Its elements
form a graph, the majority of those nodes represent
populated places and punctual objects of the
transportation infrastructure (e.g. bridges, tunnels, railway
crossings, docks, airports) and can be used for the
correction of results of the automatic digitization of the
road network. Moreover the construction of modemn
roadways leads to the transformation of the natural relief
of the region that, as a rule, is represented by short linear
objects, which describe the relief (e.g. embankments,
excavations). If these objects are digitized before
vectorization, then their geometrical and attribute
information can be used in the algorithms to correct
results of the automatic digitization of the road network.

Administrative and political divisions. The borders of the
administrative and political division of a territory often
follow rivers, roads and other linear elements of the
cartographic structure. Prior digitization of these elements
can be used for the correction of results of automatic
digitization of the corresponding layers of raster maps.

The examples presented in this section show that the
characteristics of intemal structure and relationships
between the vector objects can be used effectively in
automatic correction of errors of the automatic
vectorization of raster maps. In practice it means the
development of more specific software for automatic
cartographic image recognition.

Summarizing the discussion of this section, we propose
that the process of automatic correction of results of
automatic  cartographic image recognition (post-
processing) follows the scheme presented in the following
Table 7, where we show, as before, our evaluation of the
degree of possible automation of the corresponding
procedures, expressed as the scores defined in Table 1.

Operation Degree
Correction of vector layers based on peculiarities 75
of their internal topology
Correction of vector layers based on their spatial 50
and logical correlation with other vector objects
Final correction of vector layers in whole 0
electronic map system

Table 7. The degree of possible automation of post-processing
operations
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5 A2R2V
5.1 INTRODUCTION

In this section, we overview single modules of our map
interpretation system called A2R2V effected to date [3].

5.2 HOW DOES IT WORK?

A2R2V is based on semantic analysis of color images.
Semantic analysis of cartographic images is interpreted as
a separate representation of cartographic pattemns
(alphanumeric, punctual, linear, and area). Our ‘map
interpretation system explores the idea of synlheSlS.Of
invariant graphic images at low level processing
(vectorization and segmentation). This means that we ran
“vectorization-recognition” and “segmentation-
interpretation” systems simultaneously. Although these
systems can generate some errors, they are much more
useful for the following understanding algorithms because
its output is nearly recognized objects of interest.

We begun map recognition from global binarization
followed by classical OCR-identification with artificial
neural networks (ANN), supervised clustering,
knowledge-based recognition rules, and morphology-
based vectorization. To overcome the problem of labor-
intensive training, we designed simplified images. For this
purpose, we used the linear combinations of color
components or image representations (false color
technique) and binary representation composing
(composite image technique). These techniques are
application-independent. However, in the frameworks of
our approach, map recognition may be treated as a
common (application-dependent) task [6]. We followed
the concept that the important semantic information
necessary (o interpret an image is not represented in single
pixels but in meaningful image segments and their mutual
relations [8].

We set forth a conception of composite image
representation and decomposition. The main goal of
image decomposition consists of the object linking by its
associated names. We use an image synthesis based on
object-fitting compact hierarchical segmentation [10]. We
perform  composite  representations (or  simply,
composites) of the source image by means of a reduced
number of color or tone components and segments. In this
manner, visually perceived objects are not eliminated and
the image's semantics is preserved. The image’s
semantics in this context corresponds to the association of
segment fields of different hierarchical levels being
identified with identifying conceptions from the subject
domain. For example, detection of a segment set
identifying a coastline or highway becomes semantically
meaningful. Further, this set of segments is renamed as

LA 1%

“coastline”, “highway”, etc.
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The composite images form a “book” in which the objects
of interest can be found and recognized on appropriate
page(s). Thus, a “page number” defines the method of
thresholding and some tuning parameters (Figure 1).

- Ay ) s \
- - - ) .

Figure 1. Source image (top) and some “pages” of a “book™ of
composite images

5.3 SACR

SACR is System of Alphanumeric Character Recognition.
We use the false color technique of image segmentation
[11], which we aim to separate alphanumeric characters
(for subsequent recognition) into raster-scanned color
cartographic maps, using model of color RGB. Note that
this is a very difficult problem because there is either text
embedded in graphic components, or text touching
graphics. The processed images only maintain pixels that
truly belong to objects we wish to segment, eliminating
all pixels not of interest that are produced by noise or
obtained due to erroneous selection of scan parameters

(Figure 2).
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Figure 2. (a) - source image; (b) - segmented image

The following identification of segmented objects is -
particular, previously prepared application. We first build
the strings of characters and use a set of ANN for



identification of single letters and gazetteers (toponimic
dictionaries) for word identification.
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Table 8. (a) - 16 selected fonts for testing previously trained ANN; (b) —
example of inclination of the ch aracters Abadi MT Condensed Light
font in the sizes of 13 +17 points

Moreover, ANN are previously trained on a set of
artificially created characters of different fonts, sizes,
inclinations, etc. (Table 8). However, we apply these
ANN to identification of real characters into cartographic
images using 1,025 alphanumeric characters (upper and
low cases, different fonts, sizes and inclinations) extracted
from real raster maps. 95.5% of which were successfully
recognized by the system. A gazetteer is used to verify

either an identified string of characters forms meaningful
word, or not [3].

5.4 SPOR

SPOR is System of Punctual Object Recognition. This
nearly full automatic system, which generates vector layer

of punctual cartographic pattems (Figure 3), is described
in detail in [1].

“Blue” palms pixel coordinates:
(547,375); (572,378); (590,408);
(643,411); (709,417); (697,443)

(b)

Figure 3. (a) - recognized “blue” palm re storation (in white) over source
image; (b) - pixel coordi nates of recognized palms

S.5SSLOR

SLOR is System of Linear Object Recognition. This is
mainly semi-automated system that provides full image
treatment: pre-processing (image enhancement and
segmentation), processing (a set of supervised identifiers
and knowledge-based recognition rules), and post-
processing (morphology-based vectorization). Thus,
human-machine interaction is optimized [3]. A result of
full processing of linear cartographic pattems is shown in
Figure 4.
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Figure 4. (a) — source image; (b) — vector image of rivers; (c) —
associated to (b) vector database

5.6 SAOR

SAOR is System of Area Object Recognition. A result of
application of composites to an administrative map is
shown in Figure 5.
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Figure 5. (a) — source image; (b) — recognized polygons
5.7 COMMENTS AND SECTION 5 SUMMING-UP

(a) We used OCR-identification with ANN in SACR and
SPOR systems only, training ANN on sets of artificial
characters, but applying them to real map characters; (b)
We used perceptron multi layer-multi neuron feed-
forward to recognize alphanumeric and punctual
characters. In the first segmentation, we selected and
labeled the connected components to be analyzed by
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ANN; (c) If characters touch graphics, we developed a
method to separate and further recognize touching
symbols [3, 11]; (d) Size of training set is 95,000 samples;
(¢) ANN have a special output to show shapes that do not
appear to be characters of interest; (f) Linear character
recognition does not use OCR; (g) Composites provide
area character recognition because segmented area objects
are labeled by the system in same, but are different for
each type of objects, gray-level values (Section 5.6).

The processing of spatial data is a complicated interaction
of the hardware, software, data, methods and pCOPle.
Following to [7], GIS is a computer system that consists
of a database in which the spatial and descriptive
information of geographical environment as a part of the
real world is stored. Moreover it permits the input,
maintenance, analysis, transformation, manipulation and
representation of spatial data of some geographical point.
The basic element of any GIS is a set of vector
cartographic maps. Note that some popular commercial
systems are very expensive and often ugly to perform
problem-oriented applications due to the absence of
format standards, ill representations of spatial databases
or impossibility to process color images.

We design A2R2V as a multi-environment system, which
does not depend on particular data format and oriented to
process color raster-scanned images. Its GUI is described
as follows. At low level, it has the modules of automatic
recognition of alphanumeric, punctual, linear and area
objects into raster-scanned color cartographic images',
which have been programmed in C. Thus, a database with
quantitative, qualitative and nominal features is associated
to each recognized visual object! At the intermediate
level, a JAVA module supports correct conversion of
corresponding database to be processed at high level in
one of the environments: UNIX, LINUX or Windows.
Hence the user of our system should not seek for unified
or particular representation of spatial databases in an
environment, but only chooses most convenient one from
given three. We are now developing a decision making
tool to support most adequate to particular GIS-
application user’s choice.

In this scction, we presented a system for automatic
interpretation of raster-scanned color cartographic maps.
The highlight of our system is two “intelligent” color
image segmentation techniques. They are followed by a
set of identifiers that includes classical OCR-
identification, supervised clustering, knowledge-based
recognition rules, and morphology-based vectorization.
The identifiers and vectorization worked well because
they receive as input from the segmentation step nearly
recognized objects of interest (alphanumerical, punctual,
linear, and area). In our experiments, we used complex
raster-scanned color cartographic images, which, being

" In the other words, these modules provide raster-to-vector automatic
conversion of scanned color cartographic images.
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intermediate between drawings and natural images
provide a nearly ideal model for testing because they have

characteristics of both [3).

At the same time, automatic interpretation of color
cartographic images presents certain difficulties for state-
of-the art in image processing and also artificial
intelligence. A set of vector maps that one can expect as
an output of such interpretation is very useful for
Geographical Information Systems, new map production,
and old map actualization. However, it appears unrealistic
to obtain a fully automatic computer-based interpretation
system free of errors [1-2, 12-16]. Additionally, please
note that high efficiency of interpretation is required for
vector map production and actualization first. It seems
reasonable to obtain in both cases 90+95% successfully
recognized objects. This is to avoid excessive work on
corrections of errors produced by the computer system
that can sometimes be greater than manual raster-to-
vector conversion [17].

We believe that only a system approach to the problem
can be fruitful. In the context of the A2R2V system, this
means first, decomposition of source image by multiple
hierarchical components to achieve a stable, accurate
representation in the presence of degraded images.
Second is segmentation with mutual recognition of
appropriate primitives, Third is the development of a
unified knowledge-based learning and self-learning
system with optimal human-machine interaction for color
cartographic image treatment. Our future research will be
concerned with this approach.

Finally, attempting to answer the question stated in
Introduction, we define the degree of automation of each
module of A2R2V system (in terms of system’s errors
based on our experimentation) as follows in Table 9'%.

A2R2V module Degree of participation (%
Human Machine
SACR 5+15 85+95
SPOR 5+10 90+95
SLOR 5+30 70+95
SAOR <15 > 85

Table 9. Which part of conversion process do the operator and which
part by the machine carry out?

6.CONCLUSIONS

Summarizing the analysis of the process of automatic
raster map digitization we notice that this problem is of
great current interest and we conjecture that the most
promising line of progress towards its solution lies in
successively increasing automation of the separate links
of the system approach considered here. We suggest as a

" In this work we keep away an important problem of quantitative
estimation of the efficiency of the conversion system [2, 18-20]. This
problem will be considered in a s ubsequent paper (Cf. footnote 5)



main principle of such automation, maximal use of
already existing and reworked vector and attribute
information in the preparation, digitization and correction
algorithms of each succeeding vector layer. This
information can be organized and effectively used as a
knowledge base in the conversion system. Thus, the
system approach presented here can be combined with
knowledge-based approach to R2V conversion. We
already included into A2R2V system some elements of
“intelligence” to increase its effectiveness. The following
examples illustrate this statement: 1) a simple idea to use
the gazetteers in SACR increased significantly that system
efficiency; 2) the knowledge-based recognition rules
combined with morphology-based vectorization in SLOR
led to automatic generation of vector databases associated
to linear cartographic patterns; 3) the use of knowledge
allows to run simultaneously “low-intermediate-high level
processing” as in the false color and composite
techniques. Now we develop the “fine-to-coarse scale
technology” of the conversion in which the “knowledge”
of cartographic patterns into small-scale map aids in
recognizing the corresponding patterns into large-scale
map of the same territory.

[2] stated that an efficient R2V conversion system is not
Just a union of its parts, but their complex interaction that
defines the effectiveness of the system. From our point of
view, the best way to design that interaction is the use of
knowledge.

REFERENCES

[1] S. Levachkine and E. Polchkov, Integrated
technique for automated digitization of raster maps,
Revista Digital Universitaria, 1(1), 2000, on-line:
http://www revista.unam.mx/vol.1/artd/ (ISSN:  1607-
6079)

[2] E. Bodansky, System approach to a raster-to-
vector conversion: From research to commercial system,
In: Levachkine, S. Bodansky, E., Ruas, A. (eds.), e-
Proceedings of International Workshop on Semantic
Processing of Spatial Data (GEOPRO 2002), 3-4
December 2002, Mexico City, Mexico (2002) (CD ISBN:
970-18-8521-X).

[3] S. Levachkine, A. Velazquez, V. Alexandrov and
M. Kharinov, Semantic analysis and recognition of raster-
scanned color cartographic images, Lecture Nofes in
Computer Science, Vol. 2390, 2002, 178-189.

[4] S. Ablameyko, T. Pridmore, Machine
Interpretation of Line Drawing Images, Technical
Drawings, Maps, and Diagrams (Ed.: Springer-Verlag,
Berlin-Heidelberg-New York, 2000).

[5] S. Levachkine, Digitalizacion automatizada de
mapas raster, Revista Digital Universitaria, 1(0), 2000,
on-line:

hitp://www.revista.unam.mx/vol. 1/ar{3/arti3.html/ (ISSN:
1607-6079)

© Levachkine GEOPRO 2003 — ISBN: 970-36-0103-0

[6] D. Doermann, An introduction to vectorization
and segmentation, Lecture Notes in Computer Science,
Vol. 1389, 1998, 1-8.

(7] M. F. Goodchild, Geographical Information
Science, International Journal of Geographical
Information Systems, 6(1), 1992, 31-45.

(8] Definiens Imaging GmbH e-Cognition: Object
Oriented Image  Analysis.  http://www.definiens-

imaging.convecognition/
[9] Able Software Co.: R2V

http://www ablesw.con/r2v/

[10] V. Alexandrov, M. Kharinov, A. Velazquez and
S. Levachkine, Object-oriented color image segmentation,
Proc. IASTED International Conference on Signal
Processing, Pattern Recognition, and Applications
(SPPRA 2002), Crete, Greece, June 25-28, 2002, 493-498.
[11]  A. Velazquez, H. Sossa and S. Levachkine, On
the segmentation of color cartographic images, Lecture
Notes in Computer Science, Vol. 2396, 2002, 387-395.
[12)] G.K. Meyers and C.-H. Chen, Verification—
based approach for automated text and feature extraction
from raster-scanned maps, Lecture Notes in Computer
Science, Vol. 1072, 1996, 190-203.

[13] M.P. Deseilligny, R. Mariani and J. Labiche,
Topographic maps automatic interpretation: Some
proposed strategies, Lecture Notes in Computer Science,
Vol. 1389, 1998, 175-193.

[14] F. Dupont, M.P. Deseilligny and M. Gonrad,
Automatic interpretation of scanned maps: Reconstruction
of contour lines, Lecture Notes in Computer Science, Vol.
1389, 1998, 194-206.

[15] S. Frischknecht and E. Kanani, Automatic
interpretation of scanned topographic maps: A raster-
based approach, Lecture Notes in Computer Science, Vol.
1389, 1998, 207-220.

[16) J.G.M. Schavemaker and M.JL.T. Reinders,
Information fusion for conflict resolution in map
interpretation, Lecture Notes in Computer Science, Vol.
1389, 1998, 231-242.

[17)  Parcel mapping using GIS. A guide to digital
parcel map development for Massachusetts Office of
Geography Information and Analysis for MASSGIS.
August 1999: http://umass.edw/tei/ogia/parcelguide’

(18] H. Osamu, D.S. Doermann, Quantitative
measurement of the performance of raster-to-vector
conversion algorithms, Lecture Notes in Computer
Science, Vol. 1072, 1996, 57-68.

[19] L. Wenyin, and D. Dori, Genericity in graphics
recognition algorithms, Lecture Notes in Computer
Science Vol. 1389, 1998, 9-20.

[20] P. Ishan, Liang Jisheng, A.K. Chhabra, R.
Haralick, A performance evaluation protocol for graphics
recognition systems, Lecture Notes in Computer Science
Vol. 1389, 1998, 372-389.
[21]  Resident Ltd.:
http://www.resident.ro/

MapEdit

33




TEXT/GRAPHICS SEPARATION IN RASTER-SCANNED COLOR
CARTOGRAPHIC MAPS

Aurelio VELAZQUEZ', Serguei LEVACHKINE?
"Instituto Mexicano del Petréleo
Eje Central Lazaro Cardenas 152, México D. F. 07730, MEXICO
avelaz@imp.mx
?Centro de Investigacion en Computacién-Instituto Politécnico Nacional
U.P. Adolfo Lépez Mateos, Edif. CIC, México D.F. 07738, MEXICO
palych@cic.ipn.mx

ABSTRACT

In this paper, we propose a method to separate and
recognize to the fullest extent possible those characters
that are touching or even overlapping each other. The
characters are processed in raster-scanned color
cartographic maps. The map is segmented first to extract
all text strings including those that are touched other
symbols and strokes. Second, OCR-based recognition with
Artificial Neural Networks (ANN) is applied to define the
coordinates, size and orientation of alphanumeric character
strings in each case presented in the map. Third, four
straight lines or a number of curves computed in function
of primarily recognized by ANN characters are
extrapolated to scparate those symbols that are attached.
Finally, the separated characters input into ANN again to
be finally identified. Experimental results showed 95+97%
of successfully recognized alphanumeric in raster-scanned

color maps.

KEY WORDS
Cartographic Color Map, Text Segmentation, Character
Recognition, Artificial Neural Networks.

1. INTRODUCTION

The maps such are electrical schematics, cartographic
color maps, topographic maps, cadastral maps,
engineering drawings, technical illustrations, public
service maps and other thematic maps contain a lot of text.

Cartographic color maps are plenty of punctual, linear and
area objects. With points, lines and areas a map is able to
model the real world and the man-made boundaries, using
a map scale, which is a ratio of distance on the map to
distance on the Earth. To describe those objects there can
be used symbols (portrays) and labels (alphanumeric
characters) presenting a great variety of features, some of
them in equal shape but in different color. Different colors
are used to represent different objects, including a number
of character’s fonts. These can be colored and following
different paths in all kind of angles.

The process of development of a Geographical
Information System (GIS) includes the selection of the
paper and raster maps for vectorization Levachkine et al.
[1]. To be included into GIS, the paper maps should be
changed to a computer readable format, normally a raster
format. After that, the raster maps can be converted into
vector format that is most adequate to GIS-applications. In
the context of raster-to-vector conversion of graphical
documents, the problem of text recognition is of special
interest, because textual information can be used for
verification of vectorization results (post-processing).

The retrieval of all presented elements in a map can be
made manually or by means of a computer system. In the
former case, the map is scanned in a raster format and then
converts to vector. Before a raster-to-vector conversion a
map segmentation and recognition are usually employed.

General frameworks. The text segmentation and its
subsequent recognition in raster images are very difficult
problems because, in general, there is either text embedded
in graphic components, or text touching graphics
Doermann [14]. These challenging problems have been
received numerous responses from the graphic recognition
community Nagy [15]. However, there have not been
developed efficient programs that solve the task
automatically. Thus, the main idea of the most works is to
put the operator in the loop. As proposed, for example, by
Ganesan [16), the operator can draw line through the text,
marking it as text and revealing its orientation all in one
step. Fletcher et al. [17] and Tan et al. [18] developed the
algorithms to extract text strings from text/graphics image.
Both methods however assume that the text does not touch
or overlap with graphics. For maps, the problem is much
more complex since the touching or overlapping as well as
many other character configurations are commonly
presented in maps. Cao et al. [20] proposed a specific
method of detecting and extracting characters that are
touching graphics in raster-scanned color maps. It is based
on observation that the constituent strokes of characters
are usually short segments in comparison with those of
graphics. It combines line continuation with the feature
line width to decompose and reconstruct segments
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underlying the region of intersection. Experimental results
showed that proposed method slightly improved the
percentage of correctly detected text as well as the
accuracy of character recognition with OCR.

Segmentation. Applying color and spatial attributes to
segment thematic maps, Silva [2] used a 300-dpi
resolution in a RGB color system to perform a Karhunen-
Loeve transformation. Luo et al. [3] used the directional
morphological operations. They coded images by run-
length-encoded as an enchained list, deleting the text that
is represented by lines, and finally subtracting the new
image from the original one to obtain an image with text
without lines. In [4], Li described the Comb algorithm
based on the best common structure of local minima found
at a moment to search for global minima. He used the
concept of maximum a posteriori (MAP) and Markov
random fields (MRF) as the frameworks. To segment text
from engineering drawings Adam et al. [11] used Fourier-
Mellin transform in a five-step process. Using a heuristics,
they found broken chains. In [12], Hase et al. described a
three-step algorithm of segmentation called “multi-stage
relaxation”. However, they do not recognize characters. In
[5], Levachkine et al. used false colors in a RGB model.
They applied different combinations of R, G and B basic
colors to segment map objects, and then a neighborhood
analysis to recover or eliminate pixels.

Extraction and recognition. Some proposals for character
extraction and recognition to be mentioned are as follows.
In [6]), Myers et al. described the verification-based
approach for automated text and feature extraction from
raster-scanned maps. They used a gazetteer to propose a
forecasting hypothesis, which characters are in labels and
where is their position in the map, having the information
from other map in a different scale. Character and text
boxes are used in [7] by Wenyin et al. The authors
considered only horizontal and vertical text in which a
character box is a rectangle with rate sides are no larger
than 10 pixels to join character boxes. Thus, they built the
text box that can grow horizontally or vertically under a
threshold to fit the letters. Using directional morphological
operations Luo et al. 3] separated the text from lines but
not from curves. Deseilligny et al. [8] proposed different
knowledge levels to solve the task. They begun with an
analysis of related components (semiologic), then built the
character chains (syntactic), detected related characters
(higher semiologic level) and, finally, following the
natural language rules corrected the text (semantic). Using
templates Friscknecht et al. [9] linked them with symbols
and characters. The approach does not require the
complete template. It is pondered and hierarchically built.
To retrieve street names Nagy et al. [10] used one of the
four black layers. Taking the hue component from a HSV
model for segmentation, they subtracted the street layer
from the black layer and then made a connected
component analysis to distinguish text characters. An
efficient system to recognize characters by means of
adaptive ANN is described in [13] by Veldzquez et al. To
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train ANN, they used characters from a word processor in
different fonts, sizes and inclinations by applying them to
identify a great variety of characters in cartographic maps.

The rest of paper is organized as follows. In Section 2, we
describe an alphanumeric segmentation-recognition
system. In Section 3, we consider a case of touching and
overlapping characters presented in raster-scanned color
cartographic maps. A method (V-lines and V-curves) to
separate and further recognize the touching and
overlapping characters is described in this section as well.
Section 4 contains paper’s conclusion.

2. SEGMENTATION OF OVERALL MAP
CHARACTERS

A raster map has to be segmented first. All its elements
should be retrieved with their coordinates and features,
and then sent to the corresponding thematic layers. These
layers could be symbols, rivers, landmarks, roads,
railroads, pipelines, isoclines, natural and artificial
surroundings, words and numbers, lakes and other
punctual, linear and polygonal bodies.

Cartographic maps are the most complex graphical
documents due to the high density of information that they
contain. A typical example is shown in Figure 1 (RGB
image). There are labels of different types, sizes,
orientations and colors, roads, rivers, symbols and
artificial surroundings. Some strokes are touching each
other’s.
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Figure 1. Example of color cartographic map with different types of
characters.

To obtain a binary image from color image, the former
must be changed to a gray-level. One way to make this
change is to convert the RGB model to the Y/Q model,
where the luminance (Y) is a gray-level image. Another
way is to average the R, G and B values. Figure 2 shows
the gray-level image obtained from the image of Figure 1.
In this work, we used both conversion procedures as well
as their combination as described in [5].
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Figure 8. V-lines to scparate the lctter 'S’ from the symbol is bellow it.

A similar process to separate the letters 2" and 'o' from ﬂ}e
letter 'S" is below them is applied to the image shown in
Figure 7d to obtain the whole word "Ochentaiunoz' ,(a
special process is required to separate the ‘n’ from the “0”).
Used lines for this task are shown in Figure 9.

— Tl L ETE o

Figure 9. V-lincs to scparatc the letters 'n' and ‘o’ from the letter *S” are
below them.

If the upper case characters are not horizontal, we can
trace a diagonal rectangle following the same angle that
those letters have. In figure 10, the first ‘S” is touching the
river’s line which name is ‘BALSAS".

Figure 10. Labcl of ‘BALSAS river is touched the line of the river by the
first letter *S".

With the other five letters, we can build a rectangle that
covers all the word letters. Using the upper and lower
pixels from the first and last characters of the chain, we
compute their mean value obtaining two points to trace a
line with them as shown in Figure 11.

Then the left or upper (if the chain is vertical) point is
moved one pixel up and one left so that we have two new
points, the right or lower point is moved one pixel down
and one right so that there are four points for the first
dynamic rectangle.
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Figure 11. Starting with a linc following the label’s angle, a dynamic
rectangle is built.

Computing the position of each character in the largest
lines, we can find if there are outside pixels. The shortest
lines are used for the same purpose with the first and last
characters. If there are outside pixels in a line, it is moved
one pixel in corresponding direction. If more than one line
has outside pixels, all those lines are moved. The process
is continued until no more outside pixel are found.

Now, it is possible to identify the missing letter using only
the pixels inside of the rectangle box, sending it to ANN
and testing the word ‘BALSAS’ in the gazetteer.

On the other hand, for upper case letters, four lines should
be computed. Figure 12 shows the word ‘Chicaydin’
touching a line of the river labeled for it.

Figure 12. Label of *Chicaydn’ river is touched'the line of the river with
the letter ‘a’".

Using the procedure employed for capital letters, it is
possible to construct a rectangle as shown in Figure 13.
The largest lines will be used to find the four V-lines, if
they are present. Normally, three of them are present.



Figure 13. First, it is nccessary to build a rectangle as it was made with
capital letters.

Each line should be moved with pixel-by-pixel procedure
until it is reached the next numbered level. An additional
adjustment is made: each ending point is moved up three
pixels and the line that better fits one of the inner lines is
selected as the “leader”. To the other three lines, if exist,

we assign the same angle that the leader has. Figure 14
shows these lines.

Cutting the label with line one, the missing letter can be
analyzed. It could be recognized as a letter ‘d’, but the
word ‘Chicaydn’ does not exist in gazetteer. Thus, we
attempt now with line two. Then, the letter can be

interpreted as an ‘a’ and the word ‘Chicayan’ is already in
the gazetteer.

Figure 14. Four lines to ungluc letter *a’ from the riverbed.

There are other manners in which objects can touch an
alphanumeric character: at its left or right, at its top or
bottom as in example shown in Figure 15, where letter ‘M’
is touched at its left by a state boundary.
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Figure 15. The word is touched at one extreme of the chain.

The V-lines are not helpful themselves to separate the
characters. However, the V-lines are useful to build a
“growing” rectangle that is fitted to the character’s pixels,
identifying the characters with the ANN and using the
gazetteer until it matches with a correct word. The
growing rectangle is shown in Figure 16.

Figure 16. “Growing” rectangle to identify the letter *M”.

To build the rectangle, we employ the following steps: 1)
if the character is at left, we start at the beginning of the
first letter. At this moment, we have lines two, three and
four; there is another line, the second from the top to
bottom. We use a tolerance of one third of the distance
between lines two and three. A perpendicular line, that
begins at line three plus tolerance and ends at line two
minus tolerance, is moved left until an appropriated pixel
is found, 2) the line moved is the first line of the rectangle.
Other is formed by copying this line two pixels left. The
other lines are two and three, unless there are pixels
outside those lines, but inside of the tolerance. The first
line found is the “anchor”, all others can be removed, and
3) left line is moved pixel-by-pixel. There could be a
motion of upper or lower lines always inside of the
tolerance. Each time the line is moved, the pixels in the
rectangle are analyzed and tested by ANN and the
gazetteer. The process is continued until a correct word is
found or the distance between the line and the anchor is
more than one and half times of the distance between
upper and lower lines.

Unfortunately, there are some man-made errors on the
maps and, even though our method outputs the complete
chain of characters, the word could be misspelled. Figure
17a shows a word where letters ‘/” and ‘n” are touched by
two lines. After the processing with V-lines shown in
Figure 17b is applied the chain “Tulacingo™ is built, but it
is not in the gazetteer, because the right word is
“Tulancingo” in which the letter ‘n” was missing. This
error can be corrected by another procedure [22].

) L & s
- T : - LE- lc ' - - g :
F Oatagh =+ it s
Figure 17a. Original chain touched two arcs of a boundary.
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Figure 17b. Characters were unglued and the chain ‘Tulacingo® was
build.

On the other hand, some labels are nearly impossible to
detect because the background features are too close to
their own features. Figure 18a shows such a label and
Figure 18b shows its binary image with the damaged

characters hard to identify.

i N S

Figure 18b. Binary image of Figure 18a, showing distorted
characters.

Another example is shown in Figure 19. It is impossible to
detect, in automatic way, the chain of characters because
all of them are touched other elements.

=
a)
Figure 19. Original image a) and its binary represcntation b),
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In last two cases the operator intervention is certainly
required as of the philosophy by Bodansky [23] or (better)
by Gelbukh et al. [22].

V-curves. Take a look to Figure 20a. It displays a
curvilinear text associated to a riverbed with the letter ‘g’
touching the line of the river (Figure 20b shows
corresponding binary image).

Figure 20a. Color image with a curvilincar text “Tulancingo”™ (name of
the river).

Figure 20b. Binary image of Figure 20a.

An application of V-lines method is difficult in such a
case. However, we can use the following procedure that
we call V-curves to solve the task. The text is divided into
blocks of fixed (or nearly fixed) inclination. To each block
the V-lines method is applied. Thus obtained lines are
connected by a linear extrapolation, forming linear splines.
These splines are V-curves. The following steps are
similar to those that were used in V-lines method.

Because of the paper space limit we have to stop our
explanations on V-curves method. Probably, it will be a
topic of our subsequent paper.



4. CONCLUSION

In this paper, a method to separate and recognize touching
and overlapping characters in raster-scanned color
cartographic images has been developed. The method
performs the process to segment the character layer and
most valid (or “geographically meaningful”) words are
built. Though some words cannot be obtained complete,
the system is able to suggest one word from a gazetteer to
support the operator to resolve the ambiguous cases. OCR-
based recognition procedure with ANN applied to the case
of study possesses some peculiarities. ANN were tested
first with synthetic characters. Among 18,432 synthetic
samples, 23 were not recognized, giving 99.87% of
successfully recognized characters. After that the same
ANN were employed for the characters of cartographic
maps on a set of 2,125 samples. The results gave 93.21%

of success. These results were improved with the V-lines
to some 96.73%.
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ABSTRACT

Graphical documents such as cartographic maps contain a
great variety of textual elements appearing in different
spatial positions, in different fonts, sizes, and colors,
touching and overlapping graphical symbols. This greatly
complicates automatic optical recognition of such textual
elements in the process of raster-to-vector conversion of
graphical documents. In this work, we propose a method
that combines OCR-based text recognition in raster-
scanned maps Wwith heuristics specially adapted for
cartographic data to resolve the recognition ambiguities
using various sources of evidence. Our goal is to form in
the vector thematic layers geographically meaningful
words correctly attached tothe cartographic objects..

KEY WORDS

Raster-to-Vector Conversion, Geographic Information
Systems, Optical ~Character Recognition, Spelling
Correction

1. INTRODUCTION

Huge amount of geographic information collected in the
last centuries is available in the form of maps printed or
drawn on paper. To store, search, distribute, and view
these maps in the electronic form they are to be converted
in one of digital formats developed for this purpose. The
simplest way of such conversion is scanning the paper
map to obtain an image (a picture) stored in any of the
raster graphical formats such as TIFF, GIF, etc. After that,
a raster-to-vector conversion can be applied to include
obtained vector maps into a Geographic Information
System (GIS).

Serguei LEVACHKINE
t Image Processing and PR Lab, Centre for Computing
Research-IPN, UPALM Zacatenco, Ed. CIC,
Mexico City, 07738 MEXICO
E-mail: palych@cic.ipn.mx

Though raster representation has important advantages in
comparison with the hard copy form, it still does not
allow semantic processing of the information shown in

-the map, for example:

» Search for objects: Where is Pittsburgh? What large
river is there in Brazil?

* Answering questions on the spatial relations: Are
Himalayas in China? Is Nepal in Himalayas? Is a
part of Himalayas in China?

* Generation of specialized maps: Generate a map of
railroads and highways of France.

* Scaling and zooming: Generate a 1:125 000 map of
Colombia. Now, show more details at the point under
cursor.

» Compression: Objects such as points, arcs, or areas
can be stored much more efficiently than pixels

Note that these are semantic tasks rather than image
manipulation. E.g., when zooming in or out, objects and,
most importantly, their names should appear or disappear
rather than become smaller or larger. Indeed, when
zooming out the area of London, the name Greenwich
should not become small to unreadable but should
disappear (and appear in an appropriate font size when
zooming in).

This suggests storing and handling of a map as a database
of objects (points, arcs, areas, alphanumeric, etc.)—vector
database—having certain properties, such as size,
geographic coordinates, topology, and name. Specifically,
the name of the object is to be stored as a letter string
rather than a set of pixels as originally scanned from the
hard copy. Thus, such vector representation can solve the
listed above semantic tasks, but only to some extent [1].

* Work donc under partial support of Mexican Govenment (CONACYT, SNI, IPN), Korcan Govemment (KIPA Professorship for Visiting Faculty
Positions in Korca), and ITRI of the Chung-Ang University. The first author is currently on Sabbatical leave at Chung-Ang University.
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However, automatic recognition of such strings
(toponyms) in the raster image of the map presents some
particular difficulties as compared with the optical
character recognition (OCR) task applied to standard texts
such as books:

e The strings are out of context, which prevents from
using standard spelling correction techniques based
on the linguistic properties of coherent text. Often
such strings are even not words of a (modern)
language, which further limits applicability of the
standard linguistic-based spelling correction methods
[12].

¢ The background of the string in the map is very noisy
since it can contain elements of geographic notation
such as shading or hatching, cartographic objects
such as cities or rivers, and even parts of other
strings, e.g., name of a city inside of the area covered
by the name of the country; see Figure 1.

¢ In addition, the letters of the string are not properly
aligned but instead are printed under different angles
and along an arc; this happens with the names of
linear and area objects, e.g., rivers or countries; see
Figure 1.

*  Unlike standard task, in toponym recognition it is not
only required to recognize the string itself but also to
associate it with a specific cartographic object, e.g.,
city, river, desert, etc.

J{/J(/ﬂffjiﬁ'??h;z?‘
1IN
A

Figure 1. Intersection of string in a map

On the other hand, in many cases additional information
is available that can give useful cues for ambiguity
resolution. One of such information sources is existing
databases (usually available from the country
Government, postal service, etc.) providing spatial
relationships between entities (e.g., a list of cities
classified by administrative units) or even exact
coordinates; see [14] for extensive discussion of this
topic.

In this paper we discuss how such additional information
can be used to workaround the problems arising in
recognition of the inscriptions in the maps, associating
them with specific cartographic objects, and importing
information on these objects from available databases.

© Gelbukh et a/ GEOPRO 2003 — ISBN: 970-36-0103-0

First we describe the general scheme of our method. Tha
we discuss various sources of evidence taking into
consideration, when available, in error detection and
correction: information of the existing names and
linguistic information, on the distribution of the letters o
the string in the source raster image, and pre-existing
geographic information such as coordinates of objects.
Then global verification of consistency of the recognitim
results is described. Finally, conclusions are drawn and
future work directions are outlined.

2. PREVIOUS WORK AND PRESENT
PAPER OVERVIEW

The text segmentation and its subsequent recognition in
raster images are very difficult problems due to the
presence of the text embedded in graphic components and
the text touching graphics [2]. These challenging
problems have received numerous contributions from the
graphic recognition community [3]. However, there have
not been yet developed any efficient programs to solve the
task automatically. Thus, in the most works human
operator is involved. For exanple, [4] proposes that the
operator draws a line through the text, marking it as tex
and revealing its orientation.

In [5] and [6], the algorithms are developed to extract tex
strings from text/graphics images. However, both
methods assume that the text does not touch or overlap
with graphics. For maps, the problem is much more
complex, since the touching or overlapping as well as
many other character configurations are commonly
presented in maps. That is why [7], [8], and [9] developa
the methods for text/graphics separation in raster-scanned
(color) cartographic maps.

In [9] a specific method of detecting and extracting
characters that are touching graphics in raster-scanned
color maps is proposed. It is based on observation that the
constituent strokes of characters are usually shot
segments in comparison with those of graphics. I
combines line continuation with the feature line width to
decompose and reconstruct segments underlying the
region of intersection. Experimental results showed tha
proposed method slightly improved the percentage d
correctly detected text as well as the accuracy of character
recognition with OCR.

In [7] and [8], the map is first segmented to extract all text
strings including those that are touched other symbols and
strokes. Then, OCR using Artificial Neural Networks
(ANN) is applied to output the coordinates, size, and
orientation of alphanumeric character strings present in
the map. Then, four straight lines or a number of curves
computed in function of primarily recognized by ANN
characters are extrapolated to separate those symbols that
are attached. Finally, the separated characters are inpu
into ANN again for their final identification.
Experimental results showed 95-97% of successfully
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recognized alphanumeric symbols in raster-scanned color
maps.

In the present work, we use the output obtained with this
method in combination with pre-existing geographical
information in semantic analysis of ambiguities for
“geographically meaningful” word formation. We focus
on text processing rather than image processing.

The proposed system is based both on the traditional
techniques used in the general-purpose OCR programs
and on the techniques we developed especially for
cartographic maps. In particular, Section 5 deals with the
problems and solutions common to any OCR task.
However, even in these cases there are some differences
with respect to the usual OCR situation. The algorithm
described in Section 5.1 (check against a dictionary of
existing words) in our case has to deal with much more
noisy strings than usual OCR programs developed for
clean black-on-white running text. The same can be said
of Section 5.2 (non-uniform spatial letter distribution): in
maps the letters are often placed at significant distances
one from another, cf. Figure 1; as well of Section 5.3
(check against the general laws of a given language):
maps have many foreign or indigenous words that do not
conform to the main language of the given territory.

In contrast, Section 4 is specific for maps. In Section 4.3
(check against geographic information such as expected
coordinates) the consistency with the available
information about the location of an object is used, which
is specific for cartographic maps. Also the information on
the expected type of the object (river, mountain, etc.) is
used. In Section 4.4 (global consistency check) it is
verified that each object is recognized only once. These
techniques do not have direct analogs in standard OCR
research and thus are contributions of our paper.

Finally, we do not use many techniques standard for usual
text OCR, which are applicable to running text but not to
toponyms in maps, for example: morphological and
syntactic analysis, semantic consistency verification [13];
paragraph layout determination, etc. In a way, the new
techniques we introduce in the Section 4 play the same
role of verification of contextual consistency, but in the
manner very specific to cartographic maps.

3. MAIN PROCEDURE

We rely on a basic OCR procedure’ (not discussed here;
see [1], [7], and [8]) that recognizes in the map individual
letters and groups together the letters of a similar font and
color located next to each other, thus forming a
hypothetical string. In this process, errors of various types

' Our method docs not depend on how text strings have been extracted
and recognized. Neither does it depend much on the type of graphical
document being processed. It can be adapted to different subject
domains.
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can be introduced; our purpose is to detect and correct
them,

The recognition algorithm for the whole map works
iteratively. At each step, the basic OCR procedure selects
for processing the longest and most clearly recognized
string and returns it for error correction and subsequent
adding to the database being constructed. Upon its
processing, the string is removed from the raster image,
and the next string is selected. The algorithm stops when
no more letter strings can be found in the raster image.

This design allows for recognition of the names of large
areas, which are usually represented by large letters
scattered across the corresponding area, with many names
of smaller objects between the letters of the area name. In
the example shown in Figure 1, first the word Leninsk
will be recognized and removed from the image, then the
word Volga, and only then the letters of the word Russia
can be grouped together in a string.

The basic OCR procedure returns, for each string it
recognizes, the string itself, e.g., “RUSSIA,” and the
geographic coordinates in the map of the frame containing
each individual letter, e.g., R, U, etc.

After this process, two major issues arise:

* How to associate the textual objects found in the map
with the geographical objects found in the same map?
In Figure 1, what are the type (city, river, mountain,
etc.) and the coordinates of the object called
Leninsk? What is the name of the city located near
the center of the map?

* How to detect and correct possible recognition errors
in the textual elements?

To solve these problems, various sources of evidence are
to be taken into account. In the following, we will
consider each such source of evidence, first for the
association problem and then for the error detection and
correction problem.

4. ASSOCIATION OF A NAME WITH AN
OBJECT

As we have assumed, the basic OCR procedure returns
two types of information:

*  Geographical objects. These can be of three types:
punctual, linear, and area objects. For them, the basic
OCR  procedure returns the corresponding
coordinates in the map (in pixels or in the
corresponding geographical units) as will be
discussed in the following.

* Textual information. The basic OCR procedure
returns a string along with the coordinates (again, in



pixels or in geographical units) of a box containing each
of its letters.
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Figure 3. Improved model for punctual objects
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Figure 4. Constrained placement strategy

The next task for the map recognition system is to relate
the strings (toponyms) with the objects found in the map.
This is a non-trivial task due to several peculiarities.

First, it is highly heuristic since one needs to model the
way in which the human cartographer assigned the labels
to the objects. Second, not all objects have a
corresponding label as well as not all labels correspond to
objects detectable in the map.

The assignment procedure consists of two major parts:
estimating of probability of a string to be related to an
object, and final assignment of the strings to objects in a
way that maximizes such probability. In the subsequent
sections we shall consider these two tasks separately.
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4.1 LIKELIHOOD OF RELATEDNESS BETWEEN
A STRING AND AN OBJECT

Given a geographic object and a string, both along with
their coordinates (in pixels or in geographical units), we
can estimate the probability of that the string is related to
the object. Using the Bayes formula, we can do it by
modeling the process of placement of the names in the
map by the cartographer.

Indeed, denote by R the event that the string is related to
the object and by P the event that the cartographer placed
the string to a specific position in the map (where we
observed it). By Bayes formula, the desired probability is:

1
P(R| P)=P(P|R) ;%% (1)

Since P(P) does not depend on a specific object and thus
does not affect the disambiguation decisions, the desired
probability is determined by the following two factors:

e P(P|R) reflects the strategy used by the cartographer
to place the names of the objects next to the objects,

e P(R) reflects the relatedness of the name with the
given object.

These values can be estimated heuristically taking into
consideration various sources of evidence. We define
these sources as mean proportional value:

(K 2

-7

i=0

where P is P(P | R) or P(R), correspondingly, and Pi are
the probabilities contributed according to each source of
evidence.

In what follows, we discuss various independent sources
of evidence used in our method.

4.2 SPATIAL EVIDENCE

To define the probability P=P(P | R) of placing the
object’s name in the observed specific position where it
has supposedly been found in the map, we should model
the strategy used by the cartographer for placing the name
of this object. Then, we can assume that various
(independent) random factors may cause the cartographer
to deviate from the “optimal” position. The effect of
various independent factors is approximated well by the
normal distribution:

d* (3)

45



© Gelbukh et al GEOPRO 2003 ~ ISBN: 970-36-0103-0

where d is the distance from the actual inscription to the
optimal position predicted by the model, and o is a
coefficient (dispersion) depending on the scale of the map
and the fonts used; its selection is discussed in the
following. If the model predicts several possible
placements Xj, ..., X, With probabilities p;, ..., Pa and
dispersions 6y, ..., G, then we assume: :

d? 4)

where d; are the distances from the observed placement to
the corresponding coordinates X;.

The placement strategies are different for punctual, linear,
and are objects.

Punctual objects. For a punctual object (such as a city),
which is represented by only one coordinate pair p, our
previous work [15] suggested the following strategy of
placing its name. We assumed that the inscription is
expected to be next to the point p. Thus, we computed the
distance d as minimum distance from the point p to any of
the frames containing the individual letters of the string,
as shown in Figure 2 (a). Though this simple model is a
reasonably good approximation, it is not very precise. For
example, both placements shown in Figure 2 (b) and (c)
are predicted by the model to be optimal while (d) is not;
this is contra-intuitive.

The model can be improved as shown in Figure 3 (a).
First, we observe that the names of punctual objects
(unlike the names of linear or area objects; see Figure 1)
are aligned along a straight line; thus, instead of the
frames of individual letters as in Figure 2, the frame
containing the whole string can be considered. Second, we
consider eight possible placement strategies shown in
Figure 3 (a). The name is placed next to the object, not
overlapping with the object, in some small distance from
the object. This distance is approximately the size of one
letter. We suggest that the dispersion o; from (4) should
be also approximately of the size of a letter frame.'

With this improvement, examples of (locally) optimal
plaf:cmenls are shown in Figure 2 (d) and Figure 3 (b),
while the placements shown in Figure 2 (b) and (c) are, in
accordance to our intuition, not optimal.

The eight strat;gies have different probabilities pi in (4).
For example, in the languages with left-to-right writing
system, the placements to the right of the object are

f The model can be further improved taking into consideration that cach
individual distribution in (4) is not symmetrical: deviations that do not
change the distance from the object are most probable, and toward the
object arc less probable that those away from the object. This can be
done by a suitable deformation of the coordinate system; we omit here

the details of this procedure.
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preferred to those to the left. The procedure for
determining these parameters is described here in
Section 4.5

What is more, not all of the eight placement strategies can
be possible in a specific environment. A specific
placement strategy is not possible if the string would
significantly overlap with any of other objects found in
the map:

i ; (h)
P ,u\/
//,;N “ "“’}\/

Figure 5. Simplificd model for lincar objects

(a) & (b)

Figure 4. Improved model for lincar objects

o Letters of other textual elements. The string may be

placed between the letters of a string of a larger font,
given that it does not overlap with individual letters.

o Other punctual objects. The string may, however,
overlap with other linear or area objects.

e Borders of the map. The string cannot trespass
beyond the area of the map.

An example is shown in Figure 4, where only two
placement strategies are possible. In such cases, in the
formula (4) the probabilities p; of the impossible cases are
set to zero and the other p; are re-normalized.
Alternatively, instead of setting the corresponding
probabilities to zero, they can be-significantly decreased
(penalized).

Note that we assume that the operation of relating the
names with the objects is performed after independent
recognition of all objects and all strings in the map, so that
the positions of other strings and objects are known at this
moment.

Linear objects. For linear objects (such as rivers)
represented by a sequence of coordinate pairs p;, we
suggest similar improvements over the procedure
proposed in [15]. In the latter work, we indicated that the



slightly simplified way, to measure the distance between a
letter and the broken line, two adjacent points x;, x;,,
nearest to the letter are found and the distance from the
letter to the straight line connecting the two points has
been determined.

Similarly to the case of punctual objects, this would lead
to a situation shown in Figure 5 (a), which incorrectly
predicts the case (b) rather than (c) to be optimal. As in
the case of punctual objects, we also suggest considering
two placement strategies shown in Figure 6 (a), which
correctly predict the case (c) and not (b) in Figure 5 to be
optimal. The parameters (such as p; and o) and constraints
(such as those shown in Figure 4) are treated much in the
same way as in the case of punctual objects discussed
above; we skip here the details.

An exception is the linear objects with the width
significantly greater than the size of the letters in the
string. In this case, the old model should be used, as
shown in Figure 6 (b); namely, the string is expected to be
found in the middle of the line. Note that our processing
of such objects is different from that of area objects in that
the string does not need to cover the whole length of the
object.

Area objects. For an area object S (such as a province)
represented by a sequence of coordinate pairs xi
corresponding to its contour, our previous work [15]
suggested the following approach. The inscription is
expected to be in the middle of the area and the letters are
expected to be distributed by the whole area. Thus, we can

take d = JI S(x,y)dxdy in (3), where f{x,y) is the

minimum distance from the point (x,) to any of the letters
of the string. The integral is taken over the intersection S'
of the area S and the whole area of the given map (in case
a part of S proves to be out of the boundaries of the given
map). Note that a similar integral along the contour would
not give the desired effect. Since the area objects are
much less numerous than other types of the objects in the
map, we do not consider computational efficiency a major
issue for our purposes. Neither precision is important for
us. Thus, it is enough to compute the integral by, say,
Monte-Carlo method.

Now we can re-interpret this procedure along the lines of
the approach described in detail for the punctual and
linear objects. Namely, the string that minimizes the
integral above is the predicted “optimal” placement, with
individual letters uniformly covering the surface of the
area object. The observed placement can differ from the
predicted one with the probability given by (3).

However, in this case we deal with a set of objects—
individual letters—and not with one object, the whole
string. Their distribution by the map can be considered
independent. Thus, the probability of a specific
configuration of n letters is:
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where d; are the distances between the predicted and
actual location of individual letters.

This new interpretation allows for a meaningful choice of
the parameter o in (5), which in [15] was left undefined.
The deviation in the placement of each letter can be of the
order of about 1/3 of the distance between the letters in
the predicted string, for the inscription not too look too
misplaced.

Computationally, the task of finding of the optimal
(predicted) string that minimizes the integral discussed
above can be treated, for example, with 2n-dimensional
gradient descent.

As in the case of linear objects, exceptions are to be
considered. If the area object is too small in comparison
with the font used in the string, it should be considered as
punctual object. If the area object is similar to a line (very
much longer in one dimension than in the other one), it
can be treated as a thick or thin linear object, see Figure 6

(b).

4.3 APPROPRIATENESS OF A NAME FOR AN
OBJECT

The previous section dealt with the component P(P | R)
of (1) reflecting the placement strategy used by the
cartographer. In contrast, this and the following sections
deal with the component P = P(R), which reflects the
appropriateness of a particular name for a particular
object, independently of the physical location of the string
on the map.

Each of the following subsections discusses a specific
contribution P = P; in the total probability. These
contributions are combined by (2). In all cases, except for
the next subsection, such probabilities are, though, binary:
the combinations of a name and an object are classified
into possible and impossible ones.

Typographic Evidence. As we have mentioned, the basic
OCR procedure returns the coordinates of each letter. This
can give us two characteristics of the recognized string:

e  Whether the letters are aligned along a straight line,
e The distance between each adjacent pair of letters.

Only the names of linear and area objects (e.g., rivers or
lakes), but not punctual objects (e.g., cities), can have
non-linear letter alignment. Non-linear alignment is
admitted for non-punctual objects but not required.

It is the responsibility of the basic OCR procedure to
evaluate the probability P of that a string is linearly
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aligned, which is to be used in case of a punctual object.
Note that this condition is not applicable to linear and area

objects.

Notational Evidence. Notation in the map gives
additional information to filter out 1mpos§|ble
combinations of names and objects. In some maps, rivers
are explicitly marked as “rivez:” or “r.” apd s!mllarly
mountains, peninsulas, etc. Specific font family, size, and
color are usually associated with various types of objects
(e.g., cities, and rivers). Though this mformau_on can
provide very good filtering, it is not standfard and is to be
automatically learnt or manually specified for each
individual map, which limits the usefulness of such

filtering capability in a practical application.

Automatic learning of notation is discussed in Section 4:5.
Alternatively, the system can provide the operator with
the means to specify such notational elements, at least the
prefixes such as “river”. Similarly, t?ont features for a
specific type of objects can be automatically learnt from a

large map or specified by the operator.

The importance of recognition of such nqtational
information is two-fold. First, it helps filtering out
impossible combinations: for example, the name 9f a
punctual object cannot be specified as the name of a river.
Another use of notational information is discussed in the

next subsection.

Some precautions should be taken with such type of
filters. For example, in Spanish rivers are marked as “rio”
‘river’; however the string R/IO DE JANEIRO should not
be filtered out as a possible name of the city (given that
capital letters are not properly distinguished in the map).

Geographic Evidence. This is a very powerful source of
evidence, though it relies on extensive databases not
always available. Suppose the string is found in a
dictionary (database) that provides at least two types of
spatial information on the corresponding object:

e Itsinclusion in a larger area, such as a province, state,
etc. These areas form a hierarchy.
¢ Its geographic coordinates.

This information can be used to verify that the object in
question recognized in the map satisfied the constraints
specified by the database for the string in question.

Note that when only the hierarchical information is
available (for example, “Jalapa city is in Oaxaca state”),
this can be used to filter out undesirable variants only if
the coordinates are available for one of larger areas, one
or more steps up the hierarchy (but small enough to serve
for disambiguation). Alternatively, it might happen that
the corresponding larger area has been earlier recognized
in the same map. Unfortunately, due to the order of
recognition from smaller to larger objects (see the
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beginning of Section 3), it is hardly probable. The
corresponding check can be performed at the post-
processing stage—global verification, see Section 4.4,
when all areas have been already recognized.

In the best case, the full coordinate information is
available in the dictionary for the object. Then the task of
verification is greatly simplified, provided that the
coordinate grid is reliably recognized for the given map.

The dictionary frequently contains several objects with
same name, of the same or different type. When analyzing
a map of Canada, the object corresponding to a
recognized string London is to be a small Canadian city
and not the large British city, so that the correct number of
inhabitants for the object could be imported from the
dictionary to the database being constructed. When
analyzing an inscription Moscow in the coordinates
(57°N, 35°E), its interpretation as a river rather than city
is more probable.

Note that for correct identification of geographic
information associated with a toponym, some information
about notational conventions is important for addressing
the dictionary. Indeed, for the string “river Thames” what
is to be looked up in the dictionary is “Thames™ and not
“river Thames”.

Linguistic Evidence. This is a substitute for the lack of
knowledge on notation in a specific map. In some
languages, the names of rivers, mountains, cities, etc.,
tend to follow some patterns that can be specified in the
linguistic module of the recognition system. For example,
in English a name ending in ~town is more probable for a
city than for a river. In Russian, a name ending in —ka is
probable for a river or village, but not for a mountain. In
Korean, a name ending in —do would probably indicate an
island and —gan a river.

Obviously, these clues should be taken into account as
factors in the total probability and not as rigid constraints
(unless they are rigid constraints in the language in hand).

4.4 VERIFICATION OF GLOBAL CONSTRAINTS

After all inscriptions in the map have been recognized,
some global constraints should be checked. '

Uniqueness. To each object only one inscription should
correspond. If two inscriptions have been associated with
the same object, one or both of them is to be re-assigned.
Even though the information on the probability of each of
the two candidates is available at this point and could
allow for automatic selection of one of the candidates, we
believe that such conflicts should not be arbitrated
automatically but the human intervention is to be
requested instead. Of course, the probability information
can be used to suggest most likely variant to the human
operator.



An exception from this rule is linear objects such as long
rivers. Several inscriptions can be assigned to such an
object if their text is the same, the distance between them
is much larger than their lengths, and their length are
much smaller than the length of the object (river).

Inclusion. The hierarchical information available from
the dictionary (see Section 4.3) can be applied at this
point. Recall that our algorithm recognizes the names of,
say, cities before recognition of the names of areas. So at
the time of recognition of the string “Xalapa” the
information “Xalapa City is in Veracruz State” could not
be checked since we did not know yet where Veracruz
State is in the map. Now that all strings have been
recognized, this information can be checked (we already
know where Veracruz is) and the error discussed in
Section 5 (Xalapa mistaken for Jalapa recognized in
+Qaxaca State) can be detected.

4.5 MODEL CALIBRATION AND AUTOMATIC
LEARNING OF PARAMETERS

The process described in the previous sections depends on
a number of parameters, such as dispersion values or
notational conventions. For their automatic learning
iterative model calibration is used.

First, some approximate values are set as discussed in the
previous sections. Then the automatic procedure of
recognition of the map is executed. As a result, a (possibly
incorrectly) recognized map is obtained.

Our hypothesis is that many of the elements in such a map
will be recognized correctly from the first attempt. So
statistics built for the results of this recognition—such as
the average deviation of the strings from the predicted

locations—is expected to be a good approximation of the
real values.

With this new information, the parameters of the model
(such as dispersion values) are adjusted, and the automatic
recognition is performed again. The process is repeated
iteratively a predefined number of times or until
convergence. Since the results of the whole procedure are
discrete  values—associations between strings and
objects—convergence can be indicated by repetition of
exactly the same result,

In our previous work, we have successfully applied this
procedure to learning the parameters of a syntactic parser
for natural language sentences [10].

With this procedure, not only numerical parameters can
be learnt, but also notational conventions such as the fonts
and colors associated with specific types of objects
(rivers, cities, mountains), typical prefixes or suffixes of
their names (such as r. for river o mt. for mountain), etc.
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An alternative way of automatic detection of such prefixes
in a large map is the use of a dictionary. For each string
consisting of several words, both the complete variant and
the variants without the first (or last) word are to be
tested. If for a specific type of objects (e.g., rivers) in
most cases the string is found after taking off a specific
word (e.g., “river”), then it is to be considered as notation
for this type of objects.

5. SPELLING CORRECTION IN
TOPONYM RECOGNITION

Due to a very complicated layout of objects and textual
elements in cartographic maps, words can be recognized
with errors, e.g., “RNSoSIA” for “RUSSIA” where U is
erroneously recognized as N due to a nearby river, and the
circle representing a city is erroneously taken for the
letter o, see Figure 1. We suggest detecting and correcting
such errors using the following algorithm.

1. Each string obtained from the basic OCR procedure
is looked for in a list (dictionary) of expected
toponyms, which (if the word is found) provides the
semantic information associated with it, such as the
type of object (e.g., city, river), its spatial
relationships (e.g., administrative unit it is in), and its
geographic coordinates if available. This information
is verified using different sources of evidence, such
as spatial distribution of the letters in the raster
image, the coordinates of the letters, etc., as described
in Section 4, and the probability of association of the
string with the chosen geographic object is obtained.

2. In addition, similar strings (e.g., RUSSIA, ASIA,
Angola, etc. for RNSoSIA) are looked up in the
dictionary and for them, the same information is
retrieved and the same check is performed, an
additional source of evidence being the probability of
the corresponding changes in the letters of the string,
as described below.

3. The variant with the best score (probability) S; is
considered.

4. If this best variant is good enough (S,>a, where a is a
user-defined threshold), then:
4.1 If the score of the best variant significantly
differs from the score of the second best one (S /
S, > B, B is a user-defined threshold) then this
variant is accepted and is added to the database
together with its associated information.
4.2 Otherwise, human intervention is requested, and
the variants are presented to the operator in the

order of their scores.

5. Otherwise (S,<a), no correction is applied to the
recognized string. It is checked against the linguistic
restrictions on the words of a given language, see
Section 5.3.
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5.1 If no anomalies are found, it is considered a new
toponym absent in our dictionary. It is added to
the databasc as is and is associated with a nearby
object using the algorithm discussed in the
previous section.

5.2 If an anomaly is found, the string is considered
not recognized and human intervention is

requested.

6. After all strings in the map are recognized, global
check is performed, see Section 4.4. If this check
fails, human intervention can be requested.
Alternatively, the process of error correction can be
repeated for this string, and then the global
verification for the objects involved in the resulting

changes.

As specified in Step 2, additional sources of evidence are
taken into consideration when substituting a string for
another similar string. Below we consider each of them.

Combination of different sources of information and not
just finding the string or its spelling variant in the
dictionary is important. For example, geographic
information can be used to filter out the candidates that
are very close to their spelling to the original string
returned by the basic OCR procedure but are not located
in the area in question. For instance, let the OCR
procedure returned the string Xalapa in the area of
Mexican State of Oaxaca. Such a string indeed exists in
the list of Mexican cities, but the corresponding city is in
the state of Veracruz. On the other hand, there is a city
Jalapa precisely in the state of Oaxaca. Thus, it should be
considered more probable that the string Xalapa was a
result of a recognition error and that the correct string is a

similar string Jalapa.
5.1 TEXTUAL INFORMATION

We suppose that there is available a list (dictionary) D of
toponyms that can be found in a map. The list can contain
much more toponyms than the map in hand—for example,
all cities of the country, all seas of the world, etc. Such a
list can be compiled as a combination of different sources
such as governmental statistical databases, police
databases, analysis of newspapers available in the
Internet, etc.

For a given string s, e.g., RNSoSIA, a set of all strings
similar to s in the dictionary D can be constructed [10]. A
string 5" is called similar to a string s if it differs from s in
at most a certain number of the following disturbances:

*  Substitution of a letter for another letter,
¢  Omission of a letter,
o [Insertion of a letter.

With each such disturbance, a probability can be
associated; in case of several disturbances, the
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corresponding probabilities are multiplied to obtain the
overall probability of that s (RNSoSIA4) has been obtained
from s’ (say, RUSSIA) by this sequence of errors. For the
string itself (s"=s if it is in D), the probability is 1.

The probabilities of the disturbances can depend on the
specific letters involved, if this information is available.
For instance, the probability of substitution of / for J is
higher than W for L. Similarly the probability of omission
of 1 is higher than that of M. In a cartographic map, the
probability of insertion of o is high because of the
notation for cities.

The iterative procedure described in Section 4.5 can be
used to automatically adjust the model to the specific
map. If the map is large or has some standard type and
quality, the model can be trained by means of processing
a part of the same map or another map of similar quality
and manually verifying the results.

DISTRIBUTION

52 SPATIAL LETTER

INFORMATION

The distance between adjacent letters gives information
on the probability of insertion or deletion type error.
Deletion-type error (a letter is to be inserted to obtain a
valid word) is highly probable if the distance between two
neighboring letters is about twice larger than the average
distance between the letters in the string (it can be the
space between different words too). Similarly, insertion-
fype error (a letter is to be deleted from the string to
obtain a valid word) is highly probable if the mean
distance between the letter in question and its neighboring
letters is about twice smaller than the average. Note that
in these cases the corresponding correction of the word is
not only acceptable but also required: the score of a string
with this type of defects is decreased.

5.3 LINGUISTIC EVIDENCE

The checks described in this section are applied only to
the strings not found in the dictionary for which the
dictionary-based correction failed (no suitable similar
string is found in the dictionary), see the Step 5 of the
algorithm from Section 5. In this case, general properties
of the given language can be used to detect (though not
correct) a possible recognition error. '

One of simple but efficient techniques of such verification
is bigram (or trigram) control [11]. In many languages,
not any pair (or triplet) of letters can appear in adjacent
positions of a valid word. For example, in Spanish no
consonant except r and / can be repeated; after g no other
letter than u can appear, etc. The statistics of such bigrams
(or trigrams) is easy to learn from a large corpus of texts.
The multiplication of the bigram frequencies for each
adjacent pair of letters in the word (and similarly for
trigrams) gives a measure of its well-formedness, which
can be compared with a user-defined threshold; if a



bigram not used at all in the given language appears, the
word is immediately marked as probably incorrect.

Other properties of words specific to a given language can
be verified; e.g., in Japanese all syllables are open. If a
recognized string for which no variants of correction by
the dictionary are found does not pass any of the linguistic
filters, it is presented to the human operator for possible
correction. Note that since toponyms are frequently words
of another language or proper names of foreign origin,
linguistic verification can produce a large number of false
alarms.

6 CONCLUSION AND FUTURE WORK

We have shown that the problem of recognition of
inscriptions in the map, assigning them as names to
specific objects (e.g., cities), and importing—using these
names as keys—properties of these objects (e.g.,
population) from existing databases involves both
traditional techniques of image recognition and methods
specific for cartographic map processing. Our algorithm
combines various sources of evidence, including
geographic coordinates and object inclusion hierarchy, to
choose the best candidate for error detection and
correction. (In this work we focused on maps with texts.
There are many maps with numerical labels—elevations,
geographical coordinates, and so on. See [1], [7] for
discussion on this type of maps.)

One obvious line of future development is refining the
heuristics used in the discussed sources of evidence and
adding new sources of evidence. For example, the basic
recognition procedure can return the probability (the
degree of certainness) of each letter in the string, or even
a list of possible letters at the given position in the string
along with their respective probabilities. The idea is that if
the basic recognition procedure is certain that the letter in
question is exactly the one it recognized (as opposed to
just looking like this), the letter should not be changed in
error correction, and vice versa.

Another i§sue possibly to be addressed in the future is the
computational complexity, especially that of the method
used to compute the integral in Section 4.2.

However, the most important line of future research are
improvements to the automatic training of the statistical
models, automatic learning of the notational information,
and automatic determination of the parameters used in
various heuristics of our method.
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ABSTRACT

This paper presents an approach for enhancing digital
color images printed in halftoning. Due to the repetitive
nature of the process for image digitizing, and the
common structure of patterns used to create halftoning in
color images, it has been observed that the alterations of
pixel colors, in general, are also repetitive. Based on the
frequency of occurrence of pixels with a given color, and
on the values of their RGB components, we have defined
eight heuristic rules. We consider ‘artifacts’ those pixels
with particularly altered values of their components
having lesser frequency of occurrence. These rules then
define as valid pixels those having a high frequency of
occurrence, and as ‘artifacts’ those with low frequency of
occurrence. The color of less frequent artifacts is then
changed to some color of any more frequent valid pixel.
This approach, based also on user defined essential colors,
generates images that are notably enhanced. The method,
which we call Conditioned Selective Enhancement (CSE),
has been applied with good results to the problem of
enhancing several types of digital color images printed in

halftoning.

KEY WORDS

Color Images Enhancement, Raster to Vector Conversion,
Halftone Images, Color Halftone Image Digitizing,
Artifacts Elimination.

1. INTRODUCTION

Color images are printed in halftone by using subtractive
mixing CMY(K) of colors. To extract automatically the
information of interest from these images, it is necessary
to transform them to a digital format. When digitized, for
example, with a conventional color flatbed scanner,
numerous artifacts appear due to alterations to the RGB
components of each pixel. The net result is that much of
the original color of pixels is altered appreciably. If
artifacts are not eliminated, it becomes difficult to analyze
an image by computer, making it practically impossible to

use the color to recognize and interpret color features and
patterns in the image.

When digitizing color maps, the problem acquires a more
serious connotation, because of the great variability of
graphic information commonly incorporated into it. The
main characteristics of digital color maps obtained in such
form are described in [1] [2] [3] [4]).

The use of conventional filters to clean uniform and
impulsive noise in digital images is not effective in this
case because of the increase in the number of colors,
changes in the original colors, and loss of color
information.

The main purpose of this work is to generate a final image
with a minimum of artifacts, while preserving the basic
structure of graphic patterns and retaining final colors
same that are as close as possible to the original ones.

The experimental focus of this paper is the enhancement
of digital color images of maps printed in color halftone,
thereby allowing the automatic extraction of the color
information contained in it, for subsequent incorporation
into a Geographical Information System (GIS). The
successful solution of this problem promises significant
savings of money and time because the graphical
information extracted from maps prepared a long time ago
can be fused in a straightforward manner with data fed
into the design of a new GIS [4].

The image used for our examples is a common color map
of Mexico digitized to 300 dpi in a conventional flatbed
scanner [7] from a printed paper on scholar atlas book [8].

THE PROBLEM

Figure 1 shows 11 x 11-pixel subimages of coconut palm
and lemon symbols extracted from a map legend, and a
13 x 13-pixel letter ‘a’ extracted from the map itself. The
coconut palm symbol has 33 colors and the lemon 31
colors, including the white background. The letter ‘a’
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appears with 46 different colors. The dark control pixel on
the right bottom corner does not affect in the analysis.

Figure 1. Symbols from a map of Mexico.

Figure 2 shows the same graphical symbols, but extracted
now from the map itself (the coconut palm symbols are of
size 15x 15 pixels). The numbers of colors of each
symbol are shown in Table 1. The presence of artifacts in
all these images is evident.

1 2 3 4

Figure 2. Four versions of the same symbols extracted from the map.

Image Size 12314
(pixels)

Coconut Palm |15x 15 |74 |73 |79 |70

Lemon I x11 |54 |39 |41 |43

Table 1. Color number in images of Figure 2.

2. SELECTIVE CONDITIONED
ENHANCEMENT

In the following analysis, where a halftone red dot R has
been used, the following a priori considerations have been
stated:

* Colors used for printing in subtractive mix CMY(K)
are saturated. A red dot is created superimposing
coincidently magenta and yellow dots.

e The register error is considered null

¢ Dot gain is null.

® The color of substrate is “white” and its distribution is
uniform.

During the digitizing process, if sampling occurs exactly
on the halftone dot, components of the pixel acquire
correspondingly the hue of the dot, with brightness
depending on the particular color (Figure 3). The
remaining pixels acquire a color that depends on the
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percent of the samples over the halftone red dot and on
the background color.

I Pixels with background color

Red pixels 25% saturated

Red pixels 50% saturated
I Red pixels 75-90% saturated

ﬂ Red pixels 100% saturated

Figure 3. Sampling of a halftone red do t with arbitrary background
color.

If the background color is white (Figure4), which
contains all colors, the corresponding color components
(magenta and yellow) are relatively reduced, and the
value of the other component (cyan) increases. As result,
the dot color is less saturated, with the same hue, but
brighter. If the pixel acquires less color from the red dot,
its color appears whiter.

Figure 4. Sampling of a halftone red do t over a white background.

If the background color is black (Figure 5), which makes
no color contribution, the corresponding color
components (magenta and yellow) of the dot are also
reduced, and the contribution to the other component is
null. As result of this, the dot color acquires a shadowed
color, with the same hue, but less saturated and less
bright. If the pixel acquires less color from the red dot, its
color appears blacker.

Figure 5. Sampling of a halftone red dot over a black background.

If the background color is other than white or black, and
the color of a halftone dot is arbitrary with the area
between dots is also being different, the variety of colors
acquired by color components of pixels is higher. That is
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the reason why when digitizing a color halftone 'im:'sgc
pixels with many difTerent colors appear, thus constituting
‘artifact’ that must be eliminated. When the fn?quency _of
sampling increases, the rate of ‘artifact’ pixels with
respect to the total number of pixels in the image tends to

diminish.

We consider as ‘artifacts’ those pixels with particular
values of their components and lesser frequency of
occurrence. A way to eliminate these pixels is to associate
them with pixels of “legitimate” colors, wh_ose
components exhibit the characteristics of a set of eight
heuristic rules detailed in Section 5. In this way, these
pixels take the colors that initially s‘hc_n‘sld have been
acquired by them when the image was digitized.

3. ESSENTIAL COLORS

In our approach, essential colors are thos; colors that will
prevail in the final enhanced color image over the
abnormal colors of ‘artifact’ pixels. They are those colors
that appear in the legend and in backgrounds of the color
map being enhanced. In spite of this, the user has the
option to select the essential colors from the image he
desires to enhance. Colors of ‘artifacts’ in the enhanc_:ed
image are transformed to these essential colors, depending
on the outcome of applying the 8 heuristic rules.

4. COLOR SAFE PALETTE

The Color Safe Palette (CSP) is a color palette that
handles a limited number of colors. It has 216 colors,
composed of only six possible R(ed), G(reen), and B(lue)
values of each pixel in the image [6]. Possible values of
each component are: 0, 51, 102, 153, 204 and 255. The
resulting 216 colors are those obtained from the
combination of these values.

When images are enhanced, the colors of pixel in the
digital image are grouped into these 216 colors as a first
alternative. In this task, three options are possible: Up,
Down, and Middle. This means that the component values
of each pixel are shifted to the next value in these three
directions, that is, when Up (U), values are shifted to the
immediately superior level, Down (D) to the immediately
inferior level, and Middle (M), values are shifted Up and
Down from the intermediate values of the CSP.

The Middle option is preferable in general because the
alteration of transformed colors tends to be less than in
the other two solutions, resulting in a higher subjective
better quality. The grouping rules for the preceding
approach are shown in Table 2.

5. BASIC PRINCIPLES TO DEVELOP
THE HEURISTIC
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The heuristic in the approach proposed was based on four
basic principles:

1. Reduction of the final number of colors.

2. ‘Artifacts” were considered those pixels having non-
essential colors and lesser frequency of occurrence.

3. Due to the repetitive nature of both digitizing and
color halftone printing processes, it was assumed that
the enhancing process could be governed by strict
rules created from experience and observation.

4. Color images do not have gray-level pixels, except
white and black.

Color Range of original Value of final
Group component colors component

I 0<R,G,B<25 0

2 26<R,G,B<76 51

3 77<R,G,B<127 102

4 126<R,G,B<178 153

5 179 <R,G,B <229 204

6 230<R,G, B <255 255

Table 2. Grouping of image colors to the CSP colors (option M).

6. HEURISTIC RULES
Heuristic rules of the CSE approach are detailed in
Table 3.
Numeric examples
Mutual
nl?ni::xeer relations of | Condition Pixels with cha: ‘:itlllleir
initial pixel RGB &
components components comt;;o nes
2D’=2D
| 3D ID’=1D | 255, 102, 153 255, 51,153
+ 51
2 =21; 153, 51, 153
I @,10) [ =D | HO18 Eyuing
£5] 53,102, 153 lowel
_gray levels)
31; 3D; 102, 51, 51
Il (21, 1D); I,D<153 0,51, 102) 0,0,0
(11, 2D) 153, 153, 153
21’ =21 204, 102, 102
v (21, 1D) IDS=1D | 153,102, 102 (Essential
+ 51 color)
=21+
\Y (21, 1D) 51 102, 204, 204 | 102, 153, 153
ID’=ID
s 102, 153, 153
Vi (21, ID) ID'= 1D 51,102, 102 (Always + or
£5] always -)
ID'=1D
ID,’=
Vil 3D 1Dy 204, 51, 102 204, 102, 51
1Dy’ =
1D,
2'=1D
Vil (21, 1D) 1D’ =21 153,102, 102 | 102, 153, 153

Table 3. Heuristic Rules.




Conventions for RGB components

C: Component of non-essential color;

C.: Component of essential color;

C,: Component of non-essential color A;

C,: Component of non-essential color B;

Initially. I: Equal; D: Different;

Finally. I’: Equal; D’: Different.

Examples. 21I: two equal initial components;

1D,’: one different final component of essential color.

21=2I: it means that two equal initial components finally
remain the same.

7. JUSTIFICATION OF THE ORDER OF
RULES

The order given to heuristic rules is based on the
following principles:

® In an ordered numeric list, elements with different
components are more frequent than with any other
combination.

* It is more likely that changes in component values
occur in adjacent levels than in more distant levels.

¢ It is more likely that at the same time a single element
varies than two or more elements.

* It is more likely that two (or more) elements change

their component values in the same direction than in
opposite direction.

8. ALGORITHM

Briefly, the algorithm is as follows:
Input: digital color halftone image, in BMP format.
Output: conditionally enhanced image, in BMP format.
{
Input of digital image
Determining image size
Conversion of colors to the Color Safe Palette (CSP)
Selection of essential colors from the image
{
Sequential scanning of image
Control of RGB component of each pixel
Ordering in a list from most to less frequent, pixel
colors according to their frequency of occurrence,
For the whole image, up there is not new grouping,
execute the X rule, for | < X <8
{
Grouping of pixels with rule X
Reordering the list from more to less frequent
colors
Substitution in image color of pixels with new
color defined by the rule X

}
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9. RESULTS

The following results were obtained by using the
algorithm described in the previous section. In all cases,
only essential colors remained in the final image.

In order to compare results with the enhanced images in
Figure 2, Figures 6-8 show the enhanced coconut palm
image, but now including text. Similarly, Figures 9-11
show the enhanced lemon images.

"
‘-”?-E“ r.' - - &
" LpCh 08 GRLA

Figure 6. Original coconut palm extracted from the legend of map (63
colors).

o, &
s LR

Y ey ol
i = Il -

i -\..n.p...l o

Ik

Figure 7. Image showing the coconut palm with CSP colors (11 colors).

o Geca de apua

Figure 8. Enhanced coconut palm image (6 colors).

e : 1 ae
O b

Figure 9. Original lemon extracted from the legend of map (58 colors.)

=
L LITCT

Figure 10. Image shown with CSP colors (21 colors).
. .. | | |
o Limoe
L ' - 11

Figure 11. Enhanced lemon image (7 colors).

Figure 12 shows an 11x11 pixel image ot: th_e third letter
‘2’ from the text segment “Guanajuato” n the map.
(a) Original, with 44 colors (b) CSP image \:Vllh 20 colors,
and (c) Enhanced image with only 4 (essential) colors.

'

.A ! - C

Figure 12. Image of third letter *a’ from the text Guanajuato in the map:

A, original, B, with CSP colors, C, selectively enhanced.

55



© Angulo et a/ GEOPRO 2003 1SBN: 970-36-0103-0

Figure 13 shows squarc images from the map of Mexico
(with 251 001 pixels). They have 8 bit/pixel (256 colors):
A, original; B, with CSP colors, and C, image selectively

enhanced.

Figure 13. A. Original; B. With CSP colors; C. Image selectively
enhanced.

Table 4 shows the total number of colors, number of
essential colors, number of non-essential colors, and the
percent of essential and non-essential colors for each

image in Figure 13.

Image - A B C

Total number of colors 256 42 11

Number of essential 0 " "
colors

Number of non-essential 256 30 0
colors

% Of non-essential colors | 100 | 71.4 0

% Of essential colors 0 28.6 100

Table 4. Total number of colors in each image and percent of essential
and non-essential colors related to that number.
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Table 5 shows the total number of pixels in the enhanced
image of Figure 13C, the number of ungrouped pixels,
and the percent of error, calculated on the basis of the
total number of pixel not grouped with respect to the total
number of pixel in the image. In both Tables 4 and 5,
results are shown in shaded cells.

Image 1
Total number of pixels 251001
Number of pixels not 0
grouped
% Of error to group 0

Table 5. Total number of pixels in imag e of Figure 13C and percent of
error when grouped.

10. ERROR ANALYSIS OF THE METHOD

The error incurred by our new approach is calculated on
the basis of the number of pixels with non-essential colors
that were not grouped, with respect to the total number of
pixels in the image, for those essential colors predefined
by the user in the operation. On this basis, Table 5 shows,
that the error in the selectively-enhanced image of Figure
13 is zero. To compare in some measure the enhanced
quality of images, a part of the map legend was compared
with a system being used to segment alphanumeric
characters [12].

@| & b | & Cai2

it Carole . Lo

§ Cahz de aniear O Calo s anjear

A [lebollz A Gebale

™ Loco ds rper T Cuea ds 2qud !

B Lelmenss ; Cédmienzs [

G Coprs ! 0 CO{.H l
oy ekans : Lo Shirtan i

Cats Gafé

Camota Camots

Qafla de gzucs! Qatla de 3zgcsr
Cetolla Ceholla

Coco de agua

Coco de agea
Colmenas Colmenas
Copra Copra
Chichara > Chicharg

Figure 14. (a) Original Image (b) Enhan ced Image (c) Result after
recognizing characters from the or iginal image (d) Result after
recognizing characters from the enhanced image.

Table 6 details differences and Table 7 gives the final
results. Total of characters properly segmented is (46 +
11)/60 x 100 = 95%; with the original image the result is
(46 + 3)/60 = 81.67%. The general evaluation of results of
the method can be seen more clearly in [9] [10].



Segmentation from the
original image

.41

lmuﬂe (c)
- Letter ‘t’ is
Gt Gafé i
letter ‘e’.
Camot Camota LA
ﬂ'ﬂﬂ;] [IQ azucar ‘:&ﬂ.} I]l!- azum fo:emtolcner
Split letter ‘C’;
Cetalla e
completed.
Letters ‘u’ and
Cowa de agea Loco de agua second s
|: | comPleled.
olmiénas Colmenas gl
EUD[Q E'Illlf& i:'q)l:oved.
. First *h’ i
Chicharg Chfcharg compleiodsod
‘i’ is with dot.

Table 6. Comparing results from segmentation.

Character
- Enhanced Poorer Not change
1(C)
5
I (a) (c, rcr;, ot
11(C, a4,
0 adeaz
c,a,r1)
Cebolle 7 1 (b) 2(C,e) | 4(011,9)
Coco de 8
10 2 (C,0,c,
agua Sl v 0,d, ¢,a,g)
Colmenas 8 1 (m) 0 7(C,0,1,¢,
n,a,s)
Copra 5 1 (a) 0 4 (C;)O. )
Chicharo 8 2 (h, i) 0 6(C,c,h,
’ a,r,0)
3 46

Table 7. Final results.

11. ADVANTAGES AND
DISADVANTAGES

Advantages of the new approach are the following:

1. The method does not require expensive drum
scanners to digitize color maps printed in halftone,
except when the size of image requires it.
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2. Maps of very high quality and special conditions of
conservation are not required.

3. It maintains the 4- and 8 pixels connectivity in point,
linear and alphanumeric character symbols.

4. It is not required to know a priori any information
about the particular shape, size, position, or real
colors of graphical patterns in the map, except the
colors to be selected as essential by the user.

5. The sampling frequency of the digitizing process, and
the halftoning method used for printing are not
important.

6. It can be used in any color image, even if it was not
printed in halftone or captured by a specific type of
digitizer.

7. Because it is a pixel-grouping method, it can be used
in the segmentation of color images [11].

8. It does not require previous processing of images
with classical ‘blind’ enhancing methods to
previously eliminate uniform and impulsive noise.

9. Once the user has selected essential colors, the
process requires only one run.

On the other hand, disadvantages of the method are the
following:

1. It is not applicable to gray-level halftone digital
images.

2. It causes a weak loss of information when the first
grouping is carried out to the CSP colors.

3. By the nature of color halftone printing, colors in
narrow parts of point, linear, and alphanumeric
characters, sometimes are associated with the
background color.

4. Some changes can take place in the original image
colors, but generally these changes have little or no
effect on the correct recognition of graphical
patterns.

12. CONCLUSION

The algorithm of the conditional selective enhancement
method fills a significant need for recognizing with higher
reliability graphical patterns in digital color maps printed
in halftone. The solution is based on the execution of
eight heuristic rules that transform the altered color
acquired by pixels when a color image printed in halftone
is digitized. The transformation is based on essential
colors defined by the user. Once the image has been
enhanced, if the colors remaining in the image are only
essentials, the total percent of error is zero. The number of
pixels that do not undergo color transformation depends
in general on the essential colors selected by the user.
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ABSTRACT

Automatic analysis of cartographic images is an important
Eask for. the development of intelligent geographical
information systems. Both geometrical features and color
are powerful cues to extract spatial semantic objects. This
cont.rlbution deals with the use of the various color pieces
of mfgrmation for partitioning color images and for
extracting geometrical-color features with mathematical
morphology operators.
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1 INTRODUCTION

Automatic analysis of cartographic images is an important
task for the development of intelligent geographical
Information Systems [11].

From an image processing viewpoint, the contents of a
cartographic color map is typically composed of color
regions (each color is associated to a semantic label) and
of small structures, such are text, symbols, lines, etc.
Therefore, both geometrical features and color are
powerful cues to extract spatial semantic objects.

The extraction of these semantic elements from an image
can be made manually or supported by a computer
system. Many efforts are currently carried out in order to
propose satisfactory solutions for the automated
interpretation of cartographic images [10, 12].

We identffy two main steps: on the one hand, the
segmentation of the image in order to define the color
regions and in order to extract the text/graphic details, and
on the other hand, the character recognition with OCR,
symbpl identification, color indexation, etc. [21]. In this
contnl?ution, we present a method for a full image
analysis of cartographic maps based on mathematical
morphology operators. The approach deals with the use of
the . various color pieces of information for hierarchical
partitioning the image into homogeneous color regions

and for extracting a binary layer of the geometrical-color
details. This powerful information can be the input to the
subsequent pattern recognition algorithms which are not
considered in this study.

The algorithms are illustrated by means of some examples
of color cartographic images, Figure 1.

(a)

Figure 1. The color cartographic images fuscd in the cxamples.

The rest of the paper is structured as follows. First, the
choice of a suitable color space for morphological image
processing is discussed in Section 2. In Section 3 a
reminder of the problem arising from the application of
mathematical morphology to color images is included.
We continue in Section 4 with a new extension of two
morphological operators to color images. Then, in Section
5 are given the algorithms of our approach for the analysis
of cartographic images. Finally, conclusions are included
in Section 6.

2 COLOR SPACES FOR IMAGE
PROCESSING

The choice of a suitable color space representation is still
a challenging task in the processing and analysis of color
images. The RGB color representation has some
drawbacks: components are strongly correlated, lack of
human interpretation, non uniformity, etc. A recent study
[9] has shown that many color spaces (HLS, HSV,...)
having been developed for computer graphic applications,
are unsuited to image processing. A convenient
representation must yield distances, or norms, and provide
independence  between chromatic and achromatic
components [19]. In our works, we adopt an improved
family of HLS systems that satisfy these prerequisites.
This family of spaces is named: Improved HLS (IHLS).

S. Levachkine, J. Serra & M. Ege nhofer (Eds.) - ISBN: 970-36-0103-0
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There are threc versions of THLS: using the norm L, the
norm L, or the norm max — min. The equations of
transformation between RGB and the new HLS systems
are given in [9] [19] and summarized in [2].

For the sake of simplicity, all the examples of the paper
were obtained according to the equations: L = 0.212R +

0.715G +0.072 B, S = max( R, G, B) - min(R, G, B),
], =H=360 -H’

R-1/2G-1/28

' = arccos :
H [Mz.az‘,z_m_”_c“uz

if B> G, H=H’ otherwise.

We would like also to compare it with the L*a*b* color
space. The principal advantage of the L*a*b* space is its
perceptual uniformity. However, the transformatlon. form
the RGB to L*a*b* space is done by first transforming to
the XYZ space, and then to the L*a*b* space [23]. The
XYZ coordinates are depending on the device-specific
RGB primaries and on the white point of illuminant. In
most of situations, the illumination conditions are
unknown and therefore a hypothesis must be made. We
propose to choose the most common option: the CIE Dg;s

daylight illuminant.

Figure 2. Color components of an image example (Figure 1(b)) in the
RGB, the L*a*b* and the Improved HLS color spaccs.

Let f = (i, fon J&) be a color image, its grey-level
components in the improved HLS color space are ( f,, f,./3)
and in the L*a*b* color space are (f, f., f3+). In Figure
2 are given the different color components of an image
example.
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3 MATHEMATICAL MORPHOLOGY
AND COLOR IMAGES

Mathematical morphology is the application of lattice
theory to spatial structures [16]. First introduced as a
shape-based tool for binary images, mathematical
morphology has become a very powerful non-linear
image analysis technique with operators for the
segmenting, filtering and feature extraction in grey-scale
images. Formally, the definition of morphological
operators needs a totally ordered complete lattice
structure: there are no pair of points for which the order is
uncertain. Therefore, the application of mathematical
morphology to color images is difficult due to the
vectorial nature of the color data.

Figure 3. Example of morphological color filtcring by vectorial
connected operators (f is the image on Figure 1(b)): (a) Opening by

reconstruction, @ (f), and (b) closing by reconstruction 5 (f)
.The structuring clement is a squarc of size _ and the lexicographical
orderis Q= (L la=10=>S = Hy, = 0°.

We have proposed a flexible method for the
implementation of morphological vector operators in
complete totally ordered lattices by using lexicographical
orders which are defined on the RGB color space and on
the improved HLS system [3]. In Figure 3 are shown a
color opening and a color closing of a cartographic image
using one of the lexicographic orders presented in [3].

The inconvenient of the vector approach is the
computational complexity of the algorithms which leads
to slow implementations. Moreover, different choices
must be made in the lexicographical orders: priority of
components, degree of influence of the components, etc.

A second drawback, more specific, deals with the
processing of the hue component, i.e. with data that are
defined on the unit circle [7].

However, in practice, for many applications (e.g.
segmentation and feature extraction) the total orders are
not required as well as increment based operators (e.g.
gradients and top-hats) may be used for the hue
component. Hanbury and Serra [7] have developed the
application of morphological operators on the unit circle
and more precisely, they have defined the circular
centered gradient and the circular centered top-hat.



Another recent study [18] proposes a theory where the
segmentation of an image is defined as the maximal
partition of its space of definition, according to a given
criterion. See also [20). The criterion cannot be arbitrary
and permits to maximize the partition if and only if the
obtained classes are connected components of some
connection (connective criterion). Therefore, the choice
of a connection induces specific segmentation. In this
paper, we adopt this framework and we investigate
different connections for segmenting the cartographic
color images.

4 COLOR GRADIENTS AND COLOR
TOPHATS

We introduce in this section the extension of the gradient
and the top-hat notions to color images.

4.1 GRADIENT

The color gradient function of a color image f at the point
X, denotedvf(x), is associated to a measure of color

dis_similarity or distance between the point and the set of
neighbors at distance one from x, K(x).For our purposes,
three definitions of gradient have been used,

*  Morphological gradient, Vf(x) : This is the standard

morphological (Beucher algorithm [15]) gradient for
grey _le_vel images (f: E — T, where E is an Euclidean
or digital space and T is an ordered set of grey-

levels), Vf(x)= O (f) - (/).

* Circular centered gradient, V,a(x): If a(x) is a

fun_ction containing angular values ( a: E — C, where
C is the unit circle), the circular gradient is
calculated by the expression [7],

V .a(x) = V[a(x) = a(y).y € K(x) ]- Ala(x) +a(y)y € K(x)]
where a+a'=|a-a|iffla- a1 <90° and g+4'=180°~/a-a

iff la-a'|<90°.

* Euclidean gradient, Vf(x) : Very interesting for
vectorial functions ( f(x) = (f;(x)...f,(x)) ), it is based
on computing the Euclidean distance dg,

Vefx)= Vld E(x))yeK(x) J-—/\ld E(xy)ye K(x)l

We define a series of gradients for a color image:

1. Luminance gradient : vL S(x)=9fp(x)

2. Hue circular gradient : V! f(x)= V /)

3. Saturation weighing-based color gradient:
VS f(x)= )XV, fy (x)+ € (x)x Vfy (x) (Where f€ is the
negative of the saturation component);
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4. Supremum-based color gradient |
VP f(x)= [V £, (00 S, (093 ()]
5. Chromatic gradient: V° f(x) =V g(f,4+/3)(X)

6. Perceptual gradient: V" f(x) = Ve(fy_fus /s )X).

In Figure 4 is depicted a comparative of the gradients of a
color image. As we can see, the quality of the gradients is
different. We show in Section 5 that the color gradient is a
scalar function which can be used with the watershed
transformation for segmenting the color images and we
discuss how the different gradients perform on the
segmentation results.

(d)

Figure 4. Examples of color gradicnts (fis the image on Figure 1(b)):

@ VEr, ® vH 7, © vS1, (@) VPr, (¢) vCrand () vPy .

4.2 Top-hat

The top-hat transformation is a powerful operator which
permits the detection of contrasted objects on non-
uniform backgrounds. In the sense of Meyer [13], there
are two versions of the top-hat (the residue between a
numerical function and an opening or a closing). It
involves increments and hence can be defined to circular
functions like the hue component. The three definitions of
top-hat used in this work are:

o  White top-hat, pg(f) : The residue of the initial image

fand an opening yg(f) , i.e. pj(f)=f-rg(f) extracts
bright structures.

e Black top-hat, pz(f) : The residue of a closing yz(f)
and the initial image f; i.e. pz(f) =)~/ €Xtracts
dark structures.

e Circular centered top-hat, p§(a) : Fast variations of an
angular function (defined in the unit circle) [7], i.e.

pg(a) = —sup {inf [a(y) - a(x).y € BI}
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It is possible to define a vectorial top-hat pg(/)(white and
black) using the Euclidean distance, but this case is not
considered in this paper, because we just deal with the
separable top-hats in the HLS color representation.

In a similar way than the gradients, and starting from
these scalar transformations, We propose three definitions
for the top-hat of a color image f:

1. White-achromatic top-hat: pg*(f)= pi(f)v p3(fs)
It characterizes the fast variations of bright regions (i.e.
positive peaks of luminance) and the fast variations of
achromatic regions on saturated background (i.e.
unsaturated peaks: black, White and grey on color

regions).

2. Black-achromatic top-hat: p3=(f)= p3(f1)V P5(fs)-
Dually, it catches the fast variations of dark regions (i.e.
negative peaks of luminance) and the fast variations of
achromatic regions on saturated background (i.e.
unsaturated peaks: black, white and grey on color

regions).

3. Chromatic top-hat: P,f (f) =l_{J ng( 1y )]v ps(fs).
This operator extracts the fast variations of color
regions on saturated color background (i.e. saturated
color peaks on uniform color regions) and the fast
variations of saturated color regions on achromatic
(unsaturated) background (i.c. saturated color peaks on
achromatic regions).

Figure 5. Examples of color top-hats (f arc the images on Figure 1(a)-
(b)): (a) Black-achromatic top-hat, pﬁ'"(_[) and (b) chromatic top-

hat, pg" (/) - The structuring clement B is a square of size 3.
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Figure 5 shows the top-hat of two color images (the
white-achromatic top-hat is not meaningful for these
examples).We observe that the extracted objects can be
different and on the other hand, a certain kind of
structures are better defined on one top-hat than on the
other.  Their  contributions are  consequently
complementary.

Usually, the top-hat is accompanied by a thesholding
operation, in order to binarise the extracted structures. We
present in Section 5 an interesting method for making the
thresholding operation easier.

5 MORPHOLOGICAL ANALYSIS OF
COLOR CARTOGRAPHIC IMAGES

The morphological approach for analyzing the color
cartographic images is summarized in the overview of
Figure 6. The further details of these steps are discussed
below.

Pyramid of perttioms
i Image segmentation 5
|
|
| Hierarchical partition
I Into Color Indexing -
i homogenous regions 2
| BNarta ¢ color L]
Cartographic color 3
| N stograms
| imege =
- a
§
Fnlu: .f"f“f" by Post-processing of = ?
color top-hat extracted detalls
Text/Graphic
Ryer

Figure 6. Overview to the proposed approach.

5.1  HIERARCHICAL  PARTITION INTO
HOMOGENEOUS REGIONS

The aim of the first step is the partitioning of the image
into disjoint regions whose contents are homogeneous in
color, texture, etc. In order to have a more flexible and
rich approach, we propose to use a multiscale
segmentation, that is, the partitioning is composed of a
hierarchical pyramid with successive levels more and
more simplified. In [4] we have introduced two
algorithms for hierarchical color image segmentation. The
first one is based on a non-parametric pyramid of
watersheds, comparing different color gradients. The
second segmentation algorithm relies on the merging of
chromatic-achromatic partitions ordered by the saturation
component. Several connections (jump connection, flat
zones and quasi-flat zones) are used as connective criteria
for the partitions. Both approaches involve a color space
representation of type HLS, where the saturation
component plays an important role in order to merge the
chromatic and the achromatic information during the
segmentation procedure. The presented methods are both
good and fast. We would like now to evaluate the
application of these algorithms to the cartographic images.
We describe here the fundamentals of the algorithms and
we comment on the preliminary results.



5.1.1 Waterfall algorithm for color images

The watershed transformation, a pathwise connection, is
one of the most powerful tools for segmenting images.
Tl}e_watershcd lines associate a catchment basin to each
minimum of the function [5]. Typically, the function to
flood is a gradient function which catches the transitions
between the regions. The watershed method is meaningful
only for grey tone images (is based on the existence of a
total ordering relation in a complete lattice). However, it
can !Je easily used for segmenting color images by
deﬁmr_lg a scalar gradient function corresponding to the
co_lor image. Using the watershed on a grey tone image
without any preparation leads to a strong over-
segmentation (large number of minima). A well-known
method for avoid the over segmentation involves a non-
parametric approach which is based on merging the
catchment basins of the watershed image belonging to

almost homogenous regions; this technique is known as
waterfall algorithm [6].

e S, A » - >

[ 1A
2L PRI

Level | Level 2 Level 3 Level 4

Figure 7. Pyramid of segmentation by waterfall algorithm ( fis the image

?n Figure 1(b)). First row, mosaic images and second row, watershed
ines.

S
w
E

R
B

Let g be a positive and bounded function (0=g(x)< M) and
!et W(g) be its watershed. An efficient algorithm for
lmplgmenting the waterfalls is based on building a new
func.:non h: h(x) = g(x) iff xeW(g)and h(x)=M (h is
obv10u§ly greater than g) and then, g is reconstructed by
geodesic erosions from 4 [5), i.e. g=&"(g,h) . The minima
of the resulting function ¢ correspond to the significant
markers of the original g, moreover, the watershed
tr.?nsform of ¢ produces the catchment basins associated
yvlth thes.e significant markers. In practice, the initial
1mage g 1s the gradient of the mosaic image m (after a
watershed transformation, m is obtained by calculating the
average value of the function in each catchment basin).
By lteratin_g the procedure described above, a hierarchy of
segmentations is obtained. Dealing with color images has
the drawback of the method for obtaining the mosaic
color image m; of the level i. We propose to calculate the
average values (associated to the catchment basins) in the
RGB components, i.e. m = ( mg, mg, mg). The gradient of
level i+1 is obtained from m, i.e. g;,) =Vm; .In practice,
all the presented gradient functions can be applied on m.

It is possible to consider a contradiction the fact that, for
the mosaic image, the values are averaged in the RGB
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color components and then, the gradients (and
consequently the watersheds) are computed using other
color components. However, this procedure of data
merging allows to obtain good results and on the other
hand, the calculation of the mean of angular values (H, a*,
b* components) is not trivial.

The example of Figure 7 illustrates the color waterfall
technique (usingvSs), with the different levels of the

pyramid. The segmentation results corresponding to the
different gradients are given in Figure 8. Other tests have
been performed on a representative selection of color
images and the results have been similar [4]. The use of
only the brightness (vt) or only the color (v#and v€)
information produces very poor results. We can observe
in Figure 4 that the supremum-based color gradient is the
most contrasted and obviously achieves to good results of
segmentation. The perceptual gradient, which has very
interesting properties for colorimetric measures in
perceptually relevant units, leads to better results for the
dark regions. However, the best partitions have been
obtained with the proposed saturation weighing-based
color gradient. The rationale behind this operator is the
fact that the chromatic image regions correspond to high
values of saturation and the achromatic regions (grey,
black or white) have low values in f5 (or high values in
s€). According to the expression of v , for the

chromatic regions the priority is given to the transitions of
v# and for the achromatic regions the contours of v‘are

taken.

»

(d) (e) (H
Figure 8. Examples of level 4 of waterfall pyramid using different color
gradients (/s the image on Figure 1(b)): (a) vir, () v, (©) vSr,
@) vswPs, (&) V€ rand (D) vPy.

5.1.2 Ordered partition merging for color images

This segmentation approach is based on the application of
other morphological connections to color images. For the
sake of simplicity, we just use here the jump connection

[17].
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Let 5/ be the jump conncction of module & which

segments the function obtaining a partition P, i.e. pa{<()-
The jump connection is defined for functions f : E—T
where T is a totally ordered lattice. As for the watershed,
the application to color images involves special
considerations. In the HLS color systems, the /¢ could be

applied to each grey level component, obtaining a
partition for each component, i.e. po/Cs,), Paf€(ss),
PaiC(sy)- Remark that we must fix a color origin for the

hue component in order to have a totally ordered set
which involves some% disadvantages [7]. Typically, non-
significant small regions appear in the partitions (over-
segmentation). The segmentation may be refined by the
classical region growing algorithm, based on merging
initial regions according to a similarity measure between
them. For the region merging process, each region is
defined by the mean of grey levels and the merging
criterion is the area a of the region (regions with area
smaller than a are merged to the most similar adjacent

regions).
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& _,'
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;*
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- g \l
jﬁﬁ:ﬁ,
i

|

(d)

Fignre 9. Examplcs of scgmentation by jump connection k = 20 +
region merging a < 50, o, (fis the image on Figure 1(b)): (a) Chromatic
partition, P.{f), (b) achromatic partition, Pe(ft), (c) saturation partition,

P.(fs), (d) saturation-based weighted contours of chromatic and
achromatic partitions, gs, (c) scgmentation of weighted partition by
watershed transformation, P,(f), (f) contours of watershed lines on initial
color image.

In Figure 9(a)-(c) are shown the partitions by jump
connection improved by region merging. Now, the
question is how the obtained partitions can be combined.
As we can see in the example, the partition P,(fy)
represents well the chromatic regions (very interesting for
the cartographic images), as well as P,(f;) the achromatic
ones. We propose the following strategy. Starting from
the mosaic image associated to P,(f), denoted mg can use
this function in order to weight the contours of the
chromatic and achromatic partitions, in a similar way than
for the saturation weighing-based color gradient, i.c.
gs(x) = ms xPolf)(x) + m§ x P,(fi)(x), see Figure
9(d). The segmentation of the weighted partition g is
obtained again by using the watershed transformation,
P,(fi)=Wi(gy), Figure 9(e)(f).
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The increasing values of parameters k and a lead to a new
pyramid of segmentation. The performance of this
segmentation is relatively good. The main problem is the
adequate choice of values for these parameters.

Therefore, we can conclude that for the aim of
partitioning the cartographic image the most indicated
method is the waterfall algorithm.

5.2 FEATURE EXTRACTION

The feature extraction involves basically obtaining the
color top-hats which extract all the text/graphic details, as
we have shown in the precedent discussion, followed by a
threshold.

Now, the great difficulty arises from the binarisation of
the top-hats in order to generate the semantic layer of the
color image.

Besides the problem for finding the optimal threshold
value, if we try the thresholding transformation directly
on the top-hat image, it is probably that the result will be
very noisy, Figure 10(a).

We propose to use an area opening operator. The area
opening [22], ¥4, is a connected filter that removes bright

structures whose area is less that a give threshold A but
preserves the contours of the remaining objects.

Taking a size of A = 50, it is possible to remove many
noisy details. Moreover, the residue between this filtered

image and an area opening of large size (¢, - yf"ge)

allows us to remove the background contribution, making
the threshold easier, see the examples of Figure 10(b) (c).

In fact, this is also a step of segmentation (the threshold
method is another connective criterion [18, 20]). We
consider that the segmentation of the cartographic image
is composed of the partitioning using the waterfall
algorithm and the text/graphics detail extraction using the
thresholded top-hats. -

53 COLOR INDEXING AND POST-
PROCESSING

Color is an important attribute for image retrieval: color is
an intuitive feature for which it is possible to use an
effective and compact representation. Color information
in an image can be represented by a single 3-D histogram
or three separate 1-D histograms. These color
representations are invariant under rotation and translation
of the image. A suitable normalization also provides
scale/size invariance. The histograms are feature vectors
which are used as image indices. A distance measure is
used in the histogram space to measure the similarity of
two images [1].



In [2], we defined two bivariate histograms: hf); : (putting

together the hue component and the saturation
component) and /5 (luminance and saturation
components) associated to the HLS color representation.
We presented an algorithm for the partitioning of these
histograms using morphological tools which vyields
another interesting method for segmentation color images.
In view of the compact representation of the chromatic-
chromatic image information, the bivariate histograms are
'falso very useful for the color distribution indexing of an
image.

Figure 10. Examples of thresholding simplification by arca Opening y4 .

(a) Initial black-achromatic top-hat and binary image after thresholding
at u = 50. (b) and (c) First row: arca opening of sizc A = 500 and A=
40000 , sccond row: residucs between the arca opening of size 50 and
the comresponding large arca opening, third row: binary images after
thresholding residucs images at u = 50.
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In the case of cartographic color images, one of the
mosaic color images of the segmentation pyramid (where
many non significant color details have been removed)
can be used for computing the bivariate histograms, see
Figure 11. Then, the histograms could be considered the
index for a retricval system based on the color content.

-
7

(b) (c)

Figure 11. Examples of normalized bivariate color histogram images:
(a) Initial image (mosaic of level 4 of the scgmentation pyramid), (b)
chromatic histogram fjs, (c) achromatic histogram /.

Finally, there are other morphological operators which
can be applied to the binary semantic layer in order to
simplify the subsequent steps of pattern recognition: for
the separation between text and graphics and for the
reading of the text (mainly using an OCR systems). For
instance, it is possible to build the skeleton of the binary
structures for better outlining the objects (characters,
lines, symbols, etc). The most interesting transformation
is the morphological thinning [16] which preserves the
homotopy and yields robust skeletons, see examples in
Figure 12.

The color of the text/graphics is also meaningful and
therefore, the simple masked binary layer with the
original color image constitutes an interesting
information, see Figure 12.
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Figure 12. Examples of post-processing of semantic layers (first row,
from the black-achromatic top-hat and sccond row, from the chromatic
top-hat; of the image on Figurc 1(b)): (a) Initial color image, (b)
extracted text/graphic layer, (c) morphological thinning, (d) text/graphic
layer masked with original color.

6 CONCLUSION

In this paper, we have proposed a new method for
analysis of cartographic color images based on
mathematical morphology operators. We have discussed
the extension of the gradient and the top-hat notions to
color images in the hue/luminance/saturation spaces.
These morphological color operators can be used for
hierarchical partitioning of images into homogeneous
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regions and for details extraction. We also have described
a technique for indexing the color distribution and for

thresholding easily the extracted details.

We demonstrated on the preliminary image examples that
the proposed approach is able to achieve to good
segmentation results, providing robust and reproducible
algorithms (very few parameters to set). We would like to
evaluate deeply the performance of these techniques,
comparing with other kinds of non-morphological

techniques.

In summary, we believe that this approach can be used as
a first step in an automated system for the management of
cartographic maps in the framework of geographical

information systems.
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ABSTRACT

This paper analyzes the main factors that influence the
ef_'fectlveness of raster-to-vector conversion systems.
Since complex systems such as these are more than

simply the sum of their parts, we emphasize analysis of
the whole system.

The paper shows that currently developing new automatic
vectorization methods very often cannot increase the
effectiveness of conversion systems. The effectiveness of
conversion systems depends to a much greater extent on
correct division of tasks between the operator and
computer and on the capabilities of the raster and vector
editors used for pre- and post-processing. Our analysis
revealed some important problems that have escaped
scientists’ attention. Some of them are developing and
analysis of semi-automatic vectorization.

KEY WORDS

Data  Capturing,
Vectorization, GIS.

Raster-to-Vector ~ Conversion,

1. INTRODUCTION

Data capturing from maps, engineering drawings,
electrical schematics, and other paper line drawings is the
combination of several tasks: manual digitizing, scanning
of paper line drawings, heads-up digitizing, binarization
and pre-processing of the raster images, automatic and
semi-automated vectorization of black and white raster
images, post-processing of vector data, text and symbol
recognition, and interpretation of vector objects. After
conversion, data could be loaded into vector databases
where objects of line drawings have to be represented as
points, lines, and polygons. This task is very labor-
intensive and time-consuming.

Much research has been done in the field of data
capturing and many articles are dedicated to text and
symbol  recognition,  automatic  vectorization,

segmentation, compression, and smoothing the result
vectors, geometric shapes recognition, measuring of
effectiveness of vectorization, and so on.

A number of papers [1-6] have analyzed the data
capture process and different raster-to-vector conversion
systems.

[1] discusses the data capturing process and briefly
mentions heads-up digitizing, automatic (batch mode),
and semi-automated (tracing) vectorization, together with
the analysis of the pro and contra arguments.

Papers [2] and [3] are dedicated to the specific
conversion systems.

In [2] the authors describe the system that was
intended for conversion and interpretation of land register
maps, which satisfy the Italian Land Register Authority
standards. The standards simplify the problems of
vectorization and interpretation of raster objects because
they define the guidelines for drawings and rules that
form a graphic language and restrict the objects shown on
these maps.

In this paper, the authors suggest a new algorithm of
vectorization that is based on the processing of raster
images in RLE format. To simplify vectorization raster
object recognition is executed before vectorization.

They suggest that the efficiency of conversion
systems or the conversion systems’ performance be
assessed on the basis of average elapsed time needed to
process maps. This suggestion is in line with the opinion
of Adrien Litton who writes in [1]: “Your goal is to
produce the highest quality vectors in the shortest amount
of time.”

The general architecture of one commercially
available CAD conversion system, GTX, is described in
[3]. The authors discuss not only vectorization algorithms
but also pre- and post-processing. They emphasize the
importance of the operator by showing that automated
CAD conversion is never a completely automatic process.
At a minimum, a human must check the results of the
conversion. In the worst case, the operator must spend
hours correcting the revealed errors. In addition to
automatic vectorization, the system suggests semi-
automated vectorization (tracing).

There is an analysis of the conversion process in [4].
The author writes about the significance of semantic
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interpretation of the result vector objects. The last step of
the conversion of components is to use one’s knowledge
about the type of document to assign a semantic label.
The result is a description of a document, as a I}uman
would give it. The semantic description makes easier for
the operator to control the result and !o correct revealed
errors but usually itself requires the interference of the
operator. o _

The most common opinion is that conversion systems
can be made more efficient only by using additional
information (gray scale raster imagt_:s, libraries of used
symbols, and so on) and by using more complex
algorithms for automation of the vectorization process.

Only [6] emphasizes the problem of correct
distribution of tasks between operator ar.ld computer. The
authors believe that it can make conversion systems more
efficient.

For more than a quarter of a century, there has been
research and development of the problem of automatic
vectorization all over the world. The main goal of these
efforts is to accelerate, reduce the costs, and improve the
quality of conversion. Nevertheless_, manual digitizing
from paper maps and scanning, with further heads-up
digitizing, has been used up to the present day. In [7], the
authors state that automatic vectorization is the easiest
and quickest method of data conversion if a source
document is in a very good condition. If not, it will
require a lot of editing afterwards to reveal and correct all
errors. Time spent on editing such a map could easily
exceed time spent on document conversion done by some
other method. The authors conclude that manual
digitizing from analog maps “is the most basic method of
digitizing traditional paper maps.”

In this paper, we explain why we do not believe that
the new methods of automatic vectorization could
significantly increase the efficiency of conversion systems
and show how to achieve a significant increase in

efficiency.
2. VECTORIZATION

We begin our investigation with the problem of
vectorization because it is a mandatory task of the
conversion process.

Is it possible to strictly define what is the correct
vector description of the raster image and what has to be
the result of vectorization? Unfortunately the answer has
to be “no,” if the trivial cases (horizontal and vertical lines
of constant thickness) are to be excluded. Strict and
objective opinion about this matter does not exist, and
only the user can judge whether the result of vectorization
is correct. We illustrate this point with several examples.

Example 1. Figures la and 1b show the results of
vectorizing the same fragment of a contour map. These
vectors and width of the corresponding linear objects,
which are usually calculated during vectorization, can be
used to restore the source raster image. Which result is
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better? Is it the result that allows one to restore the raster
object? The answer is no.

Any cartographer will tell you that both solutions are
incorrect. Contours cannot intersect and intersections in
this image can be explained only by scanning error and
the noise of the raster image.

Figure 1. Results of vectorizing a fragment of a contour map.

Correct results are shown on Figure lc or 1d. To
select the correct result, it is necessary to analyze the
source line drawing and to study the context. The opinion
of the cartographer will be the most important.

Figure [2] shows three different results of vectorizing
a fragment of a map. Which one is correct? If we do not
know that these are roads, we might think that it’s 2a. If
we know that these are roads, then the correct result is 2b,
if each line represents one side of the road, or 2c, if
double lines were used as the line symbol to represent

roads.
v
// A\
Zé ===

4

Figure 2. Results of vectorizing a fragment of a road map.



It is possible to find the correct result only if the

entire context is taken into account.
Figures 3a and 3b show the results of the vectorizing a
fragment of a city map. If the map shows a building, then
the correct result of the vectorization is represented by
Figure 3a, namely the centerline of the linear object and
the border of the building interpreted as a solid. If the
map shows two linear objects, the correct result is
represented by Figure 3b.

Figure 4 shows a map consisting of several thematic
layers. Each thematic layer may require a different
vectorization.  Texts must be recognized, roads
vectorized, buildings outlined. If it is not possible to get
hold of the separates, the map should be divided into
several sub-maps, each containing one thematic layer,
before using automatic vectorization. Dividing a map into
thematic layers is complicated, and in the most complex
cases, the algorithms that would provide a stable solution
in the automatic mode have not yet been found.
Sometimes in order to use automatic vectorization
methods, the layers are manually copied onto Mylar.

-

b)
Figure 3. A fragment of a city plan

Figure 4. A fragment of a map with several thematic layers
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In practice, it is extremely difficult to obtain the
correct result by full automatic vectorization of
documents. This difficulty stems, in large part, from the
fact that the desired solution depends heavily on the
following factors:

- noise level

- what linear symbols are used

- quantity and meaning of the thematic layers
- subject area

3. THE EFFICIENCY OF THE
CONVERSION SYSTEM

As stated in article [2], efficiency should be measured by
the amount of time it takes the operator to convert a
document, provided the result satisfies the user’s
requirements. The cost of this time is equivalent to the
cost of labor alone, because if the system is used
intensively enough, the cost of the system itself and the
cost of the operator’s training can be disregarded.

The efficiency of a conversion system depends on
what vectorization method is used. If head-up digitizing
or manual digitizing is used, vectorization takes up a lot
of time, the most of the time of the conversion process.
This is why so much emphasis is put on the developing
algorithms for automatic vectorization.

There were developed a lot of different methods of
automatic vectorization [2, 8, 12, 16,17]. In the references
we list only some of the articles dedicated to this problem.
Many of them show good results while vectorizing black
and white raster images of simple line drawings of good
quality. Companies that develop commercial conversion
systems also have implemented some good automatic
vectorization algorithms.

In addition to errors caused by the imperfections of
automatic vectorization algorithms, there are errors
caused by noise and other factors listed above. That is
why even with good methods of automatic vectorization it
is practically impossible to completely avoid errors in
automatic vectorization.

Many attempts have been made to compare different
systems of automatic vectorization. Some of them offer a
quantitative estimation of vectorization errors [8-11], such
as an average deviation from the model lines, the number
of extra vertices, and the length of incorrectly recognized
straight segments, stroke lines, or arcs. It may be useful
for the comparison of vectorization algorithms. This
estimation is intended for evaluation of the amount of
time the operator would have to spend on monitoring and
correcting errors. However, this time is affected not only
by vectorization errors, but also by the capabilities of the
raster and vector editors, by tools that the operator has, as
well as by what type of document is being operated on.
Here are two simple examples.

Example 1. Because of the noises and errors of the
raw vectorization, topological errors may appear. It is
difficult to detect them by sight, and eliminating them
manually is a difficult task. If a vector editor can
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automatically detect and correct such errors, these errors
will have little influence on the efficiency of the system.

Example 2. Engincering drawings and electrical
schematics contain many straight lines and circle arcs,
while contour or hydrographic maps consist mainly of
free curves. Without special tools, correcting errors made
during vectorization of free curves is more difficult than
correcting straight lines.

The fact that manual and head-up digitizing are still
being widely used, suggests that frequently the time spent
on editing after automatic vectorization is commensurate
with the time spent on digitizing. .

Our experience with just some algorithms of
automatic vectorization leads us to conclude that
vectorization of linear objects of constant thickness is
quite accurate and in most cases satisfies the usgr’s
requirements. The large number of post-vectorization
errors and the considerable amount of time necessary for
their correction result not from the low geometrical
quality of the automatic vectorization but from the
complexity of the converted documents and the poor
quality of the raster images (see, e.g., figs. 4 and 5).

Figure 5. Fragment of a hydrological map

Consequently, in order to increase the efficiency of
the conversion system, vectorization methods are needed
occupy the middle ground between digitizing and
automatic vectorization. Such methods would reduce the
number of errors caused by the complexity of the
converted documents and their bad quality, as well as
mistakes by the operator. Semi-automatic vectorization
methods would spare the operator from performing
monotonous, labor-intensive routine work and would use
the operator only when human judgment is necessary. In
addition, these methods would allow one to implement
selective vectorization (separate objects or layers) and, in
especially complex cases, very easy to switch to heads-up
digitizing.
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4. INTERACTIVE VECTORIZATION
METHODS

Currently, there are two interactive vectorization methods:
tracing and raster snapping. Operators who use tracing
have to only select a starting point and the direction of the
tracing and then the vectorization software will trace the
linear object until it comes to an intersection. That is
much easier than digitizing each vertex. In addition, it
yields computer-generated vectors along the lines, which
are usually of higher quality than manual ones [1].

Tracing and raster snapping are indispensable tools
for selective digitizing. But they are used for digitizing
full documents also.

The fragment of a contour map, shown on Figure6,
has more than ten intersections, one of them with six
intersecting lines. But contours cannot intersect.

Figure 6. Fragment of a contour map.

What is simpler, to vectorize this fragment
automatically and correct all the intersections afterwards,
or to use tracing so that the operator could use head up
digitizing at the intersections? The answer will depend on
the extent of the automatization of the intersection
correction procedure in a given system.

Amazingly, it is difficult to find research dedicated to
interactive vectorization methods like tracing or raster
snapping. If you look for the word “tracing” on the
Internet you will receive tons of links to numerous
commercial companies, and almost none scientific
publications.

Is this so because tracing does not involve any major
theoretical problems? No. Some automatic vectorization
algorithms essentially perform tracing, that is, they build a
vector description of each linear object by moving along
this object. The algorithm Sparse Pixel Vectorization is
an example of this kind [8]. Nevertheless, in order to
achieve a full-fledged, truly interactive vectorization
regime, it is first necessary to solve a number of problems
that have not yet been adequately addressed. Among
these problems are elimination of edge effects; on-line
recognition of linear objects, intersections, solids, and



ends; the influence of the starting point on the final
solution; smoothing and compression of simultaneously
changing lines, and the influence of thresholds.

During tracing it is not important how long it takes
vectorization of the full document, but tracing each linear
object has to be done in real time. There is no difference if
the operator waits for the result 0.1 sec or 0.001 sec.
That’s why some algorithms and methods that are too
time-consuming for automatic vectorization of the whole
document, can be successfully used for tracing. It is
possible to accelerate tracing with localization of the
segment of the image where the vector solution is being
built. Segmentation can be performed in a variety of
ways, by dividing the image into the tiles of fixed size,
dynamic dividing into overlapping areas, selecting parts
of the vectorized connected component, etc. However the
parts of the image located beyond the borders of the
segments can influent on the result vectors. The edge
effects have to be suppressed.

Actions of the operator may be required too
frequently because of noises. The horizontal line on the
Figure7 has more than ten intersections because of
connections with digits and symbols. So tracing that
ignores intersections may prove extremely useful. Maybe
it is possible to develop the program that automatically
builds a straight segment or an arc that starts at a given
point and extends in a given direction?

Figure 7. Fragment of a parcel map

Tracing can be used with raster snapping that
automatically places a cursor on the nearest point of either
centerline, end, intersection, comner, or solid center. This
possibility saves a lot of the operator time.

Raster snapping has an independent value when one
has to perform vectorization of documents with many
straight segments, that contain intensive noise or other
layers, making automatic vectorization or tracing too
difficult because of the large number of intersections.
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Figure 8. Interface for calling raster snapping in ArcScan

Figure 8 illustrates the procedure for raster snapping
in the ArcScan conversion sub-system of ArcGIS. It
allows raster snapping on a centerline, nodes
intersections, corners (critical points), ends of lines, and
centers of solids.

If raster snapping is performed on the ends and
corners, then snapping just to two points can vectorize
every straight line. At the same time, it is not necessary
to zoom in the image to achieve high accuracy.

5. DIVISION OF LABOR BETWEEN
OPERATOR AND MACHINE

The efficiency of a conversion system depends largely on
how responsibilities are distributed between operator and
machine. Humans are peculiarly adept at recognition.
They easily identify various thematic layers, isolate and
recognize texts and symbols, find critical points, locate
the continuation of broken lines, situate the contours of
areas filled with symbols, recognize shaded areas and
much more, all things that are difficult for a computer
program to do automatically.

Let us take the problem of closing gaps as an
example [13]. Usually algorithms for solving this problem
use two thresholds, search radius and fan angle.
However, in some discontinuity points of lines several
candidates for continuation can be found in spite of these
two thresholds. Even if a more complex algorithm is used
or additional parameters are introduced, there is no way to
obtain the correct result in all cases. Is it worth it, then,
making algorithms more and more complicated? Would
not it be better to pass these problems on to the operator
and to simplify and stabilize the algorithms instead?

The same issue arises with intersections. Figure 1
showed four possible versions of the solution of one
intersection. An operator can easily decide which version
is comrect, but then it is necessary to redraw the
intersection and this is a time-consuming and labor-
intensive process if the operator will do it.
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Better if the operator’s decision can be
communicated to the program via templates. Figure9
shows four templates that correspond to the four solutions
of this intersection. The program, no longer required to
provide a decision, could be simplified and would

guarantee obtaining a

DO OO0 L IIIJ:

a) b) c) d)

Figure 9. Templates for the intersection in Figure 1.

stable solution. The operator must simply choose the
correct template, and thus be spared the lengthy and
tedious task of drawing.

Therefore, let us take this into account when
designing a conversion system. Let operator do what he
can do easily, and let us use the computer and automatic
methods to solve those problems that render themselves to
formalization and have strict stable solutions. “Render
unto Caesar the things that are Caesar’s, and to God the
things that are God’s.”

In order to use algorithms of automatic and semi-
automatic vectorization, it is often necessary to know the
maximum thickness of the linear elements. Frequently
this value is not already known. To determine it, one has
to measure the line thickness in several places, usually
zooming in to an area and pointing the cursor at edge of
the line and then the other with the distance tool. This has
to be repeated several times.

Can this procedure be simplified? We developed a
relatively simple algorithm that will measure line
thickness in any point. All the operator has to do is to
place cursor next to the line. Figurel0 illustrates how
ArcScan performs this procedure. Local thickness of the
line equals 12 pixels.
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Figure 10. Measuring local thickness

Verification of vectorization results takes a long time.
The authors of [14] proposed an algorithm that would
identify how much the result of vectorization deviated
from centerline.  This algorithm can be used to
automatically identify spots where deviations exceed
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some given value and mark them (see Figurell). The
deviations can result from either the vectorization
algorithm itself (a) or from post-processing of the
obtained result, such as compression (b) and smoothing
(c).

Automatic  verification of the accuracy of
vectorization result can significantly increase the
efficiency of the conversion system.

c)

Figure 11. Automatic identification and marking of large local
deviations of centerlines

While there are presently a lot of methods and
programs for text recognition, there are no effective text
recognition programs for graphic documents. Maps,
engineering drawings, electrical schematics, and other
graphic documents have lots of text on them, text that
may touch linear objects or be otherwise difficult to
distinguish, automatically, from graphic elements. To
recognize text of graphical documents, it is necessary first
to separate it from linear objects, solids, and symbols and
to define its orientation.

There are no efficient programs that do it
automatically. The operator can do it. As proposed in
[lS], the operator can draw line through the text, marking
It as text and revealing its orientation all in one step.

. Many conversion systems allow us to clean the raster
image of noise before vectorization. To perform this task,
It 1s necessary to find speckles and holes as connected
components that meet requirements for size, area, and
sometimes more sophisticated characteristics. But small
graphic elements (dashes, dots, and others) can be
identified as noise too. So it is more efficient to select
speckles and holes automatically and highlight them.
Then the operator can verify the result of selection and, if



necessary, to correct it by selecting or unselecting
connected components before cleaning.

When processing the map of a city, it is often
difficult to vectorize rectangular buildings. If it is a
relatively small-scale map, contours of buildings can have
quite a big noise. The program for an automatic
recognition of rectangle buildings with big noise is
complex and doesn’t always give good and stable results.
Manual drawing rectangle contours of arbitrary
orientation is time-consuming. But an operator can
recognize solids that are rectangular buildings easily and
there are simple programs that approximate borders of the
solids with rectangles. So it is possible to develop an
effective interactive procedure of one click vectorization
of rectangular buildings.

One way to increase the effectiveness of conversion
systems is by using learning algorithms. The comers
between straight-line segments and the boundary points of
circle arcs are called critical points. The recognition of
critical points is an important component of the
conversion process, because critical points will help to
correct recognition of geometrical objects. All the
algorithms for this task use some thresholds. Often it is
difficult to evaluate these thresholds because they depend
on so many factors: maximum and minimum curvatures,
noise, thickness of lines, and so on. But it is relatively
easy to show critical points on the screen (Figure 12). The
effectiveness of the conversion system will be increased if
an algorithm can be developed that can automatically
evaluate necessary thresholds and parameters using
information about location of some of the critical points.
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Figure 12. Fragment of architectural design

Sometimes, addition of a simple tool drastically
expands a system’s capabilities. ArcScan added a
seemingly insignificant instrument that allows toggling
colors of foreground and background pixels (see
Figurel3).
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Figure 13. Tool for toggling colors of foreground and
background pixels

When combined with semi-automatic vectorization
(tracing), however, it allows one to vectorize a non-trivial
image, in which linear objects are represented both by
solid and double lines (Figurel4).

b)

Figure 14. A source raster image (a) and the result of
vectorization (b)

6. CONCLUSION

The article analyzes the task of data capturing and the
principles of designing conversion systems. It
demonstrates with examples how the efficiency of the
conversion systems can be greatly increased if the
division of labor between operator and machine will be
done right, when an operator does what he can do easily,
and the computer solves those problems that render
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themselves to formalization and have strict stable
solutions.

It further highlights the significance of the algorithms
and methods of semi-automatic vectorization, which have
been largely ignored by the scholarly co!nmunity. Our
approach involves a comprehensive analysis of the system
as a whole, rather than looking at it as a mere collection of
separate instruments.

The new version of the conversion system, ArcScap,
which was developed by ESRI and is a part of ArcGIS, is
a prototype of the new generation of conversion §ystems.
In preparing the article, we used ArcScan to {llusnate
some of our statements, assumptions, and conclusions.
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ABSTRACT

To generalise digital data, some efficient algorithms are
required. Recent researches have enriched the library of
algorithms allowing interactive generalisation of GIS. The
automation of the process requires that the generalisation
system is able to find automatically 'where and how to
generalise'. The 'where' depends on the capacity of
analysis: the system should be able to identify which
objects do not respect the specifications. The How'
depends on the existence of procedural knowledge which
are rules that connect conflicts with the algorithms which
are supposed to solve such conflicts. The AGENT
prototype has been developed to provide the geographical
objects with the capacity to qualify themselves (i.e. to
recognise automatically the conflicts) and to apply
appropriate algorithms to solve the existing conflicts.
Moreover, a mechanism of control has been developed in
order to backtrack and try another algorithm whenever the
results are not as good as required. This paper explains
the principles of self-generalisation at different level of
details as well as the importance of spatial analysis for
generalisation.
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1. INTRODUCTION

The process of generalisation aims at producing a new
representation of geographical space from a more detailed
one. It could be compared to the conception of an abstract
from a full paper. The abstract should content less words,
but the main ideas should be detected, preserved and
enlighten. For geographical data some graphical rules
must be satisfied to produce a representation that can be
read and understood. The objective is to represent the
same geographical space with less details while allowing
the readers to build a mental representation reflecting the
reality. Research on generalisation aims at designing a
system able to build an abstract representation for any
type of geographical area and any type of level of details.
It requires a good understanding of the process of
abstraction.

Early research in the eighties focused on the definition of
the operations of data modification such as simplification,
aggregation, displacement and object removal (see [1]).
Then researchers designed algorithms for each of these
operations, starting from the simplest ones to the more
complex such as displacement [2]. The result of this
research can be seen on some GIS packages of
generalisation that allow a user to select an algorithm and
apply it to one or several objects selected interactively.
But the automation would require an orchestration of
these algorithms as suggested by Mackaness [3]. Tests
such as [4] clearly showed that ‘how’ to generalise (i.e.
what to apply, where, and when) was not a trivial question
as no predefined sequence could produce good results
with the existing algorithms. The choice of an algorithm
and its parameter values depends on the properties of each
object or set objects to generalise.

From that point, three approaches have recently been

proposed by the research community:

1. To design new algorithms that would model
generalisation as a constraint solving problem [5].
Constraints of proximity, of size are represented at
the co-ordinates level. Classical mathematical
methods such as least square one are used to displace
in an iterative way the position of each point in order
to respect constraints,

2. To try a set of combination of operators and to
choose the solution that best satisfies a set of
constraints. The theoretical number of trials depends
on the set of objects and on the possible combination
of operators. Simulated annealing technique is used
by [6] to reduce the quantity of trials and to choose if
not the best at least a good solution,

3. To try to replace the cartographer analytical capacity
by spatial analysis tools that would guide step by step
the process. This method is presented hereafter.

These three methods are all very interesting. The two first

are certainly very valuable and efficient for small scale

changes whereas the last one can easily include dramatic
changes (such as object removal and collapse) but it
requires more spatial analysis tools. A first remark is that
all of these methods are based on constraints as it was
proposed by K. Beard [7].

This paper presents an approach based on agents and
constraints to automate the generalisation process. It
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begins with a short explanation of the principles of the
method before developing the important role of spatial
analysis.

2. PRINCIPLES

The model we are proposing is based on constraints,
levels of analysis and agents. It has been first proposed by
[8] [9] and has been enriched during the European Esprit
AGENT project [10]. The model is fully detailed in [11],
we will just present hereafter the main principles before
focusing on spatial analysis in section 3.

The main global principle of this model is that
generalisation is viewed as a state change process. The
initial (non-generalised) data are generalised step by step
using algorithms that are chosen and triggered
dynamically and automatically. The choice depends on
two important states : the initial one -which is preserved
as the reference- and the current one. The aim of the
process is, at each step, to find a good next step. Control
mechanisms are part of the process to check dynamically
if a “trial next step’ can or not be validated to become the
current state. This step by step process follows the human
generalisation process.

2.1 THE CONSTRAINTS

Constraints are the representation of ‘what should be
respected’ to obtain a good generalisation. They are
formalised by means of functions such as :

size(building) > 350m?>

We distinguish two kinds of constraints :

- Constraints of generalisation represent the new rules
that should be respected according to the final
product specifications. They include graphical
constraint -such as building size- and constraints
related to information reduction. Usually, constraints
of generalisation are not initially satisfied and
algorithms are used to improve their state.

- Constraints of maintenance constrain the information
to ‘look like’ the initial state in order to produce a
final representation that allows the user to build a
mental representation close to the reality. For
example a generalised entity should have a shape if
not equal at least that ‘looks like’ its non-generalised
shape. These constraints are also used to avoid an
homogenisation of the representation. For example,
after generalisation, the centre of a city should be
different from its suburb (if required in the
specifications). Constraint of maintenance are
initially satisfied but might be violated after applying
the algorithms. They are necessary to avoid or to
reduce the possible distortions.

Constraints help to know 1/ 'where to generalise' (¢.g. this
building should be dilated because it is too small : it does
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not respect the size constraint on buildings) and 2/ if the
proposed solution is acceptable or not (e.g. the solution of
building dilation (i.e. size emphasising) should not be
validated because the shape of the building changed too
much : it does not respect the constraint of shape
preservation on building). Of course a large set of
constraints (on buildings, on streets, on rivers, etc., related
to size, shape, density, etc.) are necessary to perform
generalisation and often it is difficult to find one solution
that strictly respects all the constraints. The objective is to
find a good balance for each object (or set of objects), if
possible the best. Whenever a constraint is not satisfied a
conflict is created. Some conflicts are more sever than
others do. The challenge is to reduce the severity of the
conflicts to reach a state where most of the constraints are
satisfied.

To facilitate the use of constraints during the process, it
has been proposed to associate with each entity (each
road, each building) the state of its property towards the
function of constraint [8]. To apply an algorithm the
system needs to know that this building has a size, which
is significantly smaller than the minimum building size.
To do so, each entity is described by its initial and current
properties (such as size, position, shape, orientation) and
each current property (e.g. the current size) is evaluated
against the corresponding function of constraint. For
example if the current building size of this_building is
280 m?, and the building size function is ‘size(building) >
350m?*’ then the state of the size of this_building is bad
and requires to be improved by means of a generalisation
algorithm such as size_emphasing.

Consequently each entity is described by the state of each
of its properties. These states are used to trigger
generalisation algorithms and to control that a proposed
solution still respects the constraints of maintenance. A
building that has been simplified in order to respect its
granularity constraint should have a generalised shape
that also respects the constraint of shape maintenance (a
nearly squared shape should not be transformed into a
round or a flat shape). Moreover, as an entity can have a
set of non-satisfied constraints, priority of treatment are
computed to allow the system to choose which constraint
should be solved first. These priorities are computed
dynamically according to the nature of the constraint and
the severity of the constraint violation. As an example, if
a set of buildings is too dense and buildings are too close,
it is better to reduce the quantity first (by means of object
removal) before trying to displace the buildings as there is
not enough room for all of them.

2.2 THE AGENTS

As seen previously, each geographical entity is described
by a set of properties. The global state of an entity is the
synthesis (or the aggregation) of all its property states. In
other words, the state of an entity is computed from the
conflicts that exist on each of its properties. Whenever an
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other words, the state of an entity is computed from the
conflicts that exist on each of its properties. Whenever an
entity has a bad global state it should be generalised. The
idea is to allow each entity to compute its own global
state and to trigger itself its own generalisation. To do so,
we used the concept of agent. _

An agent is an entity that acts (and interacts) by itself. It
means that it can give to itself the order to simplify its
border to respect its granularity constraint or to emphasise
itself to respect its size constraint. In terms of
implementation, it means that each agent has an ‘engine’
that allows it 1/ to compute its state (the state of each of
its property and the synthesis), 2/ to choose an algorithm
to improve itself and to trigger it 3/ to control its new
state, to validate the solution if it has improved or to
backtrack and choose another algorithm if it has not.
Phase 1 and 3 depend on the state of the properties
towards the function of constraints whereas phase 2
depends on procedural knowledge. The schema of the
process of an agent is given in figure 1. In our system,
each geographic entity becomes an agent, which means
that it has an engine that allows its self-generalisation.
The term situation is used to describe a geographical
entity whatever its level of detail.

Situation Space Constraint space
Instantiation
»  Self-analysis « characterisation
+ evaluation
Integration of |
constraints Severity, priority,
@ v propositions
Computation of
possible solutions 5
List of g
possible operations °
—-DI Choice of one
loperation lo apply

[ Action |

I intermediate stat,

Evaluation
@ of evolution

Evolution analysis [€—
Non

Instantiation

» characterisation
« evaluation

|

Severity

satisfaction

l Satisfaction

State Validation

|
Better, not perfect } Perfect state or the best found

Figure 1: Process of sclf-generalisation for a single agent [8].

Amongst generalisation operations, some are individual
(such as simplification, size emphasising) while others are
contextual. Contextual operations are applied to a set of
objects. Displacement, object removal, aggregation are
contextual operalions as the decision of ‘where to
displace’, ‘which object can be removed’ or ‘which
objects can be aggregated together’ can only be taken
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with an overview on a set of objects. To do so, we
introduced the concept of meso-agents [8]: A meso agent
is a group of agents that act collectively as if it was a
single entity. A meso agent is an agent (consequently it
generalises itself) composed of agents. To distinguish
them, we call micro agent an agent that is not composed
of other agents. The difficulty is then to understand which
kinds of meso agents should be created for generalisation
purposes, and to design methods to detect them as they
are not initially represented in the database. Different
approaches exist : we can create a meso agent each time a
conflict can not be solved at the micro level. We can also
create meso agents that correspond to geographical
meaning such as an urban block, a district, a town or a
street network. Generally these two approaches are rather
coherent one to the other. Research done at the COGIT
laboratory for generalisation purposes led to the definition
of a set of meso agents necessary for the generalisation
process and is illustrated in figure 2.

Group-of
Building |
City District Urban-Block ?
Building
Street Network

Figure 2: Mcso objects typc within a town for gencralisation [12].

Amongst meso agents, some, such as urban block are
used to trigger generalisation algorithms, while others,
like districts, are only used to represent some constraints
of maintenance. An wrban block agent triggers and
controls building removal and building displacement, a
city agent triggers and controls street removal, whereas a
district agent controls the fact that its semantic property is
preserved during the process (its diversity of buildings
nature).

To choose the appropriate algorithm to reduce a conflict
or a set of conflicts, procedural knowledge [7] is
described at the constraint level. Each constraint holds
this knowledge described by means of rules such as : if
state is very bad then use such or such algorithm (with
such parameter value), if state is bad, then use such or
such algorithm, otherwise if state is medium then use such
or such algorithm. Information related to procedural
knowledge is given in [11].

This model of generalisation has been used during the
European project AGENT. The team developed a GIS
package named Agent on top of Laser-Scan Limited
Lamps2 GIS. During the project, only methods related to
roads and urban areas have been developed. The project
proved that this model is appropriate for generalisation.
The use of this package in NMAs already allowed to
improve the productivity, reducing the quantity of
interactive work. Certainly the best result concerns the



road network generalisation. More important, the system
has proved flexible. It has been used for different
databases, at different resolutions. On the other side, the
evaluation we made also showed that research should be
pushed forward not only to introduce new algorithms but
also to design more and better spatial analysis tools.

3. THE ROLE OF SPATIAL ANALYSIS
FOR GENERALISATION PURPOSE

The core of the generalisation process is based on our
capacity to develop (and to master) measures able to
describe geographical information as well as possible.

These measures replace the analytical capacity of a

cartographer who detects that a situation is not correct and

who is able to change it while preserving its main
properties. Measures are used to detect conflicts as well as
the information and properties that should be preserved
during the process: Spatial analysis tools are necessary to

trigger and to control the process as suggested by [3].

Functionally, we can decompose the set of measures into

two parts :

e The first part is used to recognise and create meso
entities such as district, groups of building or ring
road

® The second is used to describe the properties of the
entities such as measures of distance, size, shape,
orientation or density.

Besides the fact that spatial analysis tools are very
important for a large set of geographic applications such
as risk management, the library of measures is not enough
identified as a goal in itself, even if GIS designers are
proposing spatial analysis tool packages. At least for
generalisation, each developer or researcher develops its
own appropriate library from available tools on GIS or
from a mathematical library such as CGAL. Designing a
measure requires three steps :

1/ the identification of the mental concept coming from
our perception,

2/ the transformation of this concept into a mathematical
formula that can be implemented,

3/ the interpretation of the value of the measure (the
measurement) in the context of generalisation purpose.

The last step is certainly the most complex. The
interpretation of a value means that we should be able to
give a meaning for each value according to a goal. For
example, if a road has a fractal dimension equal to 1.32,
what does it mean ? If it is changed to 1.25, is it an
important change ? Does it mean that the shape changed
dramatically ? Is it acceptable ? If some measures are
trivial, others such as measures of shape are much more
complex as there is no mathematical definition for shape.
Example of this complexity can be found in the research
done to describe the sinuosity of roads [13]). Every one
can describe the sinuosity of a road in his own way, but
how to describe it mathematically ? Often, it is nearly
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impossible to reach our human subtlety of description
even though the measure is mathematically accurate :
measures do rarely describe our mental concepts.
However it is necessary to progress in the digital
description of geographic structures to enrich our very
poor data base — where objects are represented only by
means of few attributes and their location - with the
explicit representation of information necessary to
automate a process (whose objective is to simplify the
representation  while preserving the geographical
meaning). If a cartographer is able to visually detect what
is important and what should be preserved and how, it is
because he has 1/ knowledge on geographical space 2/ a
drawing of the specific arrangements of objects that he
can connect to its knowledge to reconstitute a mental
image of the reality and 3/ experience. For example the
generalisation of a river network requires that 1/ we know
in theory what is a river network, what are its properties
2/ we see it globally to identify which parts can be
removed without losing the global structure of this
specific network, and this according to the spatial
relationships that exist between the network and other
objects. The automation of such a process requires 1/ to
reconstitute the river network as a single entity 2/ to
analyse its personal and contextual properties and 3/ to
develop an algorithm that will reduce the quantity of
rivers without losing the global property of a river
network nor the main characteristics of this river network.

The complexity of such analysis is coming from the fact
that most of the meso entities useful for the generalisation
process are entities that can not be precisely defined. They
are phenomena that can be named (such as a town) and
that are useful to geographical reasoning. We are close to
the Gestalt theory [14], which looks for pregnant forms
that emerge from a set of information. Designing methods
to detect such phenomena is not easy because no accurate
or single definition exist. For example, there are
thousands of possible definitions of a town.

To illustrate this difficulty but necessity of analysis let us
take the example of building alignments. Building
alignments are important on a map because they structure
the space. They are the reflect of a certain kind of urban
settlement, more specifically of middle class districts.
Their maintenance is important during generalisation
process because they hold implicitly this geographical
(i.e. historical and economical) knowledge. Moreover,
generalisation algorithms - such as building displacement,
aggregation and removal - tend to distort them. Figure 3
shows an example of AGENT prototype generalisation of
an urban block where two alignments are completely lost
as they were not detected by the process. At least a ‘good
generalisation’ should have preserved one of both

alignments.
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Figure 3: Lost of bulldmg alignment with agent prototype.

The detection of such structures would help not only to
constrain the displacement of buildings but also to
develop a new method of building removal (named
typification) adapted to such meso-objects.

Recent research [15] presents a method to detect and
characterise this kind of pattern. The alignment in itself is
not so difficult to detect by means of projection and
clustering techniques (see [15]). The point is to be able to
distinguish regularity from irregularity, as, for different
reasons, exact regularity never exists. An alignment is
perceptually important if and only if it has some
regularities of arrangement, size, inter-distance, shape and

orientation (see figure 4).

Bu ®am®™ .alignment

L ‘.. an ) .
¥ ran _-} * inter-distances

mv ERFT ™ - shapes

ad R / » & - orientation

} * mean distance (stretching)

| I T -

Figure 4: What makes a pattemn.

* ‘SUM’ of all properties

If measures of alignment, distance, building shape, size or
orientation, are not too complex, nor their regularity - as
the standard deviation can be used to compute regularity-,
the difficulty here is to go from digital values to an
interpretation necessary to distinguish the main
alignments that should be preserved. On going research
based on expert knowledge acquisition will soon be
published to present our proposed method and results. To
sum up, some examples of alignments are proposed to
cartographers who mark them. This information is used to
find - if possible - the functions between the quantitative
values computed by the measure with the qualitative
values given by experts. These qualitative values are the
result of the knowledge of the cartographers. In such a
way their expertise can be introduced in the system. This
method allows to compare heterogeneous properties -
such as alignment, shape and size - and to build an
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aggregation function necessary to mark the global quality
of each alignment. It then becomes possible to mark them
and to select only regular alignments (the smallest mark,
the best in figure 5).

Figure 5: Evaluation of building alignments quality.

The best alignments are introduced as new meso-agents in
the generalisation process with appropriate attributes and
generalisation methods (Figure 6).

Urban block
Building alignement
Characteristics
Characteristics __.’
Typificati ¢$ Alignment-detection
—ypilication Displacement
? Build-removal

Building
Characteristics
Emphasising
Simplification
Squaring

Figure 6: Adding Building alignments to the data model.

As a global result, the fact that we are now able to detect
automatically these structures improves the Agent
generalisation results : Each urban block meso agent has
the task to detect and create these new meso agent that
would be themselves responsible for their own
generalisation : an alignment will apply to itself
typification to reduce its number of houses while
preserving the pattern, and the meso wurban block will
perform displacement while preserving the relative
position of buildings (see figure 6).

Another aspect to enlighten is that the progress made in
generalisation induced a real change in the data modelling
as illustrated in figures 2 and 6. New classes of objects
associated with their methods of creation and their
characterisation (i.e. the computation of their properties)
have been introduced in the initial modelling. This effort
of formalisation tends to fill the gap between the
abundance of the information of the real world and the
weakness of the information contained in classical
databases where only single object location and nature are
described.



databases where only single object location and nature are
described.

The detection and characterisation of building alignments
illustrates the use of spatial analysis for generalisation
purpose. Of course, lots of progress are still necessary as
much more information should be explicitly represented
to allow the computer to preserve the main information
implicitly contained in the initial database.

4. CONCLUSION

In this paper we have presented the principles of one
model of generalisation that has already been
implemented by the AGENT team on the Lamps2
package Agent. This model, as opposed to others such as
[5] and [6], has the advantage of pushing the explicit
representation of the information that governs the process.
This new information can be either a better description of
the initial data - such as the explicit representation of
distance, size, shape, density or orientation - by means of
new attributes or the creation of new entities - such as
towns, districts, urban blocks or building alignments - that
are also characterised by new attributes. This effort
towards the explicit representation of information exceeds
the simple case of generalisation. For example, it could be
used for multiple representation databases as these meso
objects are often the real link between existing databases.
Moreover it opens the way to new geographical analysis
that require different levels of analysis, as the study of the
influences of individual entities on more global ones. The
phenomena of aggregation - which is the core of
generalisation process - is recognised as being a core and
complex domain in geography. The introduction of
methods of analysis that allow the automated recognition
of such entities should certainly improves research in the
broader domain of geography.
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GENERALIZATION WITHIN A GEOPROCESSING FRAMEWORK

Dan LEE
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ABSTRACT

Map generalization, the process of data transformation,
reduction, and integration, requires a poyverful and
flexible environment in modem GIS. With a new
architecture and user experience, ArcGIS, the quect-
oriented generation of ESRI's GIS product, Provndes a
spatial framework to support GI$ and mapping nee.ds.
Geoprocessing, combining its earlier commapd operation
with a modern user interface, has become an !ntegml part
of the upcoming releases. Developing generallzat.lon tools
within a geoprocessing framework has given us
opportunities to explore new tt.:chnology and d_ata mode!s
and to make enhancements using better lechmques.' This
paper briefly reviews the research and deyeIOpment in the
past few years, introduces the geoprocessing concepts and
environment, and discusses how map generalization tools

have been enhanced and implemented in the
geoprocessing framework, and outlines what remains
ahead.

KEY WORDS

geoprocessing, generalization, data integrity

1. INTRODUCTION

Many data providers, map producers, especially national
mapping agencies, and other GIS organizations

have built high resolution, high accuracy databases to
represent the geographic world. The potential of using
these detailed master databases to serve multiple-purpose
and multiple-scale applications can be greatly extended if
the automated generalization becomes available in
modem GIS systems. Tremendous efforts have been made
within the research and development community from
deriving numerical methods (as summarized in [1] and
[2]) to implementing generalization functions into
commercial GIS products and receiving evaluations from
major national mapping agencies [3]. Better qualification
of generalization solutions and full integration of
generalization capability for deriving new datasets and
compiling cartographic produds has become inevitable.
1.1 Previous development

In pursuing GIS-based map generalization, the concepts
and classifications of generalization operations were

USA

defined [4] and a set of the most requested generalization
tools was created for the coverage data model in ESRI’s
Workstation Arclnfo in late 1990s [5]. These tools were
implemented following generalization principles and
produce less complexity and reduced detail in the output,
as shown in Figure 1, while preserving close
representations of the geographic objects and meeting
data integrity requirements. Our main tasks included
defining generalization rules, creating algorithms, setting
up logical procedures, facilitating post-processes, and
supporting user’s requests and benchmarks. The above
practice prepared us to meet new challenges.
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Figure 1

Coverage tools for generalization

1.2 Critical experiences

Successful automated generalization translates human
knowledge in manual generalization into explicit rules
and logics so that they can be coded in computer
language. Very few manual generalization guidelines
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exist in textbooks, and they are usually too general and
incomplete. For example, the instructions for area
building simplification state: “The measured area of the
simplified outline should remain roughly the same as the
area of the original”, “General form should be
maintained”, and “If possible, draw rectangles” [6]. When
we created the Arc command BUILDINGSIMPLIFY, we
had to analyze existing maps, use reverse engineering and
common sense to extract explicit rules for the
implementation. Here are some examples:

* A building must be simplified if it contains one or
more sides shorter than a specified length.

e Building simplification should preserve and enhance
orthogonality, that is, making near-90-degree corners
exactly 90 degrees.

* A building can be simplified by filling up comners,
cutting off or widening isolated small spaces
(intrusions or extrusions), or by straightening or
averaging a number of consecutive sides, while
keeping the measured area roughly the same.

e A building that does not retain a minimum area will
be excluded, if the user chooses to.

e  Under relatively large reduction, a building can be

turned into a rectangle taking the shape of the
bounding box oriented along the longest side and an
area close to the original.

e For connected buildings, only the outer boundaries
are simplified and the buildings should remain
connected after simplification.

e Five simplification statuses are to be recorded to
support post editing; they are: properly simplified,
partially simplified due to potential conflict,
simplified but too small, partially simplified group,
non-simplified group.

A previous paper presented more details on building
simplification [7]. For every generalization tool we
develop, a set of such explicit rules must be defined and
enhanced over time.

Geographic databases usually store features in various
themes, for example as political boundaries,
transportation, vegetation, and so on. Each can contain
point, linear, and polygonal feature types and their
attributes. Generalization may involve designing a new
classification for a target output, selecting features for
inclusion, reducing details through simplification,
aggregation, typification, and so on, and resolving spatial
and cartographic conflicts for the final products. These
operations must be carried out in a logical order;
sometimes decisions may depend on the status of the
intermediate results; interactive inspection and editing
may be needed. In response to some users’ requests and
major benchmark specifications, we delivered procedures
that transform large-scale data into a small-scale space
with fairly encouraging results [8]. However, without a
complete integration of generalization capability, from
enriched databases that support generalization analysis
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and decisions to a powerful, flexible framework that

facilitates automated processes and interactive
compilation, the limitations of the early solutions were
obvious.

2. GEOPROCESSING IN ARCGIS

With object-oriented technology and the new geodatabase
for modeling the world, ArcGIS marks a new generation
of ESRI software. The upcoming release of ArcGIS 9.0
will present a geoprocessing framework for carrying out
GIS operations. The integration of generalization tools
into ArcGIS has been in progress with the ultimate goals
to support database generalization and cartographic
generalization from geodatabases.

Taking a relatively broad definition, geoprocessing in
ArcGIS 9.0 [1] refers to the application of core GIS
operations that create new spatial data from existing or
derived data. The basic GIS capabilities found under this
umbrella include data conversion, spatial analysis, and
data management. A typical geoprocessing operation
takes input geodatabase features, performs an operation
on them, and returns an output geodatabase feature class.
For example, the Buffer tool takes point, line, or polygon
features and creates a buffer polygon feature class based
on user-specified parameters.

The two core components in ArcGIS Desktop are
ArcCatalog (database creation and management software)
and ArcMap (start-to-end mapping software). The
geoprocessing tools have been made accessible from the
dockable ArcToolbox window and the Geoprocessing
window in both software environments. Figure 2 shows
the access to the ArcToolbox window and the
Geoprocessing window in ArcCatalog and the partially
expanded view of the toolboxes and toolsets.
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Figure 2. Access to geoprocessing in ArcCatalog
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To perform geoprocessing tasks, you can choose one of
the following four methods: tool dialogs, command lines,
model tools, and scripts (Figure 3). A tool dialog can be
invoked from the ArcToolbox window. The dialog gives
an easy user interface for you to specify data and

parameters to perform a single operation. A _command
line, similar to Workstation ArcInfo command line,
allows you to specify and execute a cammand in the
Geoprocessing window. Once you type in a tool name,
the Geoprocessing window will prompt you with the
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Figure 3. The four methods for performing geoprocessing tasks
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usage of the command so that you can enter parameters
and options accordingly, then execute the command. Both
dialog and command line allow one tool execution at a
time. A_model can be created in Modelbuilder, which
provides you with a graphical environment to construct a
diagram of the steps-representing a model-to complete a
geoprocessing task. A model executes processes in
chained sequence. A _script offers an efficient and
effective way of managing geoprocessing tasks,
especially those involving a large volume of data,
repetitive work, and more complex decision-making. The
development platform for ArcGIS Desktop applications is
known as ArcObjects, a collection of the Component
Object Model (COM)-based software components with
GIS functionality and programmable interfaces [10]. The
Geoprocessor is an ArcObject that supports the COM
interface IDispatch, which enables interpretive and macro
languages, such as VBScript, JScript, and Python, to
access COM objects. This IDispatch object is called
IGPDispatch and it exposes all geoprocessing tools to
scripting clients.

A variety of environmental settings, such as default
workspace location, output extents, cluster tolerance, and
so on, can be set and applied at the application level, the
model level, or a specific tool level. The geoprocessing
framework sets the fundamental, flexible environment for
users to manage geographic data operations.

3. DEVELOPING GENERALIZATION
TOOLS IN GEOPROCESSING

The integration of generalization into ArcGIS will
tremendously extend the power of using master databases
for multiple purposes and multiple scales applications.
Our development is underway with the ultimate goals to
support both database (or model) generalization and
cartographic  generalization, as distinguished by
researchers [11] from geodatabases.

For database generalization, a new dataset or database is
derived from a master database with a reduced level of
detail, usually for a smaller scale analysis or
representation. Such a process can be a single operation
on particular features, for example simplification of rivers
or aggregation of buildings, or a logical sequence of
generalization operations in conjunction with other
necessary steps to reach the desired result among multiple
feature classes. The geoprocessing framework in ArcGIS
described above provides an ideal environment for
managing database generalization and preparing data for
cartographic finishing. Each generalization tool will be
made in compliance with all other geoprocessing tools
and can be executed via one of the four geoprocessing
methods mentioned above. Certain parameters and
options, for example minimum spacing, symbol sizes, and
so on, can be specified as environmental settings (not in
place yet) and used to guide generalization processes.

© Lee GEOPRO 2003 - ISBN: 970-36-0103-0

2.1 Coverage generalization tools

To continue supporting coverage model applications, the
Coverage Tools toolbox in geoprocessing contains tools
created from Workstation ArcInfo commands, each of
which takes coverage input and produces coverage output.
All of the generalization commands implemented in
Workstation Arclnfo, as mentioned above, are included in
the Generalization toolset in this toolbox. The conversion
tools going between coverage and geodatabase features
(see more about geodatabase features below) make it
possible to process data interchangeably.

2.2 Geodatabase feature generalization tools

The geodatabase model is an object-oriented data model
created with ArcGIS and stores geographic data in a
commercial off-the-shelf DBMS [12]. The geodatabase
extends the traditional coverage model with support for
intelligent features and complex networks. Geographic
features can now be defined and stored as objects with
rules, behaviors, and relationships to other objects.

Based on our earlier research and understanding about
generalization [13], a set of generalization functions have
been defined to be built for geodatabase features; some
are relatively simpler and more straightforward; others are
more complex and involving features in context. We have
begun to implement the simpler tools that each performs a
unique generalization operation.

One of the geoprocessing toolboxes is named Data
Management Tools, under which a Generalization toolset
is created (see Figure 2) to contain geodatabase feature
generalization tools. Like all the other geoprocessing
tools, generalization tools will take geodatabase features
as input and produce geodatabase feature classes as
output. Currently, for line generalization, an enhanced
Line Simplification tool and a new Line Smoothing tool
have been added into this Generalization toolset (Figure
4). More generalization tools have been planned for future
releases.

85



© Lee GEOPRO 2003 - ISBN: 970-36-0103-0

¢ ,‘_"n":"-’-(. . -

ndb dataSOK 4

<Y ArcCatalog -

[ e e s}
Input Features
=10] X [F\geo-data\Blanes database mdb\data5K \crew(2_tivess sl

He G Yow S0 Iock teb . S ____L Output Featureclass
a9 B X L EAQAFION QAP 6 [F:\geo-data\Blanes database. mdb\gen1 00K \ivers_simpified _EJ
Locatorr  [F\geodata\Blanes-database.mab\dala50K \cnewl2_nvers = ;iénn%iﬁst::'u;}:loom 3
= = _',ldatm“ : T:i s : l"ml / Simplification Tolerance

] slocks1 Relerence Baseine

2] cewd1_contours [ 500000000000  [Meters =]

] cnew01_SpotElev

g pimmp: 1 / ¥ Check for topological errors (optional)

21 cnewd3_RiverBeds

2] cnewd4_pornt FF  Keep collapsed points (optional)

21 cnew04_port v REes x|

! Input Features Cancel J Show Help >> '

[F:\geo-dala\Blanes-database mdb\data50K \cnewd2_rivers _@J

General Output Featureclass
- & Generakzation i [F:\geo-data\Blanes-dalabase.mdb\gen] 00K iivers_smoothed E,
Z Dissolve sl
) Line ; Smoothing Algorithm
7 Line Smoothing il [PAEK <]
. PO ). Smoothing Tolerance
- e | Somch] Preview  [Geogapty| | B0.0000000000  [Meters =

™ Preserve endpoint for closed lines (optional)

[0k ] come |  ShowHeb» |

Figure 4 Line Simplification and Line Smoothing tool dialogs
(Thanks to the Institut Cartografic de Catalunya for providing the testing data.)

23 General principles and requirements for
developing generalization Tools

To ensure the quality of generalization and data integrity,
some general principles and requirements are closely
followed. The Line Simplification tool will be used as an
example to explain and illustrate our development
considerations through out this section.

Using efficient and effective techniques

Without going into long discussion, an efficient and
effective generalization technique simply means it carries
out the unavoidable reduction of feature complexity “in
such a way that typical characteristics are least affected”
[14] and the computation is elegant, easy to understand
and control, and inexpensive.

To simplify digital lines, the two primary tasks are to
compress over-digitized vertices and to remove small
undulations so that “the course of the feature is to be
perceived without ambiguity™ [15) at the intended scale.
There have been a wide range of published algorithms for
line simplification, some are listed in [1] and [2]. We
chose two distinctive algorithms: POINT _REMOVE,
which is an enhanced version of the well-known Douglas-
Peucker algorithm [16] and compresses lines or serves
minor line simplification quite effectively, while creating
more angularity; and BEND_SIMPLIFY, which is an in-
house designed algorithm that reduces extraneous bends

along lines and preserves the essential shapes of the lines
and aesthetic quality quite well [17]. Figure 5 shows the
nature and the difference between the two line
simplification algorithms.

POINT_REMOVE BEND_SIMPLIFY

Figure5  The two distinctive line
simplification algorithms

Determining parameters

Usually generalization parameters determine the degree
and quality of generalization. For research and learning, it
might be nice to expose all involved parameters to the
users so that they can analyze and understand the impact
of each parameter by fixing other parameters. However,
for easy usability and production work, too many
parameters can be confusing and hard to control;
simplicity in parameter design would be preferred.
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For the Line Simplification tool, currently only one
parameter needs to be set for either algorithm; other
additional necessary parameters are internally derived,
taking either empirical values or values that are logically
related to the specified parameter.

The question always arises: how to come up with a
reasonable value for a parameter? For geoprocessing
tools, wherever possible a default value will be provided
for a numerical parameter. However, for the line
simplification tool or any generalization tools, unless the
scale related specifications or some measurements about
the data are available, no reasonable values can be
suggested for the parameters. Based on our experience,
setting the line simplification tolerance for both
algorithms can begin with a value in a ground unit close
to or a little greater than one converted from the minimum
allowable spacing between lines on the map at the target
scale; trials and errors may be expected in order to reach a
suitable tolerance value.

Resolving topological errors

Many generalization operations more or less alter the
geometric representation of the features. As soon as that
happens, the spatial relationship among features might be
destroyed or become incorrect. For example, when the
shape of a building outline is simplified, it may overlap a
neighboring building outline, which in reality is
impossible. A generalization tool should avoid creating
these types of topological errors, or if they are created
during the process, try to resolve them.

Topological errors that might be created in line
simplification are: line-crossing, coincident lines, and
collapsed zero-length lines. The user has the option to
have these errors detected and resolved. There could be
many different ways to do so. Since these errors usually
occur in congested areas, they indicate that the
simplification tolerance may not be suitable for those
areas, usually that it’s too large. So here is how we
resolve the problems:

The data will be simplified using the specified tolerance.
In order to find out if errors are created, the Delaunay
Triangulation will be constructed from which information
about line-crossing and coincident lines can be extracted.
Each pair of involved line segments will be located, a
reduced tolerance (half of the original) will be applied to
re-simplify these segments, and the resulting line
segments will be used to update the triangulation. If errors
still occur, a reduced tolerance (half of the last used) will
be applied to the involved line segment. This iteration will
repeat until no more errors are found. Figure 6 shows a
comparison between an input line and its simplified form.
The small bend the arrow points to is much smaller than
those in the left circle, but could not be removed as were
those in the right circle without causing line-crossing; so
it was under-simplified and kept in the result.
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The collapsed zero-length lines could only happen to
closed (circular) lines when the tolerance is relatively too
large. This type of error can be detected easily without
using triangulation. When an error is found, a reduced
tolerance will be used to re-simplify the original closed
line. Again, the iteration will repeat until the line won’t
collapse anymore.

— —

N L\q
357
L

~J

Figure 6  Before (left) and after (right) simplification:

where the arrow points at is obviously less-
simplified compared to the shape change in
the circles, as the result of resolving line-
crossing errors.

Although the result of line simplification won’t contain
the above three types of topological errors, other types of
topological errors may still occur, for example, a severely
simplified line might end up being on the opposite side of
a point feature. The resolution to this problem has not
been implemented.

Flagging status

It is very likely that the automated generalization process
cannot produce a complete and satisfactory result.
Therefore, the generalization process status and problems
must be identified and flagged to support the evaluation
of the result, the analysis of the parameters and option
used, the post processing (interactive or semi-automatic),
and the research for enhancements in the incomplete and
problem areas. Quite often, the flagged areas may require
a different type of generalization operation.

Again in the line simplification case, the iterative
approach of resolving the topological errors described
above may result in a line simplified by possibly the
specified and reduced tolerances in different parts. To
make the user aware of the situation and be able to review
the under-generalized lines easily, two new attributes,
MaxSimpTol and MinSimpTol (the maximum and
minimum simplification tolerances used to simplify a
line), are written for each line in the output feature class.
The user knows immediately what range of tolerance is
used for a particular line and whether the specified
tolerance is suitable for the majority of the data. The
partial attribute table of a simplified line featu}'e glass in
Figure 7 illustrates the MaxSimpTol and MinSimpTol
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values. In this case, the specified tolerance was 99 map
units. Where 49.5, 24,75, 12.375, and 6.1875 are listed,
topological errors were found and resolved by reducing
tolerances for the problem line segments in one through

four iterations.
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Figure7  Partial attribute table showing the
MaxSimpTol and MinSimpTol values.

The under-simplified areas may imply the need for a
different generalization operation, for example two
closely located lines representing a narrow river may not
be simplified without crossing each other. Perhaps they
should be collapsed into a single line representation. A
collapsed zero-length line may need to be excluded.

Insuring data integrity

There are many aspects that define data integrity. To
generalization, data integrity means, at least, that the data
is complete for the target output, consistently created and
processed, properly linked, and timely updated. Some
generalization operations reduce the level of details at
individual feature level, for example, collapsing an area
building to a point; therefore, the generalized features and
their source features have one-to-one relationships. Others
may reduce the number of features in a group or combine
features in a group, for example, aggregating trees in
close proximity into forest areas; therefore, the
generalized features and their source features may have
one-to-many relationships. It is important that the
generalized features are properly linked to their source
features so that the feature attributes can be calculated and
transferred to the generalized features.

One of the data issues in line simplification is about how
to properly handle shared geometry. Shared geometry is
very common in route networks; for example, one part of
a road may be shared by different routes. Theoretically
the shared part of the features should be simplified the
same for each route. With the availability of the topology
engine in ArcGIS, we are able to identify such coincident
line segments. For each group of coincident lines, the
geometry of the lines will be simplified only once and the
resulting geometry will be used to replace all coincident

segments in the group. In other words, shared geometries
in route network are consistently processed with the
coincident segments simplified and still coincident.

Also in line simplification, if the user did not choose to
detect and resolve the potential topological errors, then
there is a good chance that some closed lines will be
collapsed into zero-length lines, as mentioned above.
These features become invalid in the geodatabase and
cannot be stored in a line feature class. To inform the
users about these “lost” data and allow them to keep track
of where the lines are, a point feature class will be
generated to carry the endpoints of the collapsed or lost
lines with their source line object IDs; the user can then
decide to delete them, if they are indeed unimportant,
retrieve the original lines through the linked object IDs, or
do something else.

Although lines are simplified in shape, they still represent
the same individual geographic objects, that is, they have
one-to-one relationships. Therefore, normally all the
source line attributes including the object IDs are copied
over to the corresponding simplified lines.

2.4 Importance of generalization models

The generalization process may not be straightforward; to
model the process is always a challenge. The
Modelbuilder mentioned earlier helps us to experiment
with different procedures, adjust the workflow according
to different themes and target maps, and make the
generalization processes easy to manage. You can create
and edit a model diagram in Modelbuilder to put the
generalization steps in a desired sequence. The diagram
can be saved as a model in a user-specified toolbox and
modified easily to repeat the same or similar processes for
different datasets or for the same data with different
parameters and options.

The model diagram in Figure 8 illustrates an experimental

building generalization sequence. The goal is simple:

» Larger buildings (larger than 6000 sq ft) will be kept
as areas and only their footprints will be simplified

e Medium-size buildings (4000 — 6000 sq ft), since
they are too small to remain as areas but large enough
to be included, will be represented by points

*  Small buildings (smaller than 4000 sq ft) will simply
be excluded.

88 S. Levachkine, J. Serra & M. Ege nhofer (Eds.) - ISBN: 970-36-0103-0



The input clip_bldgA is a large-scale area building feature
class. It is first converted to a coverage so that the
coverage Building Simplification tool can be used to
simplify the building footprints, keeping only the three
large buildings. Then, in a parallel process, the Select tool
selects the three medium-size buildings from clip_bldgA
based on a query, that is, size greater than 4000 and
smaller than 6000 sqft, followed by the Feature To Point
tool that collapses the buildings into their corresponding
centroid points. All other buildings are left out. It is
possible that some of the small buildings are aggregated if

**gen_building

Hodel Edt ¥ew Window e
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they are in close proximity; constraints can be added so
that the aggregation won’t cross major roads. But for the
simplicity of illustration, aggregation was not considered.
Three other simple models were also used to generalize
the rivers (collapse, simplify, and smooth), roads (select,
collapse to centerlines, and extend), and contours (select,
simplify, and smooth). More details will be given at the
presentation due to the limitation of the paper length.
Figure 9 shows the result of the experimental
generalization.

) 8 s [nle) & HojH aeiels s3]

Fi

e To

Point

Figure 9

In reality a much more complex model or even a number
of models might need to be set up for generalization.
Features to be included for the target database or map
must be selected from the master database; different
generalization operations, parameters, and sequences are
to be decided for various themes and features; some
intermediate and final results need to be inspected and
possibly edited. As shown in the generalized map at the
reduced scale in Figure 9 (about four times reduction),
some buildings look too close to rivers and may need to
be displaced that the space between a building and a river
is perceivable and no new conflicts are created. A
complete generalization workflow could include
automated processes done by models and any necessary

Before (left) and after (right) generalization; result at a smaller scale (in the black box)
Source data: the USGS 1:24000 mapsheet, Austin East, TX, USA

interactive or semi-automatic processes. Being able to
record the whole workflow and easily alter it for repeated
use and updating would be very helpful in production.
Our research and development continue.

4. ONGOING AND FUTURE WORK

For line simplification in particular, there are still areas
that need enhancement: bottle-neck areas may need to be
widened, small consecutive bends, usually representing
the switchbacks in mountain roads or rivers, may be
combined into fewer and larger bends, multiple features
need to be taken into account when detecting spatial
conflicts, line symbol width will need to be considered for
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cartographic quality. The recursive or iterative approach
of resolving topological errors may not be the only or best
way. Other techniques and choices are to be explored.

The Line Smoothing tool has been implemenfcd
following similar general principles as for l!ne
simplification. Although the topological errors occurring
in smoothed results can be detected and flagged, the

resolution of these errors has not been fully defined.

We will continue to derive techniques that satisfy _the
essential requirement of generalization, that is, r_educmg
the level of detail in data while maintaining the

characteristics of the presented geography. It is not the

purpose of the this paper to discuss the details of thz? rules,
algorithms, and steps for all the planned generalization
tools, but tremendous research has been made to analyze
feature properties and preserve their representation
faithfully in reduced forms. Figure 10 shows some
preliminary results of developing area aggregation tools
and collapsing dual-lines to centerlines tool using
triangulation.

Area aggregatic
ﬁ ) (buildlngs)tﬁwI
sV
Q

Na==

‘ Collapse dual-lines to centerlij_e:s
]:' R 2528 oo M LIRS SR

Figure 10. Development of area aggregation and
collapse tools in progress

The full integration of generalization in ArcGIS must
consider interactive operations in addition to automated
batch processes. Interactive generalization means
allowing interactive selecting of features, applying
generalization to the seclected features, dynamically
viewing the changes while altering a parameter, being
able to undo and redo the changes, and saving the results
as needed. When a mapped area contains mixed levels of
complexity, a uniform generalization process may not be
the desired solution. The interactive generalization could

help to apply different parameters and choices to different
areas based on visual judgment, and do it right.

Until automated generalization can produce perfectly
satisfactory results, if that is ever possible, the completion
of generalization tasks will still need to count on the
necessary interactive editing and refinement of the
automated results. Some of the unresolved areas or
imperfect solutions can be flagged, as already discussed
above. An efficient post-editing management environment
should be part of the geoprocessing framework.
Meanwhile, specialized post-editing tools will need to be
developed; they can be semi-automatic, meaning that a
human being makes the decisions and choices that the
computation cannot make, and the computer does the
work. For example, the coverage tool Create Centerlines
flags unresolved intersections (too complicated to connect
properly in the automated process). An interactive
specialized post-editing tool could let the user pick which
lines should be connected and which intersection style to
use (assuming a set of pre-defined intersection styles,
such as “T”-intersection, “Y”-intersection, and so on, is
available) and let the program finish making the desired
intersection. The current geoprocessing framework has
not yet supported interactive generalization and post-
editing, but the design and planning are underway.

One very important and often neglected side of the
integration of generalization in our GIS systems is
database design. Building effective classification of
features and enriching databases with necessary
geometric, relational, and attributive information to
support generalization is very critical. No matter how
sophisticated the techniques used to create generalization
tools are, their ability to understand and achieve what a
human being can see and do is always limited [18]. The
fact that computational methods simply cannot interpret
geographic differences from purely feature geometry and
may result in the loss or distortion of spatial integrity after
generalization, such as disconnected road or stream
networks, broken boundaries, or misplaced features, has
led to the increasing interests and demands on multiple-
scale representations and database-driven cartography.
Our research and prototype efforts have begun.

5. CONCLUSIONS

There is obviously a long journey ahead in pursuing
generalization  solutions. The  development  of
generalization tools in the geoprocessing framework is
just the first major step towards our goal of supporting
database and cartographic generalization.

As geoprocessing development advances, more
generalization tools will be added and more features in
context will be taken into account in generalization
operations. Our main focus will be on providing flexible
and practical ways of managing generalization work

O( S. Levachkine, J. Serra & M. Ege nhofer (Eds.) - ISBN: 970-36-0103-0



(interactive or automatic), formalizing generalization
guidelines and models for further automation and
enhancement, following up with post-editing management
and tools, and exploring database potentials in balancing
the computational limitation and expenses.
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ABSTRACT

Map generalization changes the semantics and geometry
of map objects according to the context defined by- users.
How to evaluate and ensure the quality of generallzat}on
has become a major issue in contemporary digital
cartography. The semantic change after generalization has
been seldom studied compared with the other two aspects,
i.e. geometry and topology. This research investigat_es the
effect of generalization operations on the semantics gf
maps objects. A set of quantitative measures for semantic
change is put forward. A case study of a land use map is
carried to illustrate the practical usefulness of these
proposed measures, with merging as an example for
polygon generalization. The results indicate that these
measures are not only sound in theory but also meaningful

in practice
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1 INTRODUCTION

Map Generalization is a process of selection and
simplification of details of a map according to the scale
and/or the purpose of the map [1]. Such a process is used
to derive small-scale maps from large-scale maps. Many

operations are applied to achieve the aim of generalization.

An operation defines the geometric transformation that is
to be achieved; and a generalization algorithm is then
used to implement the particular transformation. There are
many operations used in generalization and the basic ones
are  simplification,  selection/elimination, — merging
aggregation, symbolization, collapse, exaggeration,
displaceme,t, typification and smoothing[2, 3, 4].

In order to derive the simplified model (or representation)
of reality at a smaller scale, these operations essentially
modify the geomelry, topology and/or semantics of the
objects from a high resolution to a low resolution. For
example, simplification and exaggeration only modify the

metric aspects of the objects; selection/elimination,
merging, symbolization and aggregation essentially
modify the topological aspects; and displacement is
primarily metric, but can also cause topological changes
in some cases [5]. The changes in topology and geometry
may result in semantic changes, and vice versa. The
topological changes indirectly imply metric changes as
well, but not vice versa. For instance, where the real
world distance between a lake and a village is too small to
be displayed graphically at a given scale, it is certain tha
the railway and road between the lake and village also
cannot be represented, resulting in a spatial conflict in
representation. Displacement is a solution, but leads to a
loss in positional accuracy [6]. Further, due to the removal
of the railway/road, the semantics of the map is the
changed, which leads to loss in the semantic accuracy.

How to evaluate and ensure the quality of generalization
is becoming a major issue in contemporary digital
cartography. The assessment of automated generalization
results has so far largely relied on visual and qualitative
methods that are specific for particular procedures
[7,8,9,10], particular aspects of the spatial objects
(attribute accuracy) [11,12], and particular shape changes
(only for linear objects) [13]). Very few quantitative
assessment methods are available when multiple objects
are involved or the entire map needs to be characterized
[4, p.150]. Recently a method has been proposed by Bad
[14] for evaluating generalization quality by comparing
the difference between the observed result (after
generalization) and the theoretical result (reference o
initial characterization of the object). In Bard’s approach,
§hree geometric properties are taken into consideration,
1.e. position, concavity ratio and size. Galanda [15]
modeled the constraints for polygon generalization, which
could serve as a guideline for general quality control. Bu
semantic issue is rarely touched in such work.

Indeed, the change in semantics after generalization has
been seldom studied compared with the other two aspects,
geometry and topology. This research is to investigate the
effect of generalization operations on the semantics dof
polygon objects on thematic maps, as semantics plays a
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fundamental role in the modeling and representation of
geographic objects [16, p.559]. A set of quantitative
measures will be developed to measure such effects.

The next section defines a strategy for the evaluation of
the quality of semantics after generalization. A set of
quantitative measures, i.e. accuracy, consistency and
completeness, is described in Section 3. The effect of
generalization on semantics is analyzed in Section 4,
where merging is taken as a case for deep analysis. An
experimental test is reported in Section 5. A discussion on
the practical usefulness of these measures is given in

Section 6. Some concluding remarks are given in Section
p

2 ASSESSMENT OF SEMANTIC
QUALITY: A STRATEGY

2.1 MERGING AS A CASE FOR STUDY

For the generalization of polygons on thematic maps, the
two basic operations are merging and aggregation. Here
merging refers to a process to eliminate small areas or
sub-polygons. This is also referred to as coarsen in some
literature. After the merging process, the original objects
cease to exist (see Figures 1 and 2). Aggregation refers to
the process that deletes edges between similar objects and
forms a composite object. The semantics of the original
objects are then transferred to the new composite object,
but the original objects do not cease to exist [17].
Merging is usually done with priority given to the
neighbor that shares the longest border or the largest area.
These two approaches to merging have been implemented
in Arc/Info as elimination [18). Indeed, Merging is
actually a geometry-driven approach. On the other hand,
aggregation is usually carried out because of common
thematic characteristics with the neighbors, thus it is
actually a class-driven approach. The semantic change in
aggregation is not as obvious as in merging. Therefore,
this paper will concentrate on the semantic change due to
merging operation. Although merging can be applied to
point, line and area objects, we mainly consider the area
objects (i.e. polygons) in thematic maps.

2.2 3 ELEMENTS FOR DATA QUALITY

For evaluation of semantic quality, attribute accuracy,
completeness, consistency and currency are the elements
to be considered [19].

Accuracy is the probability of correctly assigning a value.
It describes the stochastic errors of observations on
attributes and is a measure that indicates the probability
that an assigned value is acceptable.

Completeness refers to the symmetric difference between
the perceived reality and the database at a given moment.
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Consistency is the validation of semantic constrains. It is
the result of the validation of semantic constrains of the
objects, attributes or relations.

Currency measure changes over time and describes the
semantic quality at a given time, say T.

Here accuracy, completeness and consistency of the
semantics after generalization are discussed as currency of
the semantics involves the temporal change of the data.

2.3 GENERALIZATION AT 3 SPATIAL LEVELS

It has been pointed out that map generalization could be
carried out at one the three spatial levels 15, 20], i.e.

® Map level,

® (Class (group) level and

® individual feature level.
For polygon generalization, an individual feature means a
polygon. Such a three-level decomposition is also referred
to as macro, meso and micro levels by other researchers
[21,22]. Quality evaluation of generalization at these three
levels has also been conducted [14].

The elements of semantic quality for different spatial
levels are shown in Table 1. It can be seen that the
accuracy can be mapped to a polygon, a class and a map;
consistency and completeness can only mapped to a class
and a map since it don’t make sense for a polygon.

Table 1. An evaluation matrix for semantic assessment

Data Quality Spatial levels
Component Polygon Class Map
Accuracy L s ¥
Completeness + +
Consistency + +

3 MEASURES FOR  SEMANTIC
QUALITY

In the following sections, a set of quantitative measures
for the semantic quality will be developed. The discussion
is mainly related to category maps such as a landuse map
that has discrete (or nominal) value attributes.

3.1 ACCURACY

Accuracy can be assessed at three levels. At polygon (i.e.
feature) level, the attribute accuracy can be described by
the certainty index for the new area objects created after
generalization. The accuracy of the new area objects
created after generalization will be discussed in Section
4.4 and can be calculated by Equations 13-15.

At class level, the accuracy for Class K can be calculated
as follows
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where, i is the objects which belong to Class K after
generalization; ,u,.C" is the certainty of Area i belonging

to Class K, which can be derived based upon Equations
13-15; N is the number of objects belonging to Class K

after generalization; Area(i)., is the area of Polygon i

which belongs to Class Cy.

At map level, the accuracy should be evaluated for the
whole map as follows:

M N,

ZZ/‘:G * Area(i)., 2)

M o_ ==l

&= M N,

Z Z Area(i)(-,

y=1 =l
where M is the number of classes after generalization; N;

is the number of objects belonging to Class j after
generalization; ;l,-c’ is the certainty of Area i belonging to
Class Cj, which can be derived based upon Equations 13-
15; A rea(i)cl is the area of Polygon i belonging to Class

G.

It can be seen that valuations of accuracy at three-levels
are mainly related to the object and classes after
generalization. They all have a value within 0 to 1. The
higher the value is, the better the accuracy is.

3.2 CONSISTENCY

Consistency for a given constrains is given by the ratio
between the number of violations and the number of
checks of constraint, which was defined by Salgé [19] as,
i G)

i

where N' is the number of violation and N is the number
of checks of the constraint.

The obvious violation in semantics after generalization is
the change .of class types for the objects. Therefore,
Equation 3 is modified to describe the attribute change at
the class level and the map level.

At class level, the consistency can be defined as

. @)
(/] Nq

¥ is the number of area objects which belonged

where No,

to Class Cx (before generalization) and changed their
class type after generalization; N,. is the number of area

objects belonging to Class X (before generalization).

As for the map level, the consistency can be defined as
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where M is the number of classes (before
generalization); N B ¥ is the number of area objects which

belonged to Class Cy (before generalization) and changed
their class type after generalization; N ¢ s the number of

area objects belonging to Class j (before generalization).

In addition to number of objects that change their class
types after generalization, the consistency of semantics
can be represented by the attribute change in terms of
areas of the objects. Bregt and Bulens [23] defined the
attribute change index as follows:

attribute change index

(6)

_ sum of absolute area differences per class
total surface

In Equation 6, the area difference is that of the original
with generalization per class.

Equation 6 can be considered as another measure for the
consistency at the map level. In order to have a same
format, Equation 6 is re-written as Equation 7:

M v
v ZAreao
J
M _ Areao _ j=1

Area :V: ZN: Area(i) ¢

j=1 i=l
where M is the number of classes (before generalization);
lo’

(M

pArra

Areaoj is the absolute area difference of 6bjects

belonging to Class j before generalization and after;
Area(i) is the area of Object i which belongs to Class

J before generalization.

At class level, the consistency in area can be defined as
Equation 8.

s i: Area(i)., - i Area(i)., (8)

& _ Area,, — ml
N

x 2.;4'lr¢a'¢1(t')(-‘r
=l

where N is the number of objects belonging to Class Cy
after generalization; N, is the number of objects belonging

to Class Cy before generalization, Area(i)., is the area

paln-

of Polygon i which belongs to Class Cx before
generalization.

3.3 COMPLETENESS

The completeness can be given by two figures: the rate of
over-completeness (or commission) and the rate of
missing data (omission). Completeness applies for the
objects of a class, attributes and relations between objects
[19, p.147]. Since objects and classes will be lost after



generalization, here we only discuss the situation of
omission. Omission is defined by Salgé [19] as follows,
rw— ©)
max(N,N°)
where N’ is the number of occurrence in the perceived
reality; N is the number of occurrence in the sample; N~

is the number of occurrence in the perceived reality which
does not exist in the sample.

Here we assume the original map before the
generalization to be the perceived reality, and the map
after generalization to be the sample. In such a case,
N° 2N and max(N,N°)=N°. Therefore Equation 9 is

modified as Equation 10 to evaluate semantic
completeness at the class level in terms of object omission
for each class.

Cx Nr-)“
7 (10)
Ocy

where 7™ is the ratio of object lost in Class Gy, N; is
Cx

the number of objects lost for Class Cx (omitted) after
generalization; NS is the number of objects belonging to

Class Cy before generalization.

Equations 11 and 12 are the semantic completeness at
map level in terms of object omission (the loss of objects
for the whole map after generalization) and class omission
(the loss of thematic classes after generalization),
respectively.

o _Ng (11)

where 7,7 is the ratio of object lost for the whole map

N is the number of objects lost for the whole map after

generalization; N is the number of objects for the whole

map before generalization.

M _ N (12)
Ne

where 7" is the ratio of class lost for the whole map

Tc

Nz is the number of class lost (omitted) after

generalization; N? is the number of class types before
generalization.

3 EFFECT Of GENRALIZATION ON
SEMANTCS: MERGING AS A CASE

Here an example is used to illustrate the effect of
generalization operation on the semantic change, with
merging as an example. ‘

4.1 SITUATION 1: COARSEN

The first situation (see Figure 1) is that the small areaD is
contained in (or isolated by) a large area 4 (as
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background). After generalization, D is merged into A4.
We use 4’ to represent the area after merging, although in
the database it is still represented asA.

e

Figure 1. The case of merging (1) - Small area D is
merged into background areaA.

4.2 SITUATION 2: AREA- AND BORDER-BASED

The second situation involves a small area D adjacent to
several larger areas (Figure 2A). The merging will depend
upon some geometric criteria defined. In general, there
are two ways to merge Area D. The first way is to merge
D with Area A due to its biggest size (Figure 2B). This
approaches of merging is referred to as area-based
merging in this paper. The second way is to mergeD with
Area C due to its longest common boarder withD (Figure
2C). This approach is referred to as border-based merging
in this paper. These two ways are geometry-based
approaches and they are implemented GIS software such
as ArcInfo (see [18]).

D)

(o}
Figure 2. The case of merge (2) - Small area D is merged
into one of its adjacent areas.
(A) Small area D and its adjacent areas; (B) Small area D is
merged into A, (C) Small area D is merged into C; (D) Small
area D is merged into B

4.3 SITUATION 3: SEMANTICS-BASED

The third way can be a semantics-based or knowledge-
based approach, i.e., to merge D with Area B due to its
closest semantic similarity with D (Figure 2D). Semantic
similarity of two area objects has been discussed in
several papers. For examples, the sharpness of a boundary
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for a polygon was defined based upon the pu::ity of
polygons [24]; the sharpness of boundaries for regions in
raster format was defined based upon the fuzzy
membership value [25, p.64]; a semantic similarity
evaluation matrix was proposed in [26].

Other semantics, such as priority given to “wood into
forest” rather than “wood into lake”, may also be
considered as criteria for merging. Indeed, it can be
considered as knowledge-based approach. The use of the
prior-knowledge of thematic maps has been proved an
effective approach to landuse map generalization [27].

44 THEMATIC ACCURACY (CERTAINTY) OF
INDIVIDUAL POLYGON AFTER MERGING

OPERATION

Although these three ways has different criteria for
merging, the thematic certainties of the new created area
A’ B’ or C’ can be calculated as follow (although in the
database they are still represented as 4, B, C, respectively):

. Area(A)-u’" + Area(D)-u' (13)
u; =

‘ Area(A) + Area(D)

P Arm{a)-u'," +Arm(D)-u;‘ (14)

* " Area(B)+ Area(D)

., _ Area(C)-ul + Area(D)-uff (15)
e T rea(C) + Area(D)

These values are used for computation of thematic

accuracy at class and map levels.
Here we assume Areas 4, B, C and D are fuzzy objects
[28] and they belong to Classes 4, B, C and D with

membership function values as {,,;'.',,‘r.'u‘rr’"? }f ,
{us  ug use uley’ ’ g ul ule ule)” and
{ w0l a5 uGe g }7, respectively. In Equations 13-15,
u$ ulr ule are the membership function values of Area

A, B or C belonging to Class 4, B or C, respectively;
ust usr uc are the membership function values of Area

D belonging to Class 4, B or C, respectively.

If Areas A and D are crisp objects which belong to Class
A and D, respectively and certainly, ie. 4 =1 and

u‘* =0, Equation 13 becomes Equation 16.

i =

o Area(A) (16)
“ Area(A)+ Area(D)

If Areas A and D are thematically similar, i.e.4 = ]and
u* =1, then y* =1. It means there is no uncertainty

created by merging if 4 and D fully belong to a same
class.

If the value of Equation 13, 14 or 15 is close to 1, it

indicates the change in semantics is small and the quality
of generalization is good; on the other hand, if its value is
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close to 0, it indicates the change in semantics is a lot and
the quality of generalization is low.

3 CASE STUDY

A land use map of a sub-area of Wuhan, China (Figure 3)
is used for test in this study. It is assumed that this land
map is free of uncertainty and is used as source data for
generalization.

o
o 0
o 7 @ o
5 : '; S8
{0 e
*a 8
2
Q
Figure 3. A detailed land use map (Baogin Area, Hankou,
Wuhan, China)

At the polygon level, the merging operation is applied to
eliminate the small areas with highest priority given to the
metric constraint of minimal area. Here the two
algorithms available in ArcInfo (i.e. longest shared
boundary (border-based) and largest area (area-based))
are used to compare their difference in effect on semantic
quality after generalization. In order to check the
influence of metric constraint (i.e., size of the minimum
area, or minimal mapping unit - MMU), three threshold
values (1000, 2000 and 4000) are applied to both
algorithms. The different values of the MMU correspond
to different target map scale. Figures 4A and 4B show the
merged results based upon largest area and border
respectively, with the MMU= 2000.

5.1 ACCURACY

Figqre 4C represents the semantic accuracy of Figure 4B
(which are calculated based upon Equations 13-15). It
represents the thematic accuracy at polygon level.

At class level, the semantic accuracy ( <) for the border-

based algorithm with MMU=2000 is listed in Column 2
of Table 2, which are calculated based upon Equation 1.

Based upon the accuracy at the class level, the semantic
accuracy at the map level is calculated based upon
Equation 2 and the measure of * =0.979.
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28

Figure 4. Generalization results by Merging.

The merged results based upon the largest area.

The merged results based upon the largest border.
Thematic accuracy of Figure B. Circle | indicates an area
in @ doesn’t exist in b; Circle 2 indicates an area in B

doesn’t exist in A.
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Figure 5. The small areas have been merged out.

A. represents the original class types
B. represents the class types after generalization based upon

largest area;
C. represents the class types after generalization based upon

largest border;

Three circles in cach figure represent three typical situations. Circle |
represents an arca in C which changes its class type to different class
types in A and B; Circle 2 represents an arca in C which changes its
class type to a same class type in A and B; and Circle 3 represents an
arca in C which docsn’t change its class type in both A and B.
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Table 2. Semantic quality at the class level

Accuracy ( ,uc ) Consistency ( pfn_a) Completeness (T;r )

'(]:";’;: 2B 1A 1B 2A 2B 3A 3B 1 2 3
99| 0.983 0.001 0.003  -0.002 0.007 -0.025 0.003f 0.029 0.100 0.200
Cll1 0.964f -0.028 -0.028 -0.070 -0.036 -0.149 -0.081f 0.250 0.400 0.600
C12 1. 0.000 0.000 0.000 0.000 -0.258 -0.193] 0.000 0.000 0.571
C21 1 -0.009 -0.009 -0.024 -0.024 -0.139 -0.107] 0.095 0.143  0.381
C22 1 0.000 0.000 -0406 -0.406 -1.000 -1.000, 0.000 0.500 1.000
Cc23 | 0.000 0.000 -0.189 -0.189 -0.344 -0.344 0.000 0.400 0.600
C25 1. 0.000 0.000 0.000  0.000 0.000  0.000, 0.000 0.000 0.000
C26) 1. 0.000 0.000 -0.052 -0.052 -0.276 -0.276] 0.000 0.167  0.583
C32 1 0.000 0.000 0.000 0.000 0.000  0.000] 0.000 0.000 0.000
C35 1 0.000 0.000 0.000 0.000 -1.000 -1.000 0.000 0.000 1.000
C36) I 0.000 0.000 -0.130 -0.130 -0.130 -0.001} 0.000 0.667 0.667
C4l 1.000 0.000 0.000 0.000  0.000 0.000 0.000{ 0.000 0.000 0.000
Csl 0982 -0.014 -0.014 0.004 0.004 -0.040 -0.008f 0.286 0.286  0.429
C52 -1.000 -1.000 -1.000 -1.000 -1.000 -1.000] 1.000 1.000 1.000
Cél 1.000f 0.000 0.000 0.000  0.000 0.000  0.048] 0.000 0.000  0.000
C62 1.000f 0.000 0.000 -0.071 -0.071 -0.349 -0.349] 0.000 0.167  0.500
C63 1.0000  0.000 0.000 -0.239 -0.239 -1.000 -1.000f 0.000 0.500  1.000
C65 1.0000  0.000 0.000 0.000 0.000 -1.000 -1.000f 0.000 0.000  1.000
C7 -1.000 -1.000 -1.000 -1.000 -1.000 -1.000f 1.000 1.000 1.000
D3 0.841 0.000 0.190 0.000 0.190 -1.000 -1.000{ 0.000 0.000 1.000
Gll 0.975 0.000 0.026 0.000 0.026 0.000  0.438( 0.000 0.000  0.000
Ml 1.0000 -0.193 -0.193 -0472 -0.040 -1.000 -1.000, 0.500 0.800 1.000
MI13 1.000{ 0.000 0.000 0.000 0.000 0.000 0.000{  0.000 0.000  0.000
M2 0.990 0.000 0.000 -0.049 -0.040 -0.107 -0.097] 0.000 0.250  0.438
M21 0.000 0.000 -1.000 -1.000 -1.000 -1.000] 0.000 1.000 1.000
M3 1.000  0.000 0.000 0.000 0.000 -0.098 0.143]  0.000 0.000 0.250
R11 1.000{ 0.000 0.000 0.000  0.000 0.002 0.002| 0.000 0.000 0.333
R12 0.000 0.000 -1.000 -1.000 -1.000 -1.000{ 0.000 1.000 1.000
R21 0.982 0.003 0.007 -0.021 -0.010 -0.106 -0.070{ 0.034 0.172 0414
R22 1.000 0.008 0.000 -0.086 -0.095 -0.201 -0.225{ 0.000 0.333  0.667
R3 0.725 0.000 0.000 0.000  0.380 0.000 0.380{ 0.000 0.000  0.000
R31 0.981 0.000 0.003 0.002 0.011 0.008  0.042[ 0.087 0.159  0.275
R32 0.991 -0.012 -0.012 -0.100 -0.092 -0429 -0.421| 0.056 0.278 0.722
R41 0.962 0.007 0.005 0.042 0.038 0.057 0.057) 0.043 0.043 0.217
R42 0.977 0.006 0.006 -0.012 -0.018 0.004 -0.011} 0.250 0.450  0.650
S1 0970 0.012 0.003 0.070 0.031 0.324  0.158] 0.000 0.000 0.000
Tl 1.000f  0.000 0.000 0.000 0.000 -0.382 -0.382| 0.000 0.000  0.500
T23 -1.000 -1.000 -1.000 -1.000 -1.000 -1.000 1.000 1.000  1.000
T4 1.0000  0.000 0.000 0.000  0.000 0.000 0.000 0.000 0.000  0.000
T42 ] .OO(A 0.000 0.000 -0.963 -0.963 0.000 0.000{  0.000 0.750  0.000
U3 1.000]  0.000 0.000 0.000 0.000 -1.000 -1.000 0.000 0.000 1.000
U91 1.000] -0.068 -0.068 -0.068 -0.068 -0.068 -0.068 0.500 0.500  0.500
Wi 1.000 -0.038  -0.038 -0.067 -0.067 -0.144 -0.072| 0.333 0.444 0.556
average 0.982 -0.077 -0.073 -0.184 -0.159 -0.345 -0.312] 0.127 0.291  0.513
max 1.000 0.012 0.190 0.070 0.380 0.324  0.438 1.000 1.000  1.000
min 0.725( -1.000 -1.000 -1.000 -1.000 -1.000 -l .0001 0.000 0.000  0.000
stdev 0.051 0.258 0.261 0.346  0.356 0.432 0462 0.274 0.343 0.378

98




5.2 CONSISTENCY

Semantic consistency in area at the class level is
summarized in Column 3 ( pS ) of Table 2, where

negative value means the area for the class is reduced; and
value “-1"” means that there is no objects in this class (i.e.
the class is omitted). It is calculated based upon Equation
8. It can be seen that the consistency index p¢ _ increases

with the MMU at the class level. It implies that the
inconsistency in semantics at the class level increase with
an increase in MMU.

Semantic consistency at the map level is reported in Table
3. Both consistency indexes in terms of area ( pj:' ,) and

object ( p,') violation increases with an increase in MMU

at the map level. The differences between the indices of
the border-based and the area-based are not obvious at
three spatial levels. This is also approved by the results
that an average 98.2% of merged areas based upon the
largest area and 97.2% of merged areas based upon the
largest border change their class types after merging (see
Figure 5). It implies that the inconsistency in semantics at
the map level increases with an increase in MMU.

Table 3. Thematic consistency at the map level
MMU M M
p/l'rra pO

A B A B

1000 0.006 | 0.006 0.089 | 0.087

2000 0.031 | 0.027 0.214 | 0.212

4000 0.123 | 0.087 0416 | 0.409
(4 and B represents the area-based and border-based merging,
respectively)

In general, the consistency decreases with an increase in
MMU at the class level and the map level. There is not
much difference with the area-based and the border-based
algorithm.

5.3 COMPLETENESS

Column 3 (r;;') of Table 2 summarizes the semantic

completeness at the class level. Generally speaking, the
completeness indicator increases with an increase in
MMU at the class level. It implies that the completeness
in semantics at the class level decreases with an increase
in MMU. Since the number of objects lost in both
algorithms are the same, the completeness for both
algorithms are the same at the class level.

Table 4 summarizes the semantic completeness at the map
level. It can be seen that the number of objects and classes
after generalization decrease with an increase in MMU. In
another word, the semantic completeness index at map
level increases with the MMU. Since the number of
objects lost and the number of classes lost in both
algorithms are the same, the completeness for both
algorithms are the same at the map level.
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Table 4. Semantic completeness at the map level
- M M
e | | Lo e [ 1"
Merged A B
1000 | 39 0.068 | 4 4 0.092
2000 | 92 0.114 |5 5 0.216
4000 | 179 0.274 | 12 12 0.421

(Number of original objects is 425; Number of original classes is
44.)

It implies that completeness of semantics decreases with
an increase in MMU. For the whole map, the reduction of
object number is around 6.8% to 27%; the reduction of
class number is around 10% to 40%.

In general, the completeness indicators increase with an
increase in MMU at the class level and the map level. It
implies that the quality of completeness of semantics
decreases with an increase in MMU at the class level and
the map level. There is no difference with the area-based
and border-based algorithm.

6 PRACTICAL USEFULNESS OF THE
QUALITY MEASURES: A DISCUSSION

The three quality measures of the semantics at three levels
are discussed in above sections. What is their practical
usefulness? Here we try to interpret these quality
measures from the practical viewpoint. The accuracy of
the semantics represents the purity of the polygon, the
class or the map. At the polygon level, the purity of each
polygon is calibrated so that any area has inclusion is
clear and cautious can be taken for further analysis. At the
class level, if we are especially interested in a class (such
as a special landuse), we should consider if the algorithms
could satisfy the requirement of the semantics for that
class. At the map level, we may pay attention to the
quality for the whole map to check if the map has
sufficient semantic quality for further usage.

The consistency in area represents the mis-matches of
areas for different classes after generalization. The area
sizes of a class of polygons before and after generalization
could be quite different. If this mis-match is too big to be
accepted, the generalization operation should then be
avoided. In other words, alternative generalization
operations should be applied.

The completeness represents the omission of objects and
classes at the class and map levels. Since the omission of
objects might imply the omission of the owners of a
parcel (a polygon in the landuse map), the indicator of
completeness of object omission provides a further
constraint for quality control of generalization. If a
complete class of polygons is omitted after generalization,
and if this class type is very important for the application,
omission of that class should then be avoided. It also
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implies that the particular generalization operation
shouldn’t be applied in such a case.

Generally speaking, the quality measures offer a mea_ns
for quality control of generalization. It provides quality
information of maps after generalization to map user and
help them decide if the generalized map is qualified for
further analysis. The quality information can also be used

to facilitate the cartographers in choosing proper
operations and algorithms for map generalization.

7 CONCLUSIONS

This paper picks up a particular type of maps, polygon
maps, for discussion. The aim is to evaluate the eﬂ'ect- of
gcneralization on the semantic changes. Special attention
has been given to the uncertaiqty in semantics created in
the generalization operation,. w1.th merging operation as a
case analysis. A set of quantitative measures, i.e. accuracy,
consistency and completeness, has been developed for
semantic quality assessment. A set of real-life data
(landuse map) has been used to evaluate these measures.
In such a test, different MMU values are used, which
correspond to different target map scales.

It is found that the semantic quality in terms of accuracy,
consistency and completeness decreases with an increase
in the MMU (minimal mapping unit) value. It means that
the semantic quality of the thematic map become poorer
at a smaller scale. This is in accordance with our common
sense. Such is also the case for the quality of topographic
maps. Therefore, the set of quantitative measures
developed in this project is theoretically sound and

meaningful in practice.

It should be noted here that, although the set of quality
measures for semantic change is only applied to merging
operation in this study, it is applicable to other operations

for polygon maps.

In this study, only the situation in which the original
source data have no uncertainty has been analyzed. It is
desirable to study the situation where there is uncertainty
in the source data in further research. Also it would be of
great interest to systematically analyze the changes of
semantics after generalization with MMU and then to find
out the correspondence between MMU and map scale.
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ABSTRACT -
The present article describes an approach to map

generalization based on automatic 'map.description. This
approach is focused on the identification f’f t'he errors
(inconsistencies) originated by the generahzathn. M_ap
description is attempt to represent the r.elat'lonshlps
(invariants) that not change after the _genera.hzanqn by a
set of description operators. The inconsistencies are
identified by comparing the descript!on ot_" the map prior
to and after generalization. The identified inconsistencies
are corrected using local generalization parameters. Tl.ns
process can be iteratively repeated until all inconsistencies
are corrected. The resulting map without inconsistencies
indicates that the map’s semantics is preserved after the
generalization. Examples and results of the proposed
approach are presented for the case of study of

hydrological networks.

KEY WORDS

Automatic Generalization, Digital Map Description,
Spatial Properties, Spatial Semantics.

1 INTRODUCTION

Over the recent years, digital cartography has been facing
major changes in at least three ways: (a) the map making
process has been supported by facilities of collecting and

maintaining data and by supporting map design by means
of computer graphics; (2) in the consequence of the
former, Geographic Information Systems (GIS) have been
developed to integrate the processes of data acquisition,
manipulation, and representation; and (3) the process of
description and understanding of maps is being explored
to gain insight in the ways humans perceive and construct
the surrounding geographic world through maps [1].

Cartographic map generalization is the process of
designing maps overly detailed geographic data.
Automation of cartographic generalization is a problem of
primary importance in computer cartography. First,
automatic cartographic tools allow us decreasing cost and
time necessary to produce maps. Automation of
generalization requires that the cartographic tools be able
to find ‘where’ and ‘how’ to generalize. The ‘where’
depends on the capacity of analysis: the system should be
able to identify which objects do not respect the

specifications. The ‘how’ depends on the existence o
procedural knowledge and consists of rules that connect
generalization conflicts with algorithms supposed to solve
such conflicts [2].

Thus, this approach attempts to answer these questions.
The ‘where’ is focused on identifying the inconsistencies
and solving spatial conflicts, wich can be generated by the
generalization. The ‘how’ is focused on modifying and
establishing the parameters of the generalization functions
to solve the inconsistencies.

The generalization problem is not completely solved
universally due to the great number of existing case d
studies. Erroneously, map generalization has in the past
been seen as a set of geometric manipulations. It is true
that generalization manifests itself as manipulation o
geometry, but it is fundamentally driven by the need to
convey specific meaning with respect to a particular map

purpose [3].

Projects developed in [4] and [5] use a constraint based on
approaches to map generalization, that is constraints
control the map generalization process. A constraint
denotes “a design specification to which solutions should
adhere” [6], that allows considering both the user’s needs
and mapping principles such as minimal dimensions. In
this approach the constraintsare considered the invariants.
These are used to specify the spatial object relationships
that should be preserved in the generalized map.

In digital map generalization (in the interactive and
automatic environment), certain spatial inconsistencies are
generated. These inconsistencies represent topological and
logical errors of spatial object systems; therefore, some
relationships among objects that should be invariant are
not completed.

The map description process can be used to reflect the
map structure. Thus, the description of digital maps
allows evaluating certain aspects in a simple manner pria
to and after generalization, in other words, to evaluate a
set of generalization constraints.
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The basic difference between the alternative herein

presented and other the state-of-the-art systems is as
follows:

* Method to represent some map semantic invariants,

* Evaluation method to qualify generalized data, and

® Mechan_ism that makes possible to parameterize
appropriately generalization functions.

The present article is organized as follows: in Section 2,
properties of spatial objects (PSO) are described; in the
next section, we present map description as tool of map
general;zatgon, showing the process employed to make the
generalization. Section 4 presents the preliminary results,
and finally, Section 5 contains our conclusions.

2 PROPERTIES OF SPATIAL OBJECTS
(PSO)

All objgcts presented in maps show a land situation. This
lan'd situation is composed by thematics. The set of
objects with the same primitives of representation (point,
arc, and polygon) consist of a thematic (T;) such as

populations, roads, etc., wich represents a spatial object
system (S;).

Ji=1,..,n; T; =S; (where = denotes equivalence) (1)

An object system can be composed by a single layer,
although spatial object system such as populations is
composed of a few layers (possibly three, including
punctual (Oy), linear (Oy), and area layers(O,) that in this
case are a group of three spatial object systems).

T;= (SOP v Sou S0,); i=1,...,n (2)

The ‘properties of spatial objects (P,), are defined by
relations (R) and attributes (A).

Psi=(AUR); i=1,..,n (3)

A.cc.ordipg to the nature of the property, it is possible to
distinguish the following (Figure 1):

*  Locational properties (). These properties are related
to the position of spatial objects. The position is
represented by numeric values of coordinates.

*  Geometric properties (y). These properties depend on
some computation of distance (e.g. area, perimeter,
and length). Their values are typically numeric.

» Topological properties (t).These properties can be
described without reference to their position,
orientation, shape and size. A relationship can only
be topologic when it is preserved under geometric
transformations (translation, rotation, and scaling). It
is generally represented by nominal values. For
example, intersect, inside, adjacent.
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e Directional properties (8), when they concern the
orientation (e.g., north, northeast, and so on). It is
generally a directional feature that is represented by
means of nominal values.

e Logical properties (/), when certain objects have a
greater relative importance or combinations of
properties that depends on the human expertise (e.g.
faraway-west).

Each object system has a particular set of properties:
{locational, directional, topological, geometrical and
logical}. This set of properties is important for spatial data
manipulations and semantic data representation.

Locational (1)
Geometric (y)
Directional ()
Logical (/)

f
Spatial
Attributes _J

(A) _
Aspatial - Layer Name
-

Spatial
Properties -
Aspatial - Hierarchical relation

Relations
R)
_ \_Spatial

Geometric (y)
Topologic (t)
Directional (3)
Logical (/)

Figure 1. Taxonomy of spatial propertics

The relations can be divided into two categories: intrinsic
and extrinsic; intrinsic (R;) represent the relationships
among objects of the same spatial object system. On the
other hand, extrinsic relations (Rg) describe the
relationships among different spatial object systems.

Rsi=(Riv Rg);;i=1,...n. 4)

Note that, properties denominated semantic invariants
exist. These represent the essential properties of spatial
patterns that do not change in scale. For instance:

e Altitude in which any hydrological network starts is
greater than the altitude where it finishes.
e A population at the right side of the river.

The set of semantic invariants (I) is a subset of the set of
properties.

ISiCPSi; i=l,...,n (5)

The map definition is “a conventionalized image of
geographical reality, representing selected features or
characteristics, resulting from the creative effort of its
author's execution of choices, and thus designed for use
when spatial relationships are of primary relevance” [7]-
Considering this definition we can observe that
characteristics and relations play a primordial role in map
processing.  Attributes and relations define the map
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processing.  Attributes and relations define the map
structure. Any change, in the characteristics or relations
modifies the map structure, this means that it is not the
same map. While, the content of the set of spatial
properties reflects the situation represented in a map,

according to the map purpose.

The map semantics can be defined by the set of spatial

roperties, composed by relationships and attributes,
which define the characteristics of the geographical
information. That is the spatial semantics of a map is
equivalent, in certain sense, to the content of set of PSO

that has a map.

For instance, any topographic map has a particular group of
spatial objects system with specific properties, these
properties defines that it is topographic map, in other words,
define its semantics. After any processing of map, it should
preserve the essential properties.

3 MAP DESCRIPTION AS TOOL OF MAP
GENERALIZATION

Description of spatial object systems represented in a map
facilitates the task of finding some properties and
relationships among objects. Certain properties are
characteristics for certain spatial data layers and some
properties are invarifmls i.n all scales. Additionally, it is
possible to find relapor_lshlps among different spatial data
layers. Map Description represents a map using the
relationships between the spatial objects and attempts to
obtain the description as better as possible. The
description should preserve the spatial semantics.

The map description allows representing properties of
spatial data by means of operators. This proposal is
focused on the identification of inconsistencies originated
by generalization. The inconsistencies are relations that
do not respect the semantic invariants. They represent an
error in generalized map. These are identified by
comparing map description prior to and after
generalization.

3.1 MAP DESCRIPTION

The description process allows consideration of many
spatial object systems. In nature, diverse configurations
exist, wich contain objects of different types, as the case
of a hydrological network. For this case, the objects (i.e.,
rivers) can be represented by lines or areas depending on
scale. They are always connected with other elements of
the network and related with other thematic.

To describe a topographic map, a set of operators can be
used. Operators should involve each possible relationship
(geometric, topological, directional, and logical). These
operators should be consistent so that they can allow
describing spatial object systems appropriately. In
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addition, operators should be as basic as possible; at the
same time, an operator should be applicable to the most of
existing case of studies and use the invariants.

Certain spatial objects have more accurate than the others
and they can be used as a means to initiate map objects
description. In Table 1, we list some operators and their
meaning and description.

Table 1. Map description opcrators

Operator Meaning | Type Domain
Type Valucs
ArctoPnt (A,P) Relation Geometrical |Numerical | [0...CELL size)
between arc
A and point
P
PlytoPnt (A,P) Relation Topological | Boolean | {true, false}
between
Polygon A
and point P
ArctoArc] (B,A) | Relation Topological | Nominal | {connected, not
between arc connected}
Aandarc B
ArctoArc2 (A,B) | Relation Logical Nominal | {Nearly
between arc perpendicular,
Aandarc B Nearly parallel}
ArctoPnt3 (A,B) | Relation Logical Nominal | {N,NNW,NW,
between arc WNW,W,WSW,
A and point SW,SSW,5,5W,
B S,SSE,SE,ESE,
E,NE,NE,NNE)

Figure 2 shows a fragment of topographic map
(1:50,000). The relationships between these objects are
described by description operators. The operators applied
for this map as follows (see Table 1 for the definition of
operators):

Description Cell: 15

{

ArctoPnt](LFOR, Mine2) = 800mu1,
ArctoPnt](River8, Mine2) = 50mu,

ArctoArc]l(LFOR, River 8) = Not connected,
ArctoArc2(LFOR, Highway1) = Nearly perpendicular,
ArctoArc2(River 8, Contourd) = Nearly perpendicular,
ArctoPnt3(River2, Populationl) = N,

}
In this description, the group of operators is referred to an
object that has the more exact coordinates. The Largest
First Order River (LFOR) is obtained using the algorithm

CLAJER [8]. The map description process is detailed
explained in [9].

1 Map units, e.g. meters.



Largest First Order River (LFOR)
Population 1  River 2

. : S —
Highway 1 Road 4 Population 2
Figure 2. Fragment of topographic map

3.2 MAP GENERALIZATION

The core of the generalization process is based on our
capacity to develop (and to master) measures able to
describe geographical information as well as possible.
These measures replace the analytical capacity of a
cartographer, who detects that a situation is not correct
and who is able to change it while preserving its main
properties. Measures are used to detect conflicts as well as
the information and properties that should be preserved
during the process [2]. In this article the comparison of
Map Description is used as a measure to detect and solve
conflicts originated by the generalization.

During the generalization many properties of a map are
manipulated principally by topological and geometrical
operations, but some PSO should be preserved
(invariants). The preserved properties should represent the
particular aspects of the map structure (avoiding
inconsistencies) in other words: the map semantics should
be preserved.

3.3 GENERALIZATION BASED ON MAP
DESCRIPTION

In this section, we describe a generalization method as
tool of map description. This method consists of three
functional stages: (1) Map Description, (2) Map
Generalization and (3) Verification (Figure 3).

Map Description generates a description of relationships
between the objects that compose a map by means of
operators. (See Section 3.1)

Map Generalization is manipulated by Generalization
Functions. These functions are composed by
generalization operators [11].

Verification is the stage that evaluates the generalization
process.
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This method uses a source map (Sy) and a generalized
map (Gu). Description of the map source (Ds) and of
generalized map (Dg) are generated. The Verification will
be made comparing Ds and Dg (See Figure 3).
Verification allows evaluating the structure of generalized
map identifying inconsistencies. This will be used to
feeding back parameters to Map Generalization. This
process can be iteratively repeated until all inconsistencies
are resolved. The target map (Ty) without inconsistencies
indicates that the map’s semantics is preserved after the
generalization (See Figure 4).

Map
Description
Source De
G
Map
(Sm) Verificatiqn Dsvs De
Generalization
Paramelers
Target
Map
P Ly M
Generalization g
(Tw)

Figure 3. Generalization based on map description.

Description of Description of
Source map (Ds) Generalized map (Dg)

Verification

Description of Description of
Source map (Ds) Generalized map (Dg)

N/

Verificationf——»

b)

Figure 4. Verification to identify inconsistencics: a) Not satisfactory
Genceralization, b) Satisfactory Generalization

The results of verification that can be obtained are the
following : Equal, Different and Equivalent (see Table 2).

Table 2. Results of Verification

Verification .

Case (Dsvs Dg) Meaning

= | Invariant

Oa=0a Equa espiied
Oa # 0b Different Inconsistency

: Invariant
= E lent

Oa=0b quivalen cpecied

(in ccrtain cascs)

105



© Moreno et a/ GEOPRO 2003 - ISBN: 970-36-0103-0

e Egqual: This is obtained when the value of both
operators is the same. It is representing that the
invariant has been preserved (Figure 5).

e Different: This represent that the operator value is not
the same in Dg and Dg. Then it is representing an
inconsistency. The map structure is modified (See

Figure 5b).

e  Equivalent: This represent that the operator value is
not the same in Dg and Dg, however in certain cases
of study it is acceptable. The equivalent values not
represent an inconistencies since they do not break
the structure of the map. For instance; Figure 5c
shows that the value ArctoPnt! = NNE is accepted as
equivalent. However, in Figure 5d, ArctoPntl = NW
and it is not accepted as equivalent value. This
situation represents an inconsistency. To define the
equivalence, it is necessary to define threshold
values. These values depend on the context and the

subject domain.
Source Map  Generalized Map  Verification
— . Result
“‘*v% ¥
h " ™
%, ‘\‘,- —
A N\ A \\ ==
L .l
ArctoPnt1 = NE ArctoPnt1 = NE
a)
‘:‘) '\
R N
..\ \
AN \A *
¥
1 y !
ArctoPnt1 = NE ArctoPnt1 = SW
A
ArctoPnt1 = NE ArctoPnt1 = NNE
c)
,;"’ﬁ
L” A #
ArctoPnt1 = NE ArctoPnt1 = NW
d)

Figure 5. Results of verification: a) Equal, b) Different, ¢) Equivalent
d) Different.
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The identified inconsistencies are solved using local
generalization parameters. These parameters will be
matching to the specific situation. For instance; applying
different tolerances in diverse parts of the arc, in other
words, they are not necessarily the global parameters and
the criteria of generalization, but are useful.

This method is useful because if parameters appropriately
parameterize functions, inconsistencies generated by the
generalization process can be resolved. For instance; in
topographic data subject domain, one of possible set of
parameters can be arc curvatures, number of vertices, arc
intersections, etc.

4. PRELIMINARY RESULTS

Figures 6 and 7 show the simulations of generalization for
hydrological network using as source the topographic map
presented in Figure 2. In Figure 6, we use the
generalization method developed in [8]. It can clearly be
observed that in the original data, “Population 1”
(surrounded by a circle) is at the north of “River 2”
(Figure 2). In Figure 6 after the generalization this
“Population” is at the south of the river, which is an
inconsistency. The inconsistency is solved (Figure 7),
because now the population is at the correct position with
respect to the river.

ArctoPntl(River2, Populationl) = S

Figure 6. Generalization with inconsistencics

To correct the map inconsistency we used the position of
the point (population) with respect to the river. On the
other hand, a wide linear object was ill-parameterized and
its shape is not appropriate to the scale (Figure 6). We
corrected this inconsistency, using the curvature of the
corresponding arcs  (geometrical properties). The
generalized object now seems more appropriate to the
map scale (Figure 7). Thus, the data have more aesthetical

quality.



Figure 7. Generalization without inconsistencics

6. CONCLUSIONS

Automatic generalization is a Geomatics area that has
attracted much attention during last few decades. A
method herein presented provides an alternative to
identify and solve certain conflicts in map generalization.
Relationships between spatial objects allow solving
inconsistencies generated by the generalization process.
Map description enlarges the field of action of
generalization  operators because they can be
parameterized in an appropriate manner, depending on the
applications.

The main characteristics that provide the methodology
herein presented are:

1. This proposal attempts to detect the map semantics
by means of the elimination of inconsistencies.

2. Data analysis on the whole, not isolated data layers,
but generalizing spatial object system that interact
with other spatial object system;

3. Use of techniques that allow evaluating data after
generalization;

4. Use of Properties of Spatial Object to describe spatial
systems;

5. Auxiliary to parameterize functions that manipulate
spatial data, in particular generalization functions;

6. Possibility to modify and incorporate new functions
and properties.

The challenging tasks in generalization are to solve
inconsistencies generated during the generalization
process. Thus, it is necessary to carry out a methodology
of general application to the great amount of cases of
studies and to preserve inherent spatial semantics for each
spatial object system. Developing our proposal, it is
possible to solve partially some problems originated from
the generalization.
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ABSTRACT

Remote sensing from airbome and space borne platforms
provide valuable data for mapping, environmental
monitoring, disaster management and civil and military
intelligence. However, to explore the full value of these
data, the appropriate information has to be extracted and
presented in standard format to import it into geo-
information systems and thus allow efficient decision

processes.

Object-oriented analysis can contribute to powerful
automatic and semi-automatic analysis for most remote
sensing applications. Synergetic use to pixel based or
statistical signal processing methods explores the rich
information contents.

Here, we explain principle strategies of object-oriented
analysis, discuss how the combination with fuzzy
methods allows implementing expert knowledge and
describe a representative example for the proposed
workflow from remote sensing imagery to GIS.

The strategies are demonstrated using the first object-
oriented image analysis software on the market,
eCognition, which provides an appropriate link between
remote sensing imagery and GIS.

KEY WORDS

Object-oriented image analysis, Remote sensing, multi-
resolution segmentation, fuzzy classification, GIS

1. INTRODUCTION

Remote sensing imagery of a large variety of spaceborne
and airborne sensor provides a huge amount of data about
our earth surface for global and detailed analysis, change
detection and monitoring. Powerful signal processing
methods are developed to explore the hidden information
in advanced sensor data [12][21][47][50][53], e.g. for
hyperspectral or high-resolution polarimetric SAR data

[11][12].

However, all these algorithms suffer from the problem
that no contextual information can be taken into account
and aggregation of information from different resources is
not very well supported.

Additionally, results are mostly presented in raster format
and are not well suited to incorporate into vector based
geo-information-systems.

Thus there is a large gap between theoretically available
information in remote sensing imagery and extracted and
used information to support decision-making process in
geomatics.

We propose a new strategy to bridge this gap.
Our approach focuses on

* the extension of the signal processing approach
for image analysis by exploration of a
hierarchical image object network to represent
the strongly linked real world objects.

* usage of polygons for suitable interface to GIS
(e.g. with .shp files to ArcView)

* fuzzy systems for improved and robust modelipg
of real world dependencies and detailed quality
check of information product

* sensor and information fusion to use all available
synergies '

In the following we describe basic concepts of our
approach, where some parts are taken from eCognition’s
UserGuide [56] explain some examples and discuss the
enhanced possibilities due to the fuzzy classification.

1 Overview: Move from data analysis- to
image  understanding using  an
hierarchical object network

In contrast to traditional image processing methods, the
basic processing units of object oriented image analysis
are image objects or segments, and not single pixels. Even
the classification acts on image objects. One motivation
for the object-oriented approach is the fact that the
expected result of many image analysis tasks is the
extraction of real world objects, proper in shape and
proper in classification rather than single pixel
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classification. This expectation cannot be fulfilled by
common, pixel-based approaches.

Since at least two decades processing power of affordable
computers allows image processing and image
segmentation. First major advantages of object-oriented
analysis were derived in studies for sea-ice analysis [13],
object-oriented image matching [22] and certain
approaches for data compaction [18].

The first general object-oriented image analysis software
on the market was eCognition [56]. This software product
was produced by DEFINIENS. Although eCognition is of
course a specific combination of different contributing
procedures, there are some basic characteristic aspects of
the underlying object oriented approach, independent of
the particular methods.

Directly connected to the representation of image
information by means of objects is the nenworking of
these image objects. Whereas the topological relation of
single, adjacent pixels is given implicitly by the raster, the
association of adjacent image objects must be explicitly
worked out, in order to address neighbor objects. In
consequence, the resulting topological network has a big
advantage as it allows the efficient propagation of many
different kinds of relational information.

Each classification task addresses a certain scale. Thus, it
is important that the average resolution of image objects
can be adapted to the scale of interest. Image information
can be represented in different scales based on the
average size of image objects. The same imagery can be
segmented into smaller or larger objects, with
considerable impact on practically all information, which
can be derived from image objects. Thus, specific scale
information is accessible.

Furthermore, it is possible to represent image information
in different scales simultaneously by different object
layers. Bringing different object layers in relation to each
other can contribute to the extraction of further valuable
information.

This can be achieved, for instance, by a hierarchical
networking and representation of image objects. Besides
its neighbors, each object also knows its sub-objects and
super-objects in such a strict hierarchical structure. This
allows precise analysis of the substructures of a specific
region. Furthermore, based on sub-objects, the shape of
super-objects can be changed.

Image analyses can be separated in two steps, sensor
specific analysis of object primitives and scene specific
analysis based on the detected and recognized object
primitives.

This decoupling makes image analysis very flexible.
Remote sensing experts develop sensor specific methods
to extract certain kinds of objects primitives from sensor
data, e.g. trees for buildings. This information is available
in object features and attributes and can be combined in
the subsequent scene dependent processing:

© Benz et a/GEOPRO 2003 ~ ISBN: 970-36-0103-0

As soon as trees or buildings are identified, general
knowledge can be applied, e.g. the expert knowledge of a
forester, who does no more need to have specific remote
sensing knowledge.

That means in principal everything, which is done from
that moment, an object primitive is identified as part of a
tree or tree, this object and its networked environment can
be analyses with a forest logic. Instead of processing all
areas of an image with the same algorithms, a
differentiated procedure can be much more appropriate,
very similar to the different experts in manual image
interpretation: The special knowledge of urban planners
or forest engineers is used for the dedicated analysis tasks
to get appropriate results. To enable this localized usage
of expert algorithms is a specific strength of object
oriented image analysis.

Characteristic for the object oriented approach is, finally,
a circular interplay between processing and classifying
image objects. Based on segmentation, scale and shape of
image objects, specific information is available for
classification. In turn, based on classification, specific
processing algorithms can be activated for subsequent
segmentation and to refine classification and object
creation. In many applications the desired geoinformation
and objects of interest are extracted step by step, by
iterative loops of classifying and processing. Thereby,
image objects as processing units can continuously
change their shape, classification and mutual relations.

Similar to human image understanding processes, this
kind of circular processing results in a sequence of
intermediate states, with an increasing differentiation of
classification and an increasing abstraction of the original
image information. On each step of abstraction, new
information and new knowledge is generated and can be
used beneficially for the next analysis step. Thereby, the
abstraction not only concerns shape and size of image
objects, but also their semantics. It is interesting that the
result of such a circular process is by far not only a spatial
aggregation of pixels to image regions, but also a spatial
and semantic structuring of the image’s content. Whereas
the first steps are more data driven, more and more
knowledge and semantic differentiation can be applied in
later steps. The resulting network of classified image
objects can be seen as a spatial, semantic network. The
image analysis basing on a hierarchical object network
leads from pure data analysis to scene understanding.

2 KNOWLEDGE BASED IMAGE
INTERPRETATION

The design of successful image analysis methods requires
knowledge about the underlying processes. The better the
knowledge about the process and the better this
knowledge can be implemented in the system, the more
useful the extracted information will be.
Main characteristics of the process are

1) understanding of the sensor characteristics
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2) understanding of appropriate analysis scales and
their combination
3) identification of typical context and hierarchical
dependencics
4) considering inherent uncertainties of the whole
information extracting systems, starting with the
sensor, up to vague concepts for the requested
information.
There a numerous publications on methods with regard to
appropriate analysis of sensor data with signal processing
or statistical methods (item 1 of the above list). Here, we
focus on the possibilities of the object-oriented approach
and fuzzy analysis of the object network to enable
implementation of knowledge about items 2,3 and 4.

2.1 SELECTION AND COMBINATIONS OF

SCALES

Scale is a crucial aspect of image understanding.
Although in the domain of remote sensing a certain scale
is always presumed by pixel resolution, the desired
objects of interest often have their own inherent scale.
Scale determines the occurrence or nonoccurrence of a
certain object class. The same type of objects appears
differently at different scales. Vice versa, the
classification task and the respective objects of interest
directly determine a particular scale of interest.

There is an important difference between scale and
resolution: as resolution commonly expresses the average
size of area a pixel covers on the ground, scale describes
the magnitude or the level of abstraction on which a
certain phenomenon can be described. Thus, studying an
image from different levels of scale instead of an analysis
approach based on different resolutions is an adequate
approach to understand relations within an image and
interpret the scene more easily.

The following describes the multi-scale concept for
analysis of an image with depicts an urban area, e.g. by
high-resolution satellite sensor as Ikonos.

Looking from a close distance on the image, one can
detect and recognize single houses, buildings, roads and
other urban objects. If one enlarges the viewing distance,
one cannot discover single buildings, but rather different
settlement types or even quarters. These areas typically
can be distinguished by different textures and by different
size and shape, too. The quarter’s texture comprises its
objects and structures on a smaller scale—houses, roads,
gardens ctc.—and it is especially determined by their
tone, shape, and also by their topological relationships.

At a larger distance one might discover the city area as a
one single entity and some surrounding agricultural areas
and / or forests.

This example describes a 3 scale level approach:

1) trees, buildings and roads

2) groups of trees and groups of buildings aggregated to
different settlement types

3) forest and urban area

112

Between these scales there is a hierarchical dependency.
abstracting houses, buildings, roads and other objects, one
obtains settlement areas or even quarters. The aggregation
of several settlement areas yields a town. Ecosystems
show analogous patterns: combining several trees builds a
group of trees and combining more trees or groups of
trees builds a forest. Forests and towns have a similar
abstraction level. Both are of comparable scale and both
are of high semantic abstraction. The hierarchical scale
dependencies between the affected object classes are
obvious: quarters are substructures of cities, and houses
are substructures of quarters.

These hierarchical scale dependencies are implicitly self-
evident in each observation and description of real world
structures. However, reflecting, and especially explicit
representation of these patterns adds valuable information
to automated image understanding methods.

Houses in an urban area can be treated in a different way
than single houses in forests, for instance; different
characteristics are of interest. Thus, in order to analyze an
image successfully it is necessary to represent its content
on several scales simultancously and to explore the
hierarchical scale dependencies among the resulting
objects.

It is obvious that these relationships and dependencies
cannot be analyzed by just changing the resolution of the
imagery. This would, moreover, lead to the loss of a lot of
useful information.

2.2 IMAGE SEMANTICS - MUTUAL RELATIONS
BETWEEN IMAGE OBJECTS

One of the most important aspects of understanding
imagery is information about context. There are two types
of contextual information: global context, which describes
the situation of the image—basically, time, sensor and
location—and local context, which describes the mutual
relationships or the mutual meaning of image regions. It is
obvious that the processing of context information is
always consciously or subconsciously present in human
perception and contributes essentially to its grea
capabilities. '

In order to receive meaningful context information, image
regions of the right scale must be brought into relation. -
This scale is given by the combination of classification
task and the resolution of the image data. Imagine for
instance the classification task to identify parks in very
high_-resolution imagery. A park is always a large,
contiguous vegetated area. This different scale
distinguishes parks from gardens. Additionally, parks are
distinguished from pastures, for example by their
embedding in urban areas. Single neighboring buildings
are not a sufficient condition to describe parks. However,
their neighborhood to single buildings is a suitable
criterion for distinguishing gardens from pasture.



This simple example already shows how much the
available context information depends on the scale of the
structures, which are brought into relation. This
astonishing fact explains why it is so difficult or even
impossible to describe meaningful context relations using
pixel-based approaches. Only representing image
information based on image objects of the appropriate
scale enables one to handle image semantics.
Additionally, in order to make image objects aware of
their spatial context it is necessary to link them. Thus, a
topological network is created.

This network becomes hierarchical when image objects of
different scale at the same location are linked. Now each
object knows its neighbors, its sub- and super-objects.
This additionally allows a description of hierarchical scale
dependencies. Together with classification and mutual
dependencies between objects and classes, such a network
can be seen as a spatial semantic network.

The fact that image understanding always means dealing
with image semantics was until now not sufficiently
covered by the capacity of digital image analysis,
especially in the field of remote sensing.

2.3 INHERENT UNCERTAINTIES AND
VAGUENESS

Various types of uncertainty influence information
extraction from remote sensing data. First of all, there are
many factors which influence the processes of data
acquisition, data processing and image generation, and
which differ from scene to scene, even if the data comes
from the same sensor. A very basic, inherent problem of
earth observation data is that land cover can look
different, depending on the season, time of day, light
conditions and weather. Furthermore, the same type of
objects appears highly differently depending on the sensor
type, sensing geometry and the resolution.

The dependency between features and land cover or land
use is mostly only roughly modeled and vagueness is
inherent even in the concepts of land cover and land use.
Sensor measurements—the basic source for image
pixels—have limited radiometric resolution even after
careful calibration of the instrument. The geometric
resolution in remote sensing—and in any data acquisition
process—is limited as well. This effect leads to class
mixture within one resolution cell: if a resolution cell
covers water-land transition, the relevant pixel represents
to some degree water and to some degree the land cover
of the shore area.

The image generation process converts sensor
measurements to image data. Additionally, these data
have to be compressed to reduce requirements for
archiving and data transmission. In most cases, these data
processing steps cause artifacts and ambiguities, which
lead to noise and therefore to additional uncertainty in the
final image data.
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Usually only vague concepts exist for land cover and land
use. There is no exact threshold between densely and
sparsely populated area, or between low and high
vegetation. Whenever thresholds are defined in terms of
numbers, they are mostly unsatisfactory idealizations of
the real world and therefore subsequently lead to
problems during classification and performance
estimation of the classification.

Information retrieval from remote sensing databases is
based to a large extent on vague knowledge. Especially
important context information is typically only expressed
in terms of vague linguistic rules. For example, if trees are
“nearly completely” surrounded by urban area, they are
assigned to the class park.

Furthermore, in many cases the desired information for a
specific classification task is not, or not sufficiently,
contained in the available image data. This can be caused
by spatial or radiometric resolution, because the signal to
noise ratio is too low, or simply because the sensor does
not deliver unambiguous signal for the desired class
separation.

If these uncertainties are not taken into account in
information extraction, classification will not be robust
and transferable. There are several approaches, so called
soft classifiers, which take these uncertainties into
account. One of the most powerful soft classifiers are
fuzzy classification systems, which are able to incorporate
in the analysis approach from the very beginning on
inaccurate sensor measurements, vague class descriptions
and unprecise modeling. Degree of uncertainty is part of
the fuzzy classification result [3][5][6][37][56].

3 IMAGE OBJECTS

The basic elements of an object-oriented approach are of
coarse image objects. Image objects describe certain
contiguous regions in an image. We distinguish between
image objects primitives and objects of interest. Only
object of interest match real world object, e.g. the
building footprints or whole agricultural parcels. Object
primitives are usually the necessary intermediate step
before objects of interest can be found by segmentation
and classification process. The smallest image object is
one pixel.

Image objects can be linked to a hierarchical network,
where they carry a high-dimensional feature space:

Image object statistics and texture

Within an image object all kind of sratistics based on
single input layers or combinations within the input image
layer stack can be computed, e.g. the mean value of the
ratio of two input channels 4 and B.

%ZPA(I")

V'3 paxn)

fr_AB =
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with # number of pixels x within object; p(x) value of
pixel at location x.

Using image objects to calculate this statistic instead_ of
boxes of pixels allows reliable statistic without smearing
edges, since objects do not exceed edges.

Image object shape

The closer objects primitives are to objects of interest, the
more image object shape features can be used as
additional uncorrelated object features. Since they are
usually independent from sensor .charactenst}cs tl}ey are
robust versus sensor calibration and illumination

conditions.

Typical examples are area of objects, their length-to-
width ratio, number of straight borders. and many more.
Advanced shape features can be derived froin'object
polygons and object skeletons, the latter describing the

inner structure of an object.

Image objects statistics, texture (e.g. Haralick features
[20]), shape can be regarded as intrinsic features. They

are available for each object.

Topological object features

Due to the object network context features are provided.
Within one scale relations to neighbored objects can be
evaluated, whereby the size of the neighborhood can be
defined as parameter. Between image scales hierarchical
relations can be explored, where the distance of scales can
be adjusted using distance scale parameter.

This hierarchical object network enables addressing of
context and semantic for subsequent image analysis with
innovative techniques:

The hierarchical network provides additional object
features:

= Characterization of an image object based on its
sub-objects using

a. Texture analysis based on sub-objects,
classifying attributes of all sub-objects of an
image object on average. Attributes can for
instance be contrast or shape.

b. Line analysis based on sub-objects.

c. Class-related features: relationships to
classified sub-objects, such as the relative
area of other image objects assigned to a
certain class, e.g. if an urban area on higher
level contains many sub-objects classified as
houses, this urban area can be described as
dense vs. other less dense areas.

Characterization of an image object based on its super-
objects, e.g. houses belonging to a super object urban can
be classified as urban houses, whereas houses in rural
areas can be classified as cottages or special buildings.

114

Semantic features

These higher order features are available after a first
classification of image objects. They allow describing a
park as forested region within urban area or shore regions
as adjacent land regions to water. These very features are
important for advanced remote sensing image analysis.
The reduce ambiguities, allow land use classification in
addition to pure land cover classification and thus lead to
a first step of scene understanding

In the following we describe image object creation
process.

3.1 CREATION OF IMAGE OBJECTS

Objects are created by image segmentation, which is the
subdivision of an image into separated regions. Image
segmentation is a long year research topic in the area of
image analysis [25][35][36][46]. In almost all cases,
segmentation is an optimization process. Regions of
minimum heterogeneity given certain constraints have to
be found. Criteria for heterogeneity, definition of
constraints and strategy for sequence of aggregation
determine the final segmentation result.

Heterogeneity can refer to primary object features, such
as standard deviation or gray tones, shape of object, or
texture on objects or on higher order object features, such
as class assignment of objects. Segmentation methods
using heterogeneity definition relying only on primary
object features can usually only deliver object primitives,
without a direct relationship to real world objects.
However, these object primitives can be assigned to
classes during a first classification step and then the
higher order object feature “class assignment” is available
for classification based segmentation [45). This advanced
segmentation step is able to create objects of interest with
unique relation to the depicted real world.

Segmentation in eCognition ([1][2]) allows as well
segmentation based on primary features (gray tone and
shape) and - after an initial classification - the more
advanced classification based segmentation. The method
leads for most data distributions to robust results and is
applicable under many conditions. Constraints can be
used to ensure exact reproducibility of segmentation.

As already mentioned in the chapter 2.1 image scale is
very important for meaningful analysis. Therefore
eCognition provides segmentation on several scales. Scale
selection is performed using certain parameters.

Details to eCognition’s object creation approach are
provided in the following chapters.

3.1.1 OBJECT CREATION IN ECOGNITION

eCognition’s multi-resolution segmentation is a bottom up
region-merging technique starting with one-pixel objects.
In numerous subsequent steps, smaller image objects are
merged into bigger ones. Throughout this pairwise



clustering process, the underlying optimization procedure
minimizes the weighted heterogeneity n-h of resulting
image objects, where # is the size of a segment and 4 an
arbitrary definition of heterogeneity. In each step, that
pair of adjacent image objects is merged which stands for
the smallest growth of the defined heterogeneity. If the
smallest growth exceeds the threshold defined by the
scale parameter, the process stops. Doing so, multi-
resolution segmentation is a local optimization procedure.

To achieve adjacent image objects of similar size and thus
of comparable quality, the procedure simulates the even
and simultancous growth of segments over a scene in
each step and also for the final result. Thus, the procedure
starts at any point in the image with one-pixel objects. A
treatment sequence based on a binary counter guarantees
a regular spatial distribution of treated objects. However,
for obvious reasons, such a sequence contains a
stochastic, historical element.

To ensure reproducibility on same image, constraints can
be used to force an exact reproducible segmentation. Here
a global optimization criterion is used.

3.1.1.1 DEFINITION OF HETEROGENEITY
Heterogeneity in eCognition considers as primary object
features color and shape. For fusion decision not the
heterogeneity -itself is important, but the increase of
heterogeneity. This increase has to be less than a certain
threshold.

f - wcolor : Ah

color

-Ah

+w hape ?

shape

wcolor & [0’1’1 w;hape € [O’I,]
Weolor + W:Impc =1

The weight parameters allow to adapt heterogeneity
definition to the application.

The spectral heterogeneity allows multi-variate
segmentation giving to the image channels ¢ certain
weight w_. Difference spectral heterogeneity is defined
as following.

Ahcolor= ch (nmcrge' O¢ merge™ ("obj_l ’ dc.abj_l g, 2" o’t‘-"bj.z ))
c
with n,,... number of pixels within merged object,

Moy number of pixels in object I, n,,; , number of

pixels in object 2, o_standard deviation within object of

channel c. Subscripts merge, obj 1 and obj_2 refer to the
merged object, object 1 and object 2 prior to merge,
respectively.

The shape heterogeneity is a value that describes the
improvement of the shape with regard to smoothness and
compactness of object’s shape.

Ah +w

shape = Weompct 'Ahcompf smooth * = smooth
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with
. Ly Ly
_ rge obj _1 X obj _2
Ahsmool = nmerge ' - "obj 1 b +n obj _2 b
merge obj _1 obj _2

Imerge Lobj I Iobj _2

- o . L
empet = Mmerge * | Pobj 1" +Mobj_2
Prerge Pobj 1 Pobj _

number of pixels within merged object,

with 7,,.,..

noy_y number of pixels in object 1, n,, , number of
pixels in object 2, /... perimeter of merged object,
lo4;_1 perimeter of object 1, /,,; , perimeter of object 2,
berge perimeter of the merged object’s bounding box,
by | perimeter of object 1 bounding box, by 2
perimeter of object 2 bounding box.

Thus, the smoothness heterogeneity equals the ratio of the
de facto border length / and the shortest possible border
length b given by the bounding box of an image object
parallel to the raster.

The compactness heterogeneity equals the ratio of the de
facto border length / and the square root of the number of
pixels forming this image object.

The weights  W., Weoir s Wonane s Womooth » Wemp~ @T€

parameters, which can be selected in order to get for a
certain image data stack and a considered application
suitable segmentation results.

The scale parameter is the stop criterion for optimization
process. Prior to the fusion of two adjacent objects, the
resulting increase of heterogeneity f is calculated. If this
resulting increase would exceed a threshold ¢ determined

by the scale parameter, ¢ = ‘P(scale) then no fusion takes
place and segmentation stops.

f >Y(scale) then segment fusion is discarded
f=< lI"(sc:ale') then segment fusion takes place

If no more objects can be fused according to this
constraint, segmentation stops.

The larger the scale parameter, the more objects can be
fused and the larger the objects grow. Details are to be
found in [2].
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Figure 1: Exemplary segmentation result in eCognition

3.1.1.2 ALTERNATIVE CREATION MODES IN
ECOGNITION FOR OBJECT PRIMITIVES

Appropriate object creation with respect to different
applications may require alternative approaches to the
described standard implementation in eCognition.
Therefore external segmentation results can be inserted
into eCognition, e.g. using thematic layers on in the latest
version of eCognition alternative methods are available.

Segmentation according to the spectral difference of
objects

Using the mode “spectral difference” large homogeneous
areas can be created regarding spectral difference. Areas,
which have a lower spectral difference than a certain
threshold are merged. The scale parameter determines the
threshold of the spectral difference of neighboring
objects, below which they are merged.

Segmentation of sub-objects for the purpose of line
analysis

Object oriented line analysis of image objects can be
performed using a special mode of segmentation, which is
available due to the object hierarchy. This mode uses only
heterogeneity compactness. The scale parameter—here
ranging from 0.5 to I—determines the maximum relative
border length of sub-objects to neighbors, which are not
sub-objects of the same superior object.

For the analysis of image objects such as in Figure 2 the
specific image object level can be sub-segmented. The
results are compact sub-objects, which guarantee a
minimum and maximum border length to the outer
environment. Operating from center point to center point
of these sub-objects means that it is possible to easily
analyze the length of a curved line, average thickness,
curvature etc.
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Figure 2: Linear structure subsegmented into compact
objects

3.1.2 VALIDATION OF OBJECT CREATION
PROCESS

Human interpretation and correction: ~Automatic
segmentation replaces in the usual image interpretation
workflow manual digitizing of polygons. Thus a strong
and experienced source for the evaluation of segmentation
techniques is of course the human expert. It can’t be
expected that automatic segmentation result will be fully
convincing for human interpreter. Therefore, eCognition
provides also possible manual interaction (manual section
and manual fusion) to use automatic segmentation for the
major segmentation part of the image and support
subsequent correction by a human expert for small areas.

Automatic validation: There are several approaches to
evaluate segmentation quality.

a. Reference polygons (e.g. provided by manual
digitizing) can be used to test the automatic
segmentation. If the complete reference polygons is
covered by automatically achieved segments, best
scores are given,

* if minimum number of segments are within the
reference segment (lowest possible over
segmentation)

* if minimum area of segments outside of
reference polygon is covered

b. Strength of segment borders is analyzed. The higher
the border between to segments, the less probable is
their merging in the optimization process. Thus even
certain variations of parameters or conditions will not
change the segmentation result. Thus, the larger the
number of strong borders relative to weak borders in
an segmented image, the more stable and
reproducible the segmentation will be for similar
scenarios.



c) reproducible the scgmentation will be for similar
scenarios.

3.2 HIERARCHICAL OBJECT NETWORK

Object creation is a complex and very often time-consuming
process. However, it is in many cascs of significant advantage
for image analysis and geo-information production.

Objects carry much more information than single pixels or
boxes of pixels do, and thus allow image analysis with higher
accuracy. Onc cxamplc, in object-oriented analysis “rivers” can
be distinguished from “lakes” by the different shape of these
objects. This huge uncorrclated object feature space cnables
robust classification.

Linking objects to a hicrarchical nctwork provides further
advantagcs.

3.2.1 HIERARCHICAL NETWORK CREATION IN
ECOGNITION.

The different levels of image objects arc generated by the
described multi-resolution scgmentation. In general, the higher
the level and the larger the average size of image objects, the
larger was the choscn scalc parameter.

ulwiepogwivi>lelvlololelvislelslelollv] [+] v v O

Figure 1: 4 level hicrarchical network of image objects in
abstract illustration

All segmentation procedures provided by cCognition operate on
arbitrary levels in a strong hicrarchical network. Since the level
of pixels and the level of the whole image always cxist by
definition, cach segmentation of a new level is a construction in
between a lower and an upper level. To guarantee a definite
hicrarchy over the spatial shape of all objects the scgmentation
procedures follow two rules:

- Object borders must follow borders of objects on the
next lower level.

- Scgmentation is constrained by thc border of the
object on the next upper level.

Within cCognition
- Structures of different scales can be represented
simultaneously and thus classificd in rclation to cach
other.
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- Different hierarchical levels can be segmented based
on different data; an upper layer, for instance can be
built based on thcmatic land rcgister information,
wherecas a lower layer is scgmented using remote
sensing data. Classifying the upper level, cach land
rcgister object can be analyzed bascd on the
composition of its classified sub-objects. By means of
this technique different data types can be analyzed in
rclation to cach other.

- Object shape correction based on regrouping of sub-
objects is possible

This network provides the bascs for most powerful information
cxtraction, becausc many successful strategics of human analyst
can be approximated:Rclations between scales and combinations
of scales can be uscd, c.g. onc could look based on the same
image on trees, on groups of trces and on forest. Roads
(cxtracted on low scalce) Icading through forest arcas (extracted
on high scalc) can be classificd as forest roads. Based on the
width of the roads certain drivability can be assigned as feature
in the output for a geo-information system. Furthermore, context
information and semantic can be used to distinguish between
trees within a forest or within an urban arca.

3.3 CREATION OF VECTOR INFORMATION TO
BRIDGE REMOTE SENSING AND GEO-
INFORMATION SYSTEMS

Image objects not only cnhance automatic classification of
remote scnsing imagery, they support also export of the
cxtracted information to geo-information systems, since they can
be casily converted to polygons using vectorization approaches.
Within c¢Cognition this vector structures are not only used for
import and export, but also for advanced classification.

cCognition supports a simultancous raster / vector representation
of image objects. After scgmentation, vectorization functionality
allows production of polygons and skelctons for cach image
object. This vector information is produced in different
resolutions for different purposcs.

cCognition produces polygons along the pixel raster (Figure 4:
polygons 1) or slightly abstracted polygons (Figure 4: polygons
2). The latter polygons arc referred to in the following as basc
polygons. They are crcated with respect to the topological
structurc of image objects and arc used for exporting vector
information, too. More abstracted vector information represents
the shapc of image objects independently of the topological
structurc (Figure 4: polygons 3) and is used for the computation
of shape featurcs. Theses polygons arc referred to as sha*

polygons.
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Polygons 1
Cutlines along the raster

Polygons 2

Shghtly ahstracted vector
infermation, respecting the
topological structure
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Figure 4: Different polygon types for the vectorization of segments /image objects.

The computation of base polygons is done by means of a
Douglas Peucker [15] algorithm. The Douglas Peucker
algorithm is one of the most common procedures for
polygon extraction. It is a top-down approach, which
starts with a given polygon line and divides it into smaller
sections iteratively.

1. Given the two end points of a polygon line—in
eCognition typically these two starting points are
topological points, see yellow marks in Figure—the
algorithm detects this specific point on the polygon
line with the largest vertical distance to a line
connecting the two end points, see Figure.

\ largest distan¢e /
3 -— .I
b Ve ;
~
P /
\ L
- \
' 3 ~”
| /
‘_1|

/1 [ "no distance larger
. largest distance . than threshold

2. At this detected point, the polygon line is cut into two
shorter polygon lines, Figure Sb.

3. This procedure continues until the longest vertical
distance is smaller than a given threshold, Figure Sc.

In other words: the threshold describes the strongest
possible deviation of the polygon from the underlying
raster. In eCognition, this threshold can be interactively
defined to meet the needs of the application and is
measured in pixel units.

b c

Figure 5: Douglas-Peucker algorithm: a) start configuration and detection of largest distance; b) new state after dividing into two sections;
c) final result, no further division as no distance is larger than given threshold
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The Douglas-Peucker algorithm in its pure application
suffers in some cases in producing relatively acute angles.
In order to improve the result, in eCognition angles
smaller than 45 degrees are detected in a second run.
From the two particular vectors at such an angle, that one
is subdivided which will result in the largest angles. This
procedure continues in iterative steps until there are no
angles smaller than 45 degrees.

For high thresholds, which produce a strong abstraction
from the original raster, slivers and intersections within
and between base polygons can arise. This can be
especially disturbing when these base polygons are used
for export. In order to avoid this effect, an additional,
optional algorithm detects intersections and fractionates
the affected vectors.

The shape polygons are created by means of a derivative
of multiresolution segmentation (3), in this case not
applied to image regions but to single vectors. In contrast
to the Douglas-Peucker algorithm this procedure is a
bottom-up approach. Starting with base polygons, the
single vectors are subsequently merged, optimizing a
homogeneity criterion. It is important to understand that
the heterogeneity of single shape vectors is defined as
deviation of the underlying base vectors. Thus, a
threshold of O will always produce shape polygons
identical with the underlying base polygons. The resulting
shape therefore depends also on the threshold of the base
polygons. A threshold bigger then 0 will result in a
stronger  abstraction than the base polygons.
Concretely, the deviation is computed as the maximum of
the difference of length between shape vector and
underlying base vectors and the sum of the lengths of the
vertical parts of the underlying base vectors to the shape
vector. Iteratively, the two adjacent vectors of a polygon,
which result in the smallest heterogeneity, are merged.
This continues until the predefined threshold is reached.

3.3.1 OBJECT FEATURES BASED ON POLYGONS

The resulting shape polygons are independent of the
topological structure and therefore specific for each single
image object. A straight edge of a segment is represented
as one vector, even if it contains a topological point

Thus, fractal parts of the boundary of an image object are
represented in a characteristic way by a number of short
vectors, whereas straight edges are represented by long
edges. Based on these shape polygons meaningful shape
features can be computed, e.g. the number of straight
edges, average length of edges and maximum length of
edges: Artificial targets are usually characterized by few
long straight edges, whereas natural targets are more
irregularly shaped.

Skeletons are advanced object features based on polygons.
They describe the inner structure of an object, which
provides new characteristics for an image object.

They provide centerline of objects and second and higher
order branches. Thus instead of the street detected in
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remote sensing imagery just the center line of the street
can be exported and later on by appropriate map
production software assigned with the width of its
importance and according to the defined map scale.

Skeletons then are created by identifying the mid points
of the triangles in an image object and connecting them.
Thereby the triangles' mid points are determined by
connecting the midpoints of the triangles' sides.

To find skeleton branches, three types of triangles are
created:  branch-triangles  (three-neighbor-triangle),
connecting triangles (two-neighbor-triangles) and end-
triangles (one-neighbor-triangles).

* Branch triangles indicate branch-points of the
skeleton,

= two-neighbor-triangles indicate a connection
point and

= end-triangles indicate end-points of the skeleton.

To obtain the skeletons, the generated points are
connected. The longest possible connection of branch-
points is defined as main line.

.__,.:':\__,_:/(-End-triangle
_,J :_' "\
. v

. \'#\ Neighbor-triangle

.

{\' ~:.7J—Elranch-triangle
X .

-‘ S
(T * _.‘E:w
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Figure 6: Creation of skeletons based upon a Delauney
triangulation of image objects' shape polygons.

Skeletons describe the objects inner structure and shape in
detail. Hence, they provide input for advanced automated
shape correction. For example an automated object cut
can be started to cut high order branches of a fractal
object. Typical example is lower order streets connected
to a main road. The automated object cut can be
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can be started to cut high order branches of a fractal
object. Typical example is lower order streets connected
to a main road. The automated object cut can .be
understood as pruning the object's skeleton from outside

to inside.

3.3.2 VECTOR FORMAT IMPORT AND EXPORT

Efficient import of extracted information into geo-
information systems is possible, because objects can be
represented easily by polygons as shown in the previous

chapter.

eCognition supports the import and export of' thematic
data in shape format. Since eCognition is a region based
analysis system, only polygons are considered for import.

For internal usage this vector information is Mnsfomed
to raster format. Export supports polygons, line and point
information. While lines in vector format are based on the
lines of the skeletons, points are equivalent to the center-
point of the main line for each object to be exported.

4 FUZZY CLASSIFICATION
Fuzzy classification is beside neural networks [19] and
probabilistic approaches [12] a very powerful soft
classifier and typically represents and expert system for
classification [53]. It takes into account

* uncertainty in sensor measurements

» parameter variations due to limited sensor
calibration

= vague (linguistic) class descriptions
= class mixtures due to limited resolution.

Fuzzy classification consists of a n-dimensional tupel of
membership degrees, which describes the degree of class
assignment of the considered object obj to the n
considered classes.

fr:lms.oly‘ = I/uclau_l (Obj)’ luclass_l (Obj)r---)udass_n (Ob.])J

Crisp classification would only give the information,
which membership degree is the highest, whereas this
tupel contains all information about the overall reliability,
stability and class mixture.

Fuzzy classification requires a complete fuzzy system,
consisting of fuzzification of input variables resulting in
fuzzy sets, fuzzy logic combinations of these fuzzy sets
and defuzzification of the fuzzy classification result to get
the common crisp classification for map production.

Fuzzy logic is a multi-valued logic quantifying uncertain
statements. The basic idea is to replace the two Boolean
logical statements “true” and “false” by the continuous
range of [0...1], where 0 means “false” and 1 means
“true” and all values between 0 and 1 represent a
transition between true and false. Avoiding arbitrary sharp
thresholds, fuzzy logic is able to approximate real world

120

in its complexity much better than the simplifying
Boolean systems do. They can take into account
imprecise human thinking and can implement linguistic
rules.

Hence, fuzzy classification systems are well suited to
handle most sources of vagueness in remote sensing
information extraction. The mentioned parameter and
model uncertainties are considered by fuzzy sets, which
are defined by membership functions.

Fuzzy systems consist of three main steps, fuzzification,
fuzzy rule base and defuzzification, which are briefly
described in the following.

4.1 FUZZIFICATION

Fuzzification describes the transition from a crisp system
to a fuzzy system. It defines on an object feature certain
sets, which assign for example all feature values in a
certain range to a specific class, e.g. “low”. The sets are
defined using membership functions. They assign a
membership degree between 0 and 1 to each (object)
feature value with respect to the considered feature class.
Depending on the shape of the function, the transition
between “full member” and “no member” can be crisp
(for a rectangular function) or fuzzy (see Figure 7, set
M).

All feature values, which have a membership value higher
than 0 belong to a fuzzy set. In general, the broader the
membership function, the more vague the underlying
concept; the lower the membership values, the more
uncertain is the assignment of a certain value to the set.

Within the fuzzy system not feature values are combined
but the fuzzy sets defined on these features values. Hence
all calculations refer to membership degrees with the
defined range between 0 and 1, independent of the
dynamic of the originally crisp features. This simplifies.
working in a high-dimensional feature space with
different dynamics and features of various types, e.g.,
backscatter from  different sensors, geographic
information, texture information and hierarchical
relations.

For successful classification a deliberate choice of
membership function is crucial. This is one of the most
important steps to introduce expert knowledge into the
system. The better the knowledge about the real system is
modeled by the membership functions, the better the final
classification result [9].
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Figure 7: Rectangular and trapezoidal membership functions
on feature x to define crisp set M (///), u,, (x)e {0,1} and fuzzy

set A(\\) (t) € [0,l]over the feature range X;

It is possible to define more than one fuzzy set on one
feature, e.g., to define the fuzzy sets low, medium and
high for one object feature. The more the memberships
overlap, the more objects are common in the fuzzy sets
and the vaguer the final classification.

high

255

Figure 8: The membership functions on feature x define
the fuzzy set low, medium and high for this feature.

Figure shows three fuzzy sets defined for the feature x:
low, medium and high. They are characterized by
overlapping triangular membership functions.

For an image object with a feature value of x = 70, the
membership to class low is 0.4, to class medium is 0.2 and
to class high is 0.0. If the feature value x equals 200, the
membership to the classes is 0.0, 0.0, 0.8, respectively.

4.2 FUZZY RULE BASE

A fuzzy rule base is a combination of fuzzy rules, which
combine different fuzzy sets. The simplest fuzzy rules are
dependent on only one fuzzy set.

Fuzzy rules are “if - then” rules. If a condition is fulfilled,
an action takes place. The following rule could be
defined: “If” feature x is low, “then” the image object
should be assigned to land cover W. In fuzzy terminology
this would be written: If feature x is a member of fuzzy
set low, then the image object is a member of land cover
W. According to the definition in Figure 8, in case feature
value x = 70, the membership to land cover W would be
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0.4, in case x = 200, the membership to land cover W
would be 0.

To create advanced fuzzy rules, fuzzy sets can be
combined. An operator returns a fuzzy value that is
derived from the combined fuzzy sets. How this value is
derived depends on the operator. The logic operators are
“and”, “or” and “not”. There are several possibilities to
realize these operators. In most cases the simplest
implementation is to use minimum operation to
implement the fuzzy “and” and the maximum operation to
implement fuzzy “or”.

The results are very transparent and ensure independence
of the sequence of logic combinations within the rule base
(A “and” B gives the same result as B “and” A). In
addition a hierarchic structure following common logic
(e.g., A “or” (B “and” C) equals (A “or” B) “and” (A “or”
C)) can be created easily.

A fuzzy rule base delivers a fuzzy classification, which
consists of discrete return values for each of the
considered output classes (see Figure 9). These values
represent the degree of class assignment.

Urban WaterVegetation

Figure 9: Fuzzy classification for the considered land
cover classes urban, water and vegetation. The image
object is a member of all classes to various degrees

ﬂurban (obj) = 0'6’ "luwcr(c’bj): 0‘8’ p\’cgﬂation(Obj): 0'3

Please consider that fuzzy classification gives a
possibility for an object to belong to a class, while
classification based on probability provides a probability
to belong to a class. A possibility gives information on a
distinct object. Probability relies on statistics and gives
information on many objects. Whereas the probability of
all possible events adds up to one, this is not necessarily
true for possibilities.

The higher the membership degree for the most possible
class, the more reliable is the assignment. In the example
above, the membership to water ,,,,,(obj)=0.8 is rather

high and in most applications this object would therefore
be assigned to the class Warer. The bigger the difference
between highest and second highest membership value,
the clearer and more stable the application. Classification
stability and reliability can be calculated and visualized
within eCognition as an advanced method for
classification validation.
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Urban WaterVegetaticn

Figure 10: Fuzzy classification for the considered land
cover classes Urban, Water and Vegetation.

In figure 10 the equal membership degrees indicate an
unstable classification between these classes for the
considered image object and can be a description of class
mixture within the resolution cell or that class definition
is not sufficient to distinguish between the classes. If the
land cover classes can be distinguished on the data set for
other objects, class mixture is very probable.

The high membership
Horbon (obj) = Hyater (Obf) = Hvegetation (Obj ) =038

value shows that the assignment to this class mixture is
reliable.

u

B I

Urban Water'/egetaticn

Figure 11: Fuzzy classification for the considered land
cover classes Urban, Water and Vegetation.

The equal membership degrees in figure 11 again indicate
an unstable classification between these classes for the
considered image object, as in figure 10. However, the
low membership value

Hurban (Obj ) = Hyater (Obj ) = Hyegetation (Obj ) =0.2

indicates a highly unreliable assignment. Assuming a
threshold of a2 minimum membership degree of 0.3, no
class assignment will be given in the final output.

This analysis of fuzzy classification provides an important
input for classification validation but furthermore for
information fusion in current and future remote sensing
systems with multi-sensor sources and ancillary data. The
reliability of class assignments for each sensor can be
used to find the most possible and probable class
assignment. A solution is possible, even if there are
contradictory class assignments based on different sensor
data, e.g., optical sensors are regarded as being less
reliable than radar sensors if there is a heavy fog.
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4.3 DEFUZZIFICATION

To produce results like maps for standard land cover and
land use applications, the fuzzy results have to be
translated back to a crisp value, which means that an
object is either assigned to a class or not. For
defuzzification of classification results the class with the

highest membership degree is chosen.

Defuzzification is the reverse process of fuzzification. It
delivers a crisp classification. If the membership degree
of a class is below a certain value, no classification is
performed to ensure minimum reliability.

As this output discards the rich measures of uncertainty of
the fuzzy classification, this step should be the final step
in the whole information extraction process.

fcn'sp = max {Juclms _l (Obf)v Hclass _2 (Ob]), w0y Helass _n (Ob_]),}

with class assignment equal to the class i with the highest
membership.

Further information on fuzzy systems in image analysis
and remote sensing can be found in the following

references [5][6][26][37].

5 EXAMPLE

In the following we shortly describe a typical example for
eCognition’s usage for information extraction from
remote sensing imagery to update geo-information.

The goal of this example was to analyze a mosaic of high-
resolution aerial orthoimages of FMM, an Austrian
company. Input files were the image mosaic and shape
files showing building footprints and roads. This
information should be updated and extended by polygons
for impervious areas.
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Figure 12: Provided polygons of streets and buildings



Figurg 13: Image mosaic provided by FMM Forest
Mapping Management, Austria

Based on image subset, segmentation and classification
strategy is developed.

- roof
- not roof
© non impervious
O impervious
0 probable impervious
® could be impervious
* not likely to be impervious
o shadow
= shadow on vegetation
* shadow on impervious area

Figure 14: Hierarchical rulebase structure in eCognition

On two scale levels classification takes place. The
hierarchical rule base defines on scale 1 first the classes
“roof’: and “not roof”. “not roof is further subdivided into
“non impervious”, “shadow”, “impervious” and probable
“impervious”. “Shadow is classified as “shadow over
vegetation”, or “shadow over impervious area”.

This hieral:chy in rule base design allows a well-structured
incorporation of knowledge with low mutual influence of
object classes.

As the class names already show, linguistic and vague
concepts are necessary to take uncertainty into account.
The helpful concept to use shadow for further
classification is only possible using the neighborhood
concept that elevated targets as buildings throw shadow.

Using protocols this developed strategy is saved in a
program routine and can be applied automatically on the
whole image mosaic.

© Benz et a/GEOPRO 2003 - ISBN: 970-36-0103-0

L Level  Paxamelers
3= Segmentation > Level1 (1,0.00,0.10)

3= Segmentation > Level1 [15,0.40,060)

& Load Class Hierarchy AlLevels fmm_base_1.dkb
Bl Classification Levell  classelated. 5 cycles
wv Classfication Based Fusion  Level 1

& Load Class Hietarchy AlLevels fmm_base_2dkb
P Classiication Levell  classtelated. 5 cycles
X Classiication Based New Level Level 1

G Load Class Hierarchy AllLevels fmm_base_3dkb
2L Classification Level2  classvelated, 5 cycles
v (lassfication Based Fusion  Level 2

ML Classiication Level2  classtelated, 5 cycles
S Vectoization Level2  [1.25, Permi Skvers, 1.00)
G Export Objects Level2  ImageObjects.shp

Figure 15: Protocol for automatically analysis of mosaic

The protocol shows very clearly the interactive process of
segmentation and classification.

Results are the

» a classification map and the reliability map.
(Figure 16)

= and statistics with relation to certain classes and
with respect to single objects (Figure 17)

= updated and extended shapefile (Figure 19)

Figure 16: Classification map (left) of roads, buildings
and impervious areas and reliability map (right); very
bright and very dark objects in black/white presentation
show less reliable classifications.

The reliability map (Figure 16, right) supports the semi-
automatic workflow. Only those objects flagged as less
reliable have to be manually assigned after inspection of
the aerial images or — if no decision is possible base don
the image in situ observations have to be performed.

Thus the methods do not replace all manual interactions,
but reduces the amount significantly and increases
objectivity to the large area of automatic classification.

Due to the final supported check by experts not only a
time efficient process is possible, but also a product with
high classification accuracy and reliability can be

provided.
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id Best Class ID Best Member :Mean 102451

1 11 1 99.1171

2 12 1 101.753

3 14 1 245

4 14 0.978938 204.209

5 14 1 37.6667

6 14 0.991359 211.292

7 14 0.9828 221
Class building non imperviou: impervious
Objects 218 91 883
Sum Area 40818 341016 121684
Mean Area 187.239 3747.42 137.807
StdDev Area 168.376 13328.6 1857.64
Min Area 1 0.25 0.25
Max Area 1667 107179 54654.8
Sum Length 3966.1 4887.51 8903.85
Mean Length 18.1931 53.7089 10.0836

Figure 17: Exemplary statistics for export.

Figure 19: Updated and extended shape file

Due to the object-oriented approach with

* the possibility to take context and semantic
information into account and

=  the ability for vector based input and output and

» due to the robust fuzzy classification with its
advanced accuracy and reliability assessment

an operational system could be developed for analysis of
aerial image mosaic and update of GIS- information.

The efficiency of the up-to-date time consuming and
subjective analysis with many in-situ measurements can
be improved and thus the quality of final geo-information
can be increased while simultaneously reducing costs.

6 CONCLUSION

The main focus at Definiens is to produce software for the
analysis of dependencies within complex systems. This
can only be done if the high degree of mutual
relationships and actions on different scales such as
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context information, semantic and hierarchical structure is
taken into account. With DEFINIENS Cognition Network
Technology the basis is available to analyze images and
texts from many different domains, and to combine the
information from heterogeneous sources to support
decision-makers in geomatics and biotechnology. The
product eCognition, which is based on DEFINIENS
Cognition Network Technology, is applied to geomatics

There are many things to improve for workflow and to
increase the synergy with signal processing approaches.
However, first two years time on market and many
success stories from customers encourage further
development.
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ABSTRACT

A filtering algorithm applicable to image processing is
presented. It was designed using rank-ordered mean
(ROM) estimator to remove an outlier and robust local
data activity estimators to detect the outliers. The
proposed filter effectively removes impulse noise and
preserve edge and fine details. The filter possesses good
visual quality of the processed simulated images and good
quantitative quality in comparison to the standard median
filter. Recommendations to obtain best processing results
by proper selection of the filter parameters are given. The
designed filter is suitable for impulse noise removal in any
image processing applications. One can use it at the first
stage of image enhancement followed by any detail-
preserving techniques such as the Sigma filter at the
second stage.

KEY WORDS

image processing, nonlinear filters, detail-preserving
filtering

1. INTRODUCTION

In practice, the quality of digital images often is not
acceptable to provide reliable data interpretation due to
random noise presence. It is highly desirable to get the
image enhancement providing both effective noise
cancellation/suppression and fine detail preservation.
Linear filters ensure strong attenuation of Gaussian noise
but they fail when data contain the impulse one. On the
other hand, nonlinear filters have become very attractive in
signal and image processing because of their ability to
suppress noise of different nature, in particular, to remove
impulse noise. Nonlinear filtering is also a well-known
detail-preserving method. However, nonlinear filters are
mainly designed to preserve edges of image objects only,
but not fine details such as thin lines and small-scale
objects. In particular, median, Wilcoxon"? and a-trimmed
mean™ filters can remove small size objects considering
them as outliers. As a result, they may to be unable to
preserve fine details. A class of linear median hybrid

(LMH) filters was introduced by Heinonen and Neuvo® to
provide edge preservation with impulse noise reduction®®.
Its subclass, FIR-median hybrid filters (FMH)’, provides
preservation of thin lines as well™ ®. Impulse rejecting
filters® suppress impulse noise effectively and avoid
unnecessary distortions of noise-free pixels. These filters
use different impulse detectors to decide, if the current
pixel is an outlier and should be filtered by some nonlinear
filter or it can be unaltered otherwise. To provide
simultaneous detail preservation, rather complicated
impulse detectors must be used. For example, Mitra et al®
suggested rank-ordered mean (ROM) impulse rejecting
filter with sophisticated fuzzy detector that can be
optimized using image training data.

Besides, Sigma’ and KNN' filters can preserve fine details
well, but their robustness is insufficient to provide desired
suppression of impulse noise™**. Since the standard Sigma
filter does not have any robustness, it is not able to
suppress impulse noise at all. The attempts to get more
appropriate robust versions of two latter mentioned
techniques known. First, the modified locally adaptive
Sigma filter'' possesses some robust features but it does
not perform well for probability of spikes greater than
0.05. Second, the known adaptive KNN filter'”” also
provides insufficient impulse noise suppression. Another
attempt to get better detail preservation is a weighted
median filter” that has better detail preservation but lower
noise suppression in comparison to the standard median

one.

Recently, a robust KNN filter (RM-KNN filter) for
efficient impulse noise suppression and good fine detail
preservation was designed". The filter uses a robust RM
estimator''® derived from R-estimators following from the
statistical rank theory and robust M-estimators. The
limitation of K nearest neighbors is applied to the data
within the filtering window to perform calculations in an
recursive manner. The resulted RM-KNN estimator has an
adaptive nature: the number of K neighbors is adjusted
using some robust estimator of local data activity that acts
as outlier detector. The variants of this filter that use the
different local data activity estimators were presented'*"”
and investigated.
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It was found that this kind of impulse cancellation filter is
very sensitive to the quality of the local data activity
estimator. Some variants of this filter substitute the RM-
KNN estimate by the output of the standard 3x3 median
filter in the case when the local data activity is high that
results that the central pixel of the filtering window is
outlier. In contrast, when the local data activity is too
small, the decision may be made to take the central
window pixel as the filter output, similar to known impulse
rejecting filters®. If the activity has intermediate values, the
filter performs recursive calculations according to the RM-

KNN estimator algorithm".

Unfortunately, the processing with the RM-KNN filter is
slow because of the recursive nature of the robust estimator
used. We found that the computation time may be
significantly reduced eliminating the RM-KNN estimator
when the data local activity estimator, or outlier detector
performs better. Simultaneously, we found by simulations
that the output of the ROM filter produces a more robust
and more accurate estimate in comparison to the median
estimator when the outlier is detected exactly or more or

less reliably.

In this way, we designed a new adaptive impulse rejecting
filter that uses an enhanced local data activity estimator
and behave as an impulse rejecting filter: calculate the
ROM estimate in the case when the data activity is high,
and preserve the image pixels otherwise. In this paper, we
present the designed filter that possesses the cancellation
of impulse noise and preserves well image fine details.

2. PROPOSED IMAGE FILTER

Different impulse noise models were proposed and
described in the literature™ °. We used the following image
degradation model in the case of impulse noise

W17,
pr&sencem .

u(x,y)=nip(elx,5)) , (1)

where e(x,y)=¢ is the vector of an original image,
u(x,)’)=ﬁ is the vector of a distorted image, and
n;, (elx,y)) is the functional

random valuedspike with probabilty P
nin (el 7)) = { e(x, ) otherwise e

We assume that the spikes have uniformly distributed
random values (0..255 for the byte-represented images).
Such assumption makes the problem of impulse noise
removal more complicated, because when spikes are
represented by maximal and/or minimal values only, one
can use some thresholding techniques for their detection
and removal. Besides, the impulse noise described by the
model (1) is more realistic.

128

With this model, the problem of impulse noise removal is
to derive a robust filtering algorithm that can be able both
to remove the outliers and to preserve the fine details well.

The output of the ROM filter can be represented as
follows. Let the w(n) is a vector that represents the data

within the 3x3 filtering window that is scanned on the
entire image and is centered at i, j pixel excluding this

pixel, u(i, j), itself:

wln)= {w{1) wi2) w(3) w(4), (5), wl6) w(7) wi8)}  (3)

These samples can be ordered by rank, which defines the
vector

r(n)= ) @) r(3)r(a) () r(6)r ()8} @)

where #(1),7(2)...., r(8) are the elements of w(n) arranged
in ascending order such that r(1)< r(2) S-S r(8). In this

case of even number of data the most robust estimate that
corrltgsponds to a Hoghes-Leman estimate by the rank sign
test” is

n .y rid)+rs

€romM (’=1)=___‘( )2 ( ) )
According to the theory of rank tests, the estimate (5) in
the case when the vector W has odd number of elements
corresponds to the median of the data, which is more
known and widely used in practice.

From the point of view of rank test/estimation theory, the
estimator (5) has the same robust properties as the usual
median estimator. However, taking into account that the
image filter that is based on the estimator (5) excludes the
corrupted central pixel of the filtering window, this
estimator seems to be more robust.

One can expect that the ROM filter, which implements
estimator (5) excluding the central window pixel u(i, j) at

the stage of vector w(n) forming, will perform better than

the standard median filter in the case when the pixel
uli, j) is detected as corrupted properly. Therefore, it is

highly important to detect the outlier reliably. Besides, the
performance of the image rejecting filter depends on the
false outlier detection. Thus, we have to design an outlier
detector, which has to be able both to detect an outlier
well and to minimize the false detection, which is usually
occur in the vicinity of small scale fine details of the
image.

For the purpose of outlier detection, we modified the local
data activity estimator, which was developed and
presented previously”. This estimator is based on the
robust estimate of data scale, the median of absolute



deviations from median (MADM) that is known from the
theory of robust M-estimators®. The calculation scheme
of the previous estimator is described as

oy med{[u(i, /)~ u(i+m, j+ n) }
Stuli, j))= -

(u(i, 1)) MADMC.J) ©)
where med{|u(i, j)- ui+m, Jj +n1 }= MADCP(i, j) is the
median of the of absolute deviations from central filtering
window pixel, k,/=-L.L , and MADM{u(;, )} is
calculated as

MADM{u(i, il= med{ |med{u(i +k, j+ 1)} —uli+m, j+ nl }
™)

We found by simulations that the estimator given by
Eq.(6) performs well at flat image regions, but in the
vicinity of edges it produces the small values. This causes
insufficient outlier removal near the object edges in the
filtered image. To resolve the problem of insufficient
sensitivity of the impulse detector (6) near the edges, it
was modified to produce better results in the filtered
images. The new version of the local data activity
estimator is expressed as

& _[a-MADC uli,
S /)= In(MAD;{{ugi,ggz ®

where the coefficient @ varies the sensitivity of the
estimator. The estimator (8) performs well both in flat
regions and near the image object edges. Unfortunately, it
was found by simulation that the direct use of this
estimator as impulse detector is insufficient and one has to
take into account other features as well. The additional
criterion that we used is the difference between the value
of the central pixel of the filtering window and ROM
estimate (5)

dy—(’.’j):'lu(i’j)“éROM (i’jx (9)

Final!y, the proposed impulse rejecting filter can be
described as a sequence of the experimentally derived
rules, which can be formulated as

é(i, )=
uli, j), if dif(ij) <5
€roM (i, j), if dif (iJ‘) > the median of entire image
orif MADM(j, j) < 1and MADCP{;, j) > 0
else orif S(ij)>1
orif [dif (i, j)- af /in(MADM(i)) > 1
u(i, j) otherwise

(10)
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where &7, j) denotes the output of the proposed filter and

a is the noise sensitivity coefficient. To possess the fine
detail preservation properties, the filter always perform
calculation of the ROM estimate in 3x3 filtering window
meanwhile the scanning window for local data activity
estimator (8) generally can be of the different size.
However, the estimator (8) that estimates the data within
the window of the same 3x3 size produces the better results
as it is shown in the next section.

3. SIMULATION RESULTS

We performed a number of different tests to study the
properties of the proposed algorithm (10) and to compare
it to the standard median filter. The criterion used for the
comparison of the performance of the filters was peak
signal to noise ratio (PSNR), which can be expressed as

2552

Sy - )

PSNR = 10‘ log]o

where e(x,y) denotes the pixels of the original (no

corrupted) image and é(x, y) denotes the pixel of the
filtered corrupted image (restored image).

In simulations, the parameters were varied: the percentage
of the impulse noise, the noise sensitivity coefficient
value, and the size of the sliding window L for
determination of the local median in calculation of the
parameters MADM{u(i, )}, MACP{u(i, j)} that are used

in estimator (8) and in the filter output (10) forming as
well.

To evaluate the deterministic properties of the designed
filter, we performed filtering of the artificial test image
shown in Figure 1 a) by the standard 3x3 median filter and
the proposed one. One can see that in this case of the
artificial image processing the proposed filter performs
very similar to the median one.

To determine the noise suppression properties of the
proposed adaptive ROM filter, the standard 512x512 test
images (“Lena” and “Mandrill”) shown in Figure 2 were
corrupted by the random-valued impulse noise according
to Eq.(1).The percentage of impulse noise was varied
from 1% up to 15%. The filter parameter @ from
Eqs.(8),(10) was varied in a wide range as well as

estimator (8) window size L was varied from 3 to 7.

Table presents the PSNR values, which were obtained
according to (11) on images processed by the proposed
filter with the optimal values of the coefficient a@. The
PSNR values of the standard median filter having
different window size 3x3, 5x5, 7x7 are presented as well.
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Analyzing these values, one can see that the designed
filter performs better and provides significantly larger
PSNR values in comparison to the median filter. It can be
concluded from the analysis of this Table that the optimal
size of the estimator (8) window is 3x3. The PSNR values
of the processed “Mandrill” images is smaller than the
ones of the “Lena” images that is caused by numerous
small scale details contained in the original “Mandnll”

image.

The PSNR criterion does not reflects well the quality of
the filtered images in the sense of fine detail preservation.
That is why it is necessary to check visually both the
detail preservation and absence of outliers after filtering.
Figure 2 illustrates the impulse noise removal by the
designed filter and the median one. Figure 2 (a) shows the
noisy test image “Lena”, Figure 2 (b) presents the output
of the standard 3x3 median filter and Figure 2 (c), (d)
show images processed by the proposed filter having
estimator (8) window size 3x3 and 7x7. Analyzing this
Figure, one can see that the proposed filter possesses bpth
good impulse noise removal and better detail preservation
in comparison to the standard median filter.

4. CONCLUSION

We have presented an adaptive impulse rejecting filter for
image processing applications. Its deterministic and
statistical properties have been analyzed. The proposed
filter possesses good impulse noise removal and preserves
well edge and fine details in the processed images. The
filter optimal parameters have been given. The presented
results demonstrate obviously that the designed filter can
remove impulse noise even from highly corrupted images.
It was established that the optimal impulse detector size as
3x3, the same as the filtering window. This feature allows
to simplify the filtering algorithm. The proposed filter can
be used for impulse noise removal as well as for
information abundance decreasing in image compression
applications.

Because the proposed algorithm is strictly non-linear, it
not changes the noise-free pixels and not introduces any
“new” information. This feature means that the filtered
image can be passed through a once trained classifier
without the necessity of the new training.
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Figure 2. Noisy test and filtering images: (a) test image “Lena” corrupted by 10% impulse random-valued noise; (b) the output of the 3x 3 median filter; (c)
the output of the proposed filter (10) with @ = 0.044 and estimator (8) window size 3x3; (d) the output of the proposed filter (10) with a = 0.044 and
estimator (8) window size 7x7
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Table. Simulation results on impulse noise suppression

Window size Lena 1 Mandrill
of estimator (8) | Impulse noise | Filter sensitivity | PSNR PSNR foJ Filter sensitivity PSNR | PSNR for median

(median filter) | percentage coefficient @ median filter § coefficient @ filter

1 0.034 45.1 36.4 0.019 34.1 23.64
2 0.037 43.1 36.2 0.021 31.7 23.58 |

3 3 0.037 42.] 36.1 0.022 30.6 23.53
4 0.038 41.0 359 | 0.023 29.7 23.48 I

5 0.039 40.2 358 | 0.024 28.8 23.42

6 0.04 39.6 35.6 0.024 28.3 23.38

7 0.042 39.1 35.4 I 0.026 27.9 23.34

8 0.044 38.6 35.3 | 0.026 27.4 23.27

9 0.044 38.1 35.0 0.027 27.0 23.24

10 0.044 37.6 34.8 I 0.027 26.6 23.18

1 0.046 37.0 34.6 0.027 26.3 23.13

12 0.046 36.5 343 0.027 26.0 23.06

13 0.047 36.3 34.2 0.028 25.7 22.98

14 0.047 35.9 33.9 0.028 25.4 22.94

15 0.048 35.5 33.7 0.028 25.2 22.88

1 0.031 43.7 32.4 0.019 34.1 21.27

2 0.031 41.7 32.3 I 0.02 31.8 21.26

5 3 0.035 40.9 32.3 | 0.022 30.1 21.26

4 0.036 39.8 32.2 | 0.022 29.6 21.24

5 0.038 39.2 22 | 0.022 28.8 21.23

6 0.039 38.7 32.1 0.023 28.2 21.23

7 0.04 38.3 32.09 I 0.024 27.8 21.23

8 0.042 37.8 32.02 0.024 27.3 21.21

9 0.041 374 31.97 I 0.025 26.9 21.22

10 0.041 37.0 31.92 0.026 26.5 21.20

1 0.041 36.6 31.81 I 0.026 26.2 21.19

12 0.042 36.2 3115 | 0.026 25.9 21.18

13 0.042 359 31.71 0.027 25.6 21.16

14 0.042 35.6 31.61 0.027 25.4 21.16

15 0.044 35.3 31.56 0.027 25.1 21.13

I 0.027 4238 30.26 | 0.019 33.9 20.59

7 3 0.034 40.0 30.21 0.02 30.4 20.58

5 0.039 38.5 30.16 0.022 28.6 20.58

7 0.041 37.7 30.12 0.024 27.7 20.58

8 0.041 37.3 30.11 0.024 27.2 20.57

10 0.044 36.6 30.03 0.025 26.5 20.56

11 0.047 36.2 29.96 0.025 26.2 20.55

12 0.044 35.9 29.94 0.025 25.9 20.55

13 0.046 35.6 29.95 0.026 25.5 20.54

14 0.046 35.3 29.85 I 0.026 25.3 20.55

15 0.044 35.1 29.84 0.027 25.1 20.53
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ABSTRACT

In this paper, we present resuts of a project that seeks to
transform the low level features to high level meaning.
Firstly we extract the low level features called as the
representative colors from the images, and then we
present a new approach called WordNet to establish the
link from the low level feature vectors to the semantics. In
order to improve the retrieval efficiency, the relevance
feedback is also applied into our system. Experimental
results show that our method is promising.
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1 INTRODUCTION

Indexing diverse collections of multimedia data remains a

challenging problem. Most current approaches to image
retrieval mainly focused on two aspects: one is the visual
features [1,2,3,4], such as the color, texture and shape, the
other is the distance metrics [5,6,7].

However, in the visual feature approaches, the interfaces
supplied to the user are non-intuitive and unnatural. The
user searching for visual data usually has some idea of the
image content and the image layout of the desired image,
where the image content is described in terms of objects
and global features rather than low-level features such as
the color and texture. However, the image objects can be
correctly and clearly expressed through keywords, which
have powerful query abilities.

All the images from the database in our experiment are
nature images, such as rose, blue sky and so on. Through
human observation, these objects have obvious color
characteristics. For example, rose appears red. This paper
is conducted to explore such links between the colors and
nature objects, which are expressed through keywords.

Even though significant progress has been made toward
developing effective content-based descriptors, such as
the standard descriptors by MEPG-7 [8], there is a
difficulty to narrow the gap between the low-level
features in image analysis and image understanding at the
semantic level. Because people analyze, understand and
classify the image content according to its semantic
features.

lguo(&mwgu.cdu.cﬁ

Due to the importance of semantics, some approaches
have been provided to bridge the gap between the low-
level features and semantic level features. Shi-F Chang
[9] proposed the novel idea of Semantic Visual Templates
(SVT) to narrow this gap. Each template represents a
personalized view of concepts (e.g. slalom, meetings,
sunsets etc). The SVT is represented using a set o
successful queries, which are generated by a two-way
interaction between the user and the system. Aleksandra
Mojsiovic and Bemice Rogowitz [10] proposed a method
for semantic categorization and retrieval of photographic
images based on low-level image descriptors. In this
method, they first used multidimensional scaling and
hierarchical cluster analysis (HCA) to model the semantic
categories into human observers organizing images.

Through a series of psychophysical experiments and
analyses, they refined the definition of these semantic
categories, and used these results to discover a set of low-
level image features. The main drawback of this method is
that we need to do a lot of psychophysical experiments.
Wiiam 1.Grosky and Rong Zhao [11] presented the
techniques, latent semantics indexing (SCI), to negotiate
the gap. First, a corpus is formed of documents (in this
case, images with a caption) from which features are
computed. Then by singular value decomposition (SVD),
the dictionary covering the captions is correlated with
features derived from the pictures. However these
methods seem to be inefficient due to the size of image

collections.

In order to overcome the shortfalls mentioned above, n
this paper, we propose a new approach based on the cole
semantics to narrow the gap between the low-level and
semantic level, considering the intuitive characteristics of
color. Firstly, the low-level features based on the color are
presented. Then we use the WordNet in order to narrov
the gap between the low-level feature and semantic level
features through the training sample images and human
interactions. In order to more efficiently retrieve images,
relevance feedback has been adopted in our strategy.
Experimental results demonstrate that this method could
correctly retrieve images not only through the specified
images but also keywords in a given domain.

This paper is organized as followed: we introduce the
overview of our method in section2. In section 3, the low-
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level features based on the representative colors are
developed. In section 4, we will present the Wonth to
bridge the gap between low level features and hlgh—!eve:i
features. We will provide the different query strategies in
section 5. In section 6, the relevance feedback is applied
into our strategy. In section 7, a detailed analysis based on
the experimental results will be presented. Finally,
Conclusions and remarks are given in section 8

2 OVERVIEW

Our method mainly includes the following steps:

Stepl: image decomposed into five regionsl4. B_ecaus.»e
there are no good methods to segment different objects in
the images at present, we mainly apply the simple method
provided in [14] to segment the images. After sc.gmentec!,
each region should include one object as possible as it

could.

Step2: computing the frequency of eight domain color
components in each region.

Step3: establishing the WordNet from the color features
to semantics through the training samples and human

interactions

Step4: re-define the query feature from the similar images
using the relevance feedback technique until the user
satisfy the results main goal of pre-processing is to
prepare raster cartographic images in such a way as to
simplify them and increase the reliability of their
recognition in the automatic system.

3 COLOR FEATURE EXTRACTION

Color is perhaps the most expressive of all the visual
features and has been extensively studied in image
retrieval during the last decade. Some low-level features
are developed by using the color histograms[2,12,13].
This type of representation tends to produce false
positives. Color histogram give statistics of the image
pixels but do not provide spatial, relational or content
information in terms of objects in the scene. To improve
performance, spatial information was incorporated into
color-based image retrieval system by allowing multiple
color histograms, representing different locations in the
image [2,12,13].

In this paper, we provide eight representative colors in a
region of interest. The reason that we employ this method
is as following:

1. It is provided mainly based on the observation that a
small number of colors are usually sufficient to
characterize the color information in image region.

2. Representative color approach can overcome the
drawback of the traditional histogram. The number of
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bins in a typical color histogram range from few tens
to a few hundreds. The high dimensionality of the
feature vectors result in high computational cost in
distance calculation for similarity retrieval, and
inefficiency in indexing and search.

3. It also considers the spatial information and
relationships between the different regions in the
images.

The process of our method is as follows: Firstly the
image can be decomposed into five fixed regionsl4,
which is shown in figure 1, and then representative color
histogram is computed in each region.

Figure 1. Imagc dccomposition

3.1 COLOR SPACE

The different color spaces used in MPEG-7 include the
familiar monochrome, RGB, HSV, YCrCb, and the new
HMMD. Although many approaches are mainly based on
the HSV and YCrCb rather than RGB due to the fact these
methods can improve the perceptual uniformity [15], the
RGB color format is the most common color format for
digital images. The primary reason for this is because it
retains compatibility with computer displays.

3.2 REPRESENTATIVE COLORS

According to human vision perception, a small number of
image colors are sufficient to express the color
information. Therefore, in our method, we regard eight
colors as the representative colors, which are mapped into
corresponding points in the RGB space, which are shown
in table 1.

Red (255,0,0)
Green (0,255,0)
Blue (0,0,255)
Yellow (255,255,0)
Magenta (255,0,255)
Cyan (0,255,255)
Black (0,0,0)
White (255,255,255)

Table 1. Relationships between the representative color and its
corresponding points



3.3 COLOR CLUSTERING

In order to compute the percentage of representative
colors in the region, the colors in the image region should
be clustered based on the nearest neighbor algorithm.

Now we assume eight representative colors
GGGGGEGG.Glyg the clustering center, and
#C

" denotes the total number of pixels which are

grouped into the clustering center Ci | and #C denotes

the total number of pixels in the image, so #c, can be
#e

regarded as the percentage that representative color

acg:ount for in the image. For example, in this paper,
)

a—
#C denotes that the percentage of the red component in
the image.
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Because the image are decomposed into five fixed regions
such as the left-up, right-up, left-down, right-down and
center, we should express the spatial relationships
between the different regions in the feature vectors. Here,
let expresses the corresponding region in the image. For
example, in a given region , after color clustering
[g_c_, HC, HC, HC, HC, #C, #C, #C,

#C #C ' HC HC'HC ' #C ' #C #C " s obtained

Now we have obtained the representative color features in
the corresponding regions. However, these feature vectors
could not be directly recognized by humans, just because
people understand image at the semantic level. So a new
approach called WordNet .is provided to solve this
problem.

| ow-| evel #Cl #C2 #C3

HC4

#cs HC6

feature %C___#C Ta

4C #e #C #C
A '

-

#HC
3

r 9 Y

i nt er medi ate
features

rxd grxen bl UK yel | owmagenta cyan

r

information

sun

bl ue sky , sea

...

Figure 2. Link between representative colors and semantic keywords

4 ESTABLISH THE LINKS

In our paper, all the images are from the scene images,
which have obvious color characters. We can easily find
the link between the representative color and nature
object. For example blue can express the meaning of blue
sky or sea water. A detailed link between the color and the
corresponding keywords is shown in figure 2

Through the above links, we can easily narrow the gaps
between the low-level and semantic level features. And
more, we also see that the intermediate features play an
essential role in bridging the gap between them. Such
links are stored in the database as the look-up table. In
addition, the semantic datasets can be expanded through
human interactions and relevance feedback, in other

words, the user can add and delete the keywords in the
semantic datasets.

For a give region R5 located in the center of the image,
the specified process from the low-level to semantic level

is expressed as following:

If#C1 in the feature vector is maximum
Then the object can be {rose, sun....}
If#C3 in the feature vector is maximum
Then the object can be {see water, blue sky....}

Through the above algorithm, each region can be indexed
one representative color, which has a set of keywords
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associated. Accordingly, an image that is decomposed
into five fixed regions will have not more than five sets of
associated keywords, because the different regions may
have the same representative color.

The weight associated on each link of the keywords with
the image represents the degree of relevance in which the
keyword describes the linked image’s semantic content.

From above discussed, we see that each image object is
associated with three different level features respectively
at the low-level feature, intermediate level feature and

semantic level feature.

5. QUERY STRATEGY

From Figure2, an image can be expressed at three levels:
low-level features, intermediate level and semantic level.
Accordingly, there are three different modes of user
interactions involved in typical retrieval systems.

Firstly, we can index image and retrieval image from the
semantic level. In this case, the user types in a list of
keywords representing the semantic contents of the
desired image. For instance, for the image shown in the
figure 1, we can list our keywords: we want to find cloud
in the center and the blue sky in the surrounding. In this
way, we not only describe the semantic content but also
spatial information in the images.

Secondly, at the intermediate level, we can use the
combinations of the representative colors to describe the
image. For the image shown in figurel, we can describe it
as following: white in the center and blue in the
surrounding.

Thirdly, we also can retrieval the images based on the
low-level features which are obtained by using the
algorithm provided in section 3.

6. RELEVANCE FEEDBACK

Recently, relevance feedback based CBIR techniques
[16,17] merged as a promising research direction. The
central idea of the relevance feedback is that it does not
require a user to provide accurate initial queries, but rather
estimate the user’s ideal initial query by using positive
and negative examples feedback by user. The fundamental
goal of this method is to estimate the ideal query
parameters accurately and robustly.

All the approaches [16,17] perform relevance feedback at
the low-level feature vector level, but failed to take
account into the actual semantics for the image databases.
The inherent problem with these approaches is that the
low-level features are often not as powerful in
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representing complete semantic content of images as
keywords in representing text documents.

In our paper, we provide relevance feedback not only at
the low-level feature level but also at the semantic level.
At the low-level feature level, we try to improve the
estimate of the” ideal query point” by moving it towards
good examples point and away from bad examples points.
Here, we update the estimates by using the Rocchio’s
formula given below (1) for sets relevant documents 2
and non-relevant documents 2'~ given by the user [18].

.Q. MQW[FI_ ZD'J_"(_]* ZD'J (1)

R ieDa N,\" ieD'y

However, semantic based relevance feedback can be
performed relatively easily compared to low-level feature
counterpart. The basic idea behind it is a simple scheme to

update the weights Wy associated with each link shown in
Figure 2. And the weight updating process is described as
below:

1. Initialize all weights "+ to 1. That is, every keyword
has the same importance.
2. Collect the user query and the positive and negative
feedback examples
3. For each keyword in the input query, check to see if
any of them is not the keyword database. If so, add
them into the database without creating any links
4.For each positive example, check to see if query
keyword is not linked to it. If so, create a link with
weight | from each missing keyword to this image.
For all other keywords that already to this image,
increment the weight by 1.
5.For each negative example, check to see if any query
keyword is linked with it. If so, set the new weight

v W
ey "
! /2 _If the weight "y o any link is less
than 1, delete that link.

7. EXPERIMENTAL RESULT

We have implemented the presented algorithms in the
image retrieval system designed by us. In this image
retrieval system, it can support three modes of query
which have been previously discussed in Section5. All the
experimental evaluations were implemented under
Microsoft Windows 2000. The machine we used is a
Pentium-3650M PC with 126MB DRAM main memory.
The software 1s Matlab 6.0.

We download about 10000 scene images in the BMP
format from the website. Every representative color may
have more than 1000 scene images. In order to guarantee
that nature objects have obvious colors, these images
mainly are the combinations of the following nature



that nature objects have obvious colors, these images
mainly are the combinations of the following nature
objects such as flowers, mountain, blue sky and so on.
According to its semantic content of the image and the
corresponding representative colors, each representative
color can be associated with a few sets of keywords. For
example, the keywords such as blue sky and sea waters
may be classified into the representative color “blue”.
Through the algorithms provided in section 3 and section
4, each image and associated keywords are put into the
database. Figure 3 show the main interface of our image
retrieval system.

The experimental research is concerned primarily with the
retrieval time and the accuracy of the retrieved images.

The first experiment is conducted to evaluate the retrieval
time. Table 2 shows the retrieval time at three different
levels.

Query level Retrieval time (s)
Query by Example image 132.13
Query by intermediate color 0.300
Query by keywords 0.270

Table 2 the retricval time

query by exanple

D

i mage

f

link between the col or
and semantics
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From the above table, we can see that query by keywords
can improve the retrieval speed greatly compared with the
query by example image.

The second experiment is implemented in order to
evaluate the retrieval accuracy based on the relevance
feedback. A retrieved image is considered as a relevant
one if it has the similar representative color to the query
image. The retrieval accuracy is defined as:

_ relevantimages retrieved in top N returns

N (2)
In our experiment, N is usually set to 20. Thus, the
retrieval accuracy is denoted by R20.

R

From the database, four random images are selected as
querying the whole image database at the semantic level
and low-level feature respectively. Figure 4 shows the
accuracy based on the relevance feedback at the semantic
level, and figure 5 shows the accuracy based on the
relevance feedback at the low level feature.

out - put i mages

color o semantics table
| Ect Text
[Popup Menu =]
apply l
query on pt cool
red 11 ey ¥
Y -
T S —— S
yellow o | e
na 1l -
" 1elevance feedback bated on semantic level
Re LI
apply | gt € relevance feedback based on low features
_wy |
S— ———
query based on d 7
keywor ds qurery based on rel evance
i ntermedi ate | evel f eedback

Figure 3: System Interface
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As we can sce from the results, our system achieves the
high accuracy (>80%) after a few of relevance feedback
for any given query. Unlike other methods where more
user relevance feedback [17,18] may lead to lower the
retrieval accuracy, experimental results demonstrate our

method can be stable.

10 " |
»
d - the first query
o 4~ the second query | -
. - the third query
ﬁ ~+ the fouth query

mi 2 3 i 5 § 7
number of relevance feedback

Figure 4. Accuracy bascd on the relevance feedback at the
semantic level

10 T T T
bl
 af
§ - the first query
k3 at ~§- the second query ||
8 - the third query
~+ the fourth query
1 1 1 L

! 2 3 i 5 6 7
number of relevance feedback

Figure 5. Accuracy based on relevance feedback at the low level

In addition to verifying the effectiveness of our proposed
method, we also compared our method against the other
techniques. We have chosen to compare our method with
the retrieval technique used in [19]. The comparison is
made through four random queries based on relevance
feedback. Figure 6 shows the comparisons with the
method in[19] .

It is easily seen from results, our methods based on
relevance feedback will improve the retrieval accuracy
substantially.

~E- our proposed method at semantic level
=4 our proposed method at low level
—+ the mehiod proposed in [19]

5 8 =

R20 accuracy

i 2 3 [ 5 § 7
rumber of relevance feedback

Figure 6. Performance comparison
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8. CONCLUSIONS

In this paper, we provide the representative colors for
indexing the images. Our method not only captures the
color content of the images but also characterizes the
spatial information of color in the image. In addition, we
present a new approach called the WordNet to narrow the
gap between the low-level features from the
representative colors and semantic content of the images.

Finally, in order to improve the retrieval performance, we
applied the relevance feedback to retrieve images both at
the semantic level and at low-level feature. Experimental
results show this method is stable. In the future work, we
will further narrow the gap from the shape descriptor to
semantics after we have obtained the representative
colors.
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ABSTRACT

Image mosaicing has been collecting cgnsiderable
attention in the field of computer vision and
photogrammetry. Unlike previous methods using a tripod,
we have developed which can handle images taken with a
hand-held camera to accurately construct a panoramic
image. This paper proposes the a-utomatic image mosaic
system implementation, which it sees to use feature
detection of the image, which is extracted a feature point
adjustment from continuous two images hour
automatically from pixel price of image and in order to
accomplish. It will extract the feature point of each image
and correspondence relationship of feature point in base
matching point using perspective transform based Taylor
series it will be cool, it uses and it initial matching. After
initial matching the filtering it does the feature point,
which goes wrong and removal after doing as a favor, it

does a mosaic image creation.

KEY WORDS

image processing, Dbiquadratic algorithm, affine
transformation.

1. INTRODUCTION

In the last few years the interest in mosaicing has grown
in the vision community because of its many applications.
The automatic construction of large and high-resolution
image mosaics is an active area of research in the fields of
photogrammetry, computer vision, image processing,
medical image, real rendering, robot -vision and computer
graphics. Image mosaics involve aligning a sequence of
image into a larger image and are an important issue in
many virtual reality problems. Mosaicing is a common
and popular method of effectively increasing the filed of
view of a camera, by allowing several views of a scene to
be combined into single view. The traditional approach,
which uses correlation intensity based [1] [2] image
registration, suffers from computation inefficiency and is
sensitive to variations in image intensity. To improve the
efficiency of image mosaics, we used a feature-based
approach. Two images belonging to a planar scene are
related by an affine transformation and perspective
transformation using Taylor series. One of the images is
used as the reference image, and the second image is
aligned with the reference image. To find the coordinate

transformation between the two images, we first conduct
corner detection to find the corners in these two images.
Next, we perform a comer matching process to find the
corresponding corner points corresponding point, which
does a filtering processing from each image. We can
estimate the transformation parameters using the Taylor
series. This algorithm is implemented in the project, as
well as image warping and blending between any
overlapped images given Figure 1: Flowchart of mosaic
create system, as well as image warping and blending
between any overlapped images given by user. System
flowchart is shown in Fig 1. In the next section, we give
implementation and algorithm of the system and
experimental and results. Finally, conclusions are given in

section 4.
Reference Image ] Add Image
— r s — 'T____- e
Gray seale conversion | Gray scale comyversion

Corner detection

Initial corner point matching
m_.._._._r_..._._. e eaanet

Filtering of mismateh corner point

Figure 1. Flowchart of mosaic create system

2. SYSTEM IMPLEMENTATION AND
ALGORITHM

2.1 IMAGE ACQUISITION

In this paper, we used hand-held camera. The set may
consist of two images taken of scene at different times,
from different viewpoints. It is possible that movements
of camera, (i.c. pan, tilt, rotation, translation, scale, shear).
Outside scene the image which it requires from the of
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course inside scene is possible. First, if image involves
more than one band, say RGB, it will be converted to
gray-scale image equation 1. That is I’() is formulate as
follow. The reference image and add image of original
images are shown in Figure 2.

I'(x,y)=0299%I(x, ), +0.587xI(x,y), .,

+0.114x1(x, ¥) 1. ()

S
b) Add image
Figure 2. Original Imagc

a) Reference Image

In this approach, we first detect corner points using the
SUSAN (Smallest Unvalued Segment Assimilating
Nucleus) principle in the each two images [3). The
response is processed to output the set of corners. The
mask is places at each in the image and, for each point,
the brightness of each pixel within the mask is compared
with that of the nucleus, i.c. the center point. The
comparison uses the Equation 2 here, 7y is the position of

nucleus, r position of and other point, I(F) the brightness

of any pixel, 7 is the brightness difference threshold and ¢
the output. Considering 7x7 pixel region window (w) that
point in the center and optional point p(x, y) in the image,
from inside the w different one point q(x, y) it does. I(p)
and J(g) shows intensity values each point from p and g.
Calculate the number of pixels within the circular mask
which have similar brightness to the nucleus. Input image
is gray scale value, T the brightness difference threshold
and G the Gaussian value Equation 3. The results of
corner detection image are shown in Figure 3.

_ Y HE) - 1(R) st
C(F,fb)-{o £ HR) b "

_(I(X“V)'-_I(v;:t#_:‘,_'_dv)Jﬁ
S=(Qe ' (3)

S Ly
b) Add image
Figure 3. The results of comer detection image
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2.3 INITIAL CORNER POINT MATCHING

Feature matching is a key component in many computer
vision applications, for example stereovision, motion
tracking, and identification. Of all possible features,
“corner” is the most widely used: there two-dimensional
structure providing the most information about image
motion. A number of correlation-based algorithms attempt
to find points of interest on which to perform the
correlation. To match the correlation comer points
between the two images, we used SSD (Sun of Squared
Difference) method [4]. We measure the similarity
between the two correlation windows using those detected
corner points. Correlation scores are computed by
comparing a fixed window in the second. SSD method is
practical method, which produces reliable results with a
minimum of computation time in comparison with the
other method. Here /; is reference image, I is add image,
N is mask size. The result of Initial corner matching
image is shown in Figure. 4

N/2
G= Y (£ (i, y)-Ly(x+itdgy+j+d))) (4)
i,j=NI2

Figure 4. The result of initial comer matching image
2.4 FILTERING OF MISMATCH CORNER POINT

After initial corner point matching, in order to remove
mismatches corresponding point, which does a filtering
processing from each image General method is vector
filtering [4], the median flow filtering, rotational cross-
correlation filtering method in other to removes of
mismatch point. This method is, which feature points
definite local region of overlapping region, we used
similarity values of rotation angle and length. The results
of initial corner matching image and after filtering
matching image for the line are shown in Figure. 5

-l LD oo A i = s STy

Figure 3. The result of filtering image
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2.5 PARAMETER  CALCULATIONS AND

INTERPOLATION.

Using homogeneous coordinates, 2D planar projective
transformation plus affine transformation method employs

the following equations (5):

X' X Mmhahs | X T,

Y |=R| Y [+T| s | Y [+]T, (5)

Z' Z M| 2] |T,

(x,y) = image coordinatcs
(X,Y.Z) = world coordinates

Geometric correspondence is achieved by determining the
mapping function that governs the relationship of all
points among a pair of images. There are several common
mapping function models in image registration. The
general form for the mapping function induced by the
deformation is [x, y] =[X (u, v), Y (u, v)] where [u, v] and
[x, y] denote corresponding pixels in I and I,
respectively, and X and Y, are arbitrary mapping function
that uniquely specify the spatial transformation. In
registering I and 12, we shall be interested in recovering
the inverse mapping function U and V that transform 2
back into /1 [u, v]=[U(x, y), V(x, y)] In this section, we
extend the results of affine registration and Biquadratic
using a Taylor series. They include (1) 3-parameter rigid
transformation (translation), (2) 6-parameter affine
transformation (translation, scale, shear) using first order
Taylor  series, (3)  12-parameter  Biquadratic
transformation (translation, rotation, full motion) using
second-order Taylor series. We leverage the robust affine
registration algorithm to handle the more perspective
registration problem. A local affine approximation is
suggested by expanding the perspective transformation
function about a point using a first — order Taylor series.
In general, Taylor series equation (6):

1 =f(xo)+f(x.,)(x—xo)+f'-‘2"o)(x-x,,)Z...
(6)

The approximation holds in a small neighborhood about
point (x, y.). As a result, affine transformation equations:
(N

u=Ax+By+C

v=Dx+Ey+F
(7

The affine transformation with first polynomial, it is
possibility of the image mosaic create according to
translation motion. But in the case of rotation, pan and tilt
motion, it is difficult to expect good results. It is possible
that all movements of camera, (i.e. pan, tilt, rotation,

142

translation, scale, shear), in order to mosaic image
creation. The traditional method uses perspective
transformation using 8-parameters. A weak point of the
method, the calculation process being complicated and the
error scope is big. In order to overcome the method’s
defects, this paper uses second — order Taylor series
possible full motion mosaic image create. The method is
Biquadratic using |12-parameter. The Equations 8 and 9
are Biquadratic (second polynomial) using second-order
Taylor series.

u=Uxy)
=Upyp)+— XG 0)(x x0)+mx° yo)(y )
(8)
.a’;j’)"” M- aﬁ;}’;’f)(y yh)+—a@ r——
= Ax+By+C+ Dx* + Ey* + Fxy
v=H1x))
Mxy,
B
6”%%) ¥ (xg.30) S
a x,) Xt 60?) ) yo)+ a@(x %) (V—xp)

=Lx+ Hy+ 1+ Jc* + Ky + Lyy

Compared with Affine transformation and Biquadratic,
Affine transformation is possible slow moving camera
movement and translation motion be unchanged
viewpoint of users. But optical rolling motion of the
camera to free motion it cannot obtain good result.
Biquadratic algorithm can obtain good result free motions
of camera, rotation, rolling, zoom in and zoom out. For
example affine transformation, given the four corners of a
tile in observed image I, and their correspondences on
reference image /;, we may solve for the best affine fit by
using the least squares approach. We may relate these
correspondence in the form U=WA (See Equation 10).

The pseudoinverse solution 4= (WTW)'W'U is computed
to solve for the six affine coefficients. After finding the
transformation function for each successive image pair,
we compute the transformation function of each image
relative to the base image based on the associative of the
matrix multiplication.

U [ x, ;10 00]
Uy x4y4l 0 00
Vi 0 00x, y1

(10)

MmO O

[ 0 00y, py,1]



Interpolation process can be classified into four methods
(i.e. Nearest Neighbor interpolation, Bilinear
interpolation, Cubic  Convolution, B - Spline
interpolation). In this approach, we used bilinear
interpolation. A critical portion of warping images is
interpolation for the resulting pixel values. Without a
descent facility for interpolation, precise movement in the
error minimization technique would not be possible. The
process of bilinear interpolation requires four neighboring
values to the coordinate at which we need to interpolation.
The interpolation is performed in a separable manner as
illustrated by the diagram below. First, the interpolation
occurs in the X direction, followed by an interpolation in
the Y direction.

2.6 BLENDING PROCESSING

The objective of blending is to provide a smooth
transition between images and eliminate artefacts of
minor misalignments resulting from parallax or imperfect
pair wise registration. Blending is a process to reduce the
discontinuities in intensity and color between images
being composited. A simple feathering algorithm is used
to blend all of the warped images. Generally blending
algorithm is based on weighted average. There are two
commonly used weight functions available weight with
Euclidean distance and weight with triangle function. The
paper used simple averaging and weighted averaging.
This weighting function looks like a pyramid because it
has unit weighting at the center of the image and falls off
to zero at the edge. The result of using this function is the
removal of virtually all traces of an edge between images,
provided the registration was moderately successful. In
this paper, we used sample weight function using “hat
filter”. “hat filter” are shown in Figure 6 and Equation 11.

W)

0 Xmax

Figure 5. Weight function —“hat filter”

! Xmax
T,
W(X)=1- o (11
2
3 EXPERIMENTAL RESULTS

To evaluate the performance of our proposed algorithm,
we implemented in visual C++ language. The test images
we used were obtained in the outside scene and inside
using hand held camera for minimum time interval. Since
only 2D motion parameters were estimated, the test
images sere constrained to or close to planar image
sequences. Each color image has 640-480, 320-240 pixels,

© Cho et a/ GEOPRO 2003 - ISBN: 970-36-0103-0

and image format has JEPG, BMP. In general, feature
based correlation is sensitive to rotation motion. In order
to feature matching, we need feature matching point more
than 40 point. Using our proposed approach, part of
matching took 60% of total processing time. Processing
time results of two images for different processing are
shown in Table.l. Total processing time is different each
image, (i.e. image size, natural scene, inside scene,
difficult scene...). When compared Figure7.8 with Figure
9, the boundary two images loses becomes the natural
image. Figure7 shows the result image using the affine
transformation (6-parameter) and Figure 8 shows the
result image using Biquadratic (12- parameter). Figure 9
shows the result image of blending processing. Figurel0
shows the results of test image. The display is shown in

Figure 11.

Figure 7. The result image using the Affine transformation (6-
paramcter)

..». ¥ - :_ = "\‘ - :
RN T

Figure 8. The result image using Biquadratic (12-parameter)

Image Feature Initial ——— Total

Size | extraction | matching Filtering Time
320%240 1 1.30 1 2
640*480 2 7 il 16

Table 1. Processing time

L e gy
.
" 3 < -

T S

Figure 9. The result of blending image
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(d-1) reference image (d-2) add image

(¢) The result of mosaic image

Figure 10. The test image
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Z 7 Mg

Figure 11.The intcrface of image mosaic creatc system

4 CONCLUSIONS

We have presented a distributed image mosaic system that
can quickly, hand held camera full motion and
automatically align a sequence of images to create a larger
image. We see from Table | that the long time demanded
for initial matching processing. A further direction of this
research will be effective algorithm development for
shorten the cormer matching process time. Better
automatic coarse registration techniques needed.
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ABSTRACT

In this work, we propose an algorithm based on bicubic
parametric patches to change the scale of DEM for real-
time simulation processes preserving the semantics of the
elevation data. We merge this algorithm with the
discrimination algorithm presented in [1], which manages
optimally the huge quantity of data contained in DEM.
These algorithms allow navigating along the huge
quantity of information within the elevation data and, at
the same time, increase the level of detail for areas of
interest. An application of this method is image
processing. It may be used to zoom-in images with a non-
linear re-sampling.

KEYWORDS

Digital Elevation Model, Parametric Patches, Image
Resolution.

1. INTRODUCTION

Nowadays, Digital Elevation Models (DEM) have gained
the terrain in applications for simulating natural disasters.
The decision making tools for disaster prevention
become important worldwide because the human lives
could have been saved, if we have preventive
information. Nevertheless, applications for the simulation
of natural disasters require a huge amount of data. In
many cases, the available data do not have enough
quality for simulation processes. The National Institute of
Statistics, Geography and Informatics of Mexico (INEGI)
produces DEM with 50 meters of resolution [2][3], but
some simulation processes require a better level of detail.

In this work, we propose an algorithm' to increase
resolution of DEM for real-time simulation processes
without change the semantics of the elevation data. Also,
the application of this algorithm in image processing to

' A preliminary result of the development of the PhD thesis “Adaptive
Mcthods for Genceration of Digital Elevation Models™ supervised by Dr.
Serguci Levachkine

enlarge (zoom-in) images with a non-linear re-sampling
is presented.

In our case, it is very important that the algorithm does
not change the semantics of the DEM, thus it contains all
relevant information about the model. We are working
about the formal definition of DEM semantics. In Section
5 we describe the early results of our work about this
formal definition. For the aims of this work, we will
consider the semantics like the set of all the well-known
values of elevation. The algorithm described in this work
allows obtaining new data on the basis of these values.

In [1], we presented an application to manage the huge
quantity of data contained in DEM for real-time
rendering. In that application, we discriminated the less
significant elevation data, without alter the semantics of
these data. However, we cannot improve the quality of
more relevant data to obtain additional information.

Using the algorithm presented in [1], we can solve the
problem of 3D data representation and build virtual
scenes, which are ready to navigate, either by simulations
or by defined trajectories [6].

In the next section, we present some frameworks of the
underlying theory of bicubic parametric patch
representation. In Section 3, we give the pertinent
considerations for the application of parametric patches
and outline the proposed approach. In Section 4, some
results and tests are presented and analyzed. Finally, the
conclusions are outlined in Section 5.

2. BICUBIC PARAMETRIC PATCHES

In [I] we mentioned that elevation data can be
represented as a polygon mesh. The step from polygon
meshes to patch meshes is straightforward. If we consider
a mesh of four-sided polygons approximating a curved
surface, then a parametric patch mesh can be defined as a
set of curvilinear polygons, which actually lie in the

surface.

S. Levachkine, J. Serra & M. Egenho fer (Eds.) - ISBN: 970-36-0103-0
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The definition given in [5] for a parametric surface Considering that, the B-spline basis function is defined as
(either B-spline or Bezier surfaces) Q(u,v) is in terms of
two parameters, # and v, where 0<u<I and 0<v<I, and a +u)’
the function Q is a cubic polynomial. The accurate values B,(u)= ek
of the cocfficients in the cubic determine the curve. A ; ,
special and convenient way of defining these is to use 16 B (u)= 3u’ —6u’ +4
three-dimensional points known as control points. The ! 6 ’ -
shape of: the patch is fully determined by the position of 2 43 3t ]
these points. B, (u)= % ,
A bicubic surface is defined by u’
B](u) o
6
- » 1
00 ;;&B,J(u,v) ’ M then, the patch Qj is defined for i=0,/, ...,n-3 and j=0,1,
wsi=-3 by
where P; is an array of control points an B;;(,v) i:h a L
bivariate basis function. We can generate B;;(u,v) in the ' _ P BB
following form 0;(u,v) go:go: ok ot By ) B, (V) (7
B, ) =B,wB,) , (2)
_ _ 3. APPLYING BICUBIC PARAMETRIC
where Bj(u) and Byv) are the univariate cubic b.aSlS PATCHES TO DEM
function. The definition of these basis functions de_scnbes
the type of surface to l.)c generated. Next we give th.e In [1] we presented the steps required to obtain and set up
definition .Of basis funcinons for the surfaces used in this all data and parameters for real-time DEM rendering, In
work: Bezier and B-spline surfaces. that work we defined a grid G(ij) that contains the
elevation data. To describe the rendering algorithm, we
2.1. BEZIER SURFACE PATCHES defined some parameters (their meanings are illustrated

) in Figure 1) first.
Bezier surfaces properties are extended from the Bezier

curves formulation in [5][7], we can find out these

" 844438
properties. A bicubic surface is defined by its basis 421124
function. In the case of Bezier surfaces the basis function o : ; ; : :
is defined by the Bernstein polynomials (for a set of n+1/ 4448
control points): =3
B (u)=C(n,kyd* (1-u)"™* , (3)
where C(n,k) are the binomial coefficients:
Clnky= " @
HK)m e
k(n—k)!
then, the description of the Bezier surface is given by
u,v)= ) P.B'(u)B(v) . 5
X,y) ;I._Zo 4 /) ©) Figure 1. Visual representation of the parameters L and S of the
algorithm. The grid at the bottom of the Figurc illustrates how these
2.2. B-SPLINE SURFACE PATCHES parameters manage the number of polygons to be rendered.

* Matrix L of HxH defines the discrete level of detail
to use. /7 is an odd number greater than /, and
L[ij]#0 for /<i<H and I<j<H.

* Number § defines the optimization unit size; it
means that it is necessary to optimize regions of SxS

polygons.
*  Vector o represents the observer position.

Similar to Bezier surfaces, the B-spline surfaces are
characterized by its basis function. In B-spline surface
the value of the patch depends exclusively on the values
of a 4x4 array taken from the control point set. For a set
of nxm control points we will have (n-3) x(m-3) patches.
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Using the parameters defined, we outline the algorithm.

RENDER (0)

1 (o, 0y) < RELATIVE-POSITION(0,G)

2 fori=-%Hto LH

3 X o +S8(i - )

4 forj=-Y2H to .H

5 y o+ (i~ %)

6 RENDER-BLOCK(x,y, L[i+Y2H, j+2H])
RENDER-BLOCK(x, y, lod)

1 iflod>0

2 for i = x to x+S step lod

3 for j =y to y+S step lod

e RENDER-QUAD(i j,lod)
RENDER-QUAD(ij, lod)

1 RENDER-VERTEX(G[i,j])

2 RENDER-VERTEX(G[i+lod,j])

3 RENDER-VERTEX(G[i+lod j+lod])
4  RENDER-VERTEX(GIij+lod])

The algorithm is based on taking bigger blocks of data as
far as they are, and represent them by sampling G(ij) in
non regular steps along the grid. We can handle the
number of polygons to be rendered by manipulating L-
matrix and S- optimization size. In fact, the number of
polygons to be rendered is given by,

_ N __.5_'___ 1'
w=33(2 ) ®

i=1 j=

3.1. PARAMETRIC CONSIDERATIONS

Thus, we can discriminate data from DEM. However, in
the case when we need more detailed data than those that
are in G(ij) we can apply parametric patches to obtain
these intermediate data.

We will use the bicubic surfaces defined in Section 2. As
a first approximation, we apply Bezier patches, which are
commonly used in computer graphics, because they
enable an efficient patch-splitting algorithm for
rendering. But the main problem with Bezier patches is
that the generated surface does not fit with the given
points (control points). This is not desirable for the
applications, thus we wish to increase the data resolution.
We cannot fit all control points (the ones we have
information) with the resultant Bezier patches.
Nevertheless, by applying Bezier surfaces, we can
compute how the whole data set behavior affects to a
single point. See Equation 5.

© Quintero GEOPRO 2003 ~ ISBN: 970-36-0103-0

On the other hand, we can apply B-spline patches. Thus,
we can compute the inner points between the known ones
(control points), using only local information. As we
have mentioned before, a B-spline patch is always
defined by a 4x4 control point array. So, with this type of
surface we can find the new data without affecting the
behavior of the whole data set.

3.2 THE ALGORITHM INTEGRATING
PARAMETRIC SURFACES

To integrate the increasing resolution using parametric
patches, we should modify the original algorithm in the
following way. First, we should allow values less than
one in L-matrix. Such values mean that we wish to obtain
higher resolution for the block that is being rendered. On
the other hand, we need to compute the parametric curve.
This curve is stored in an alternate grid called Q. The
values of Q will be defined by the control points and by
the transformation matrix B (see [5] for matrix
representation of Bezier and B-spline basis functions).

-1 3 =31
1|3 -6 3 o
B=¢l=3 0 3 o ©)
1 4 1 0

Finally, the changes in the algorithm are the following:

RENDER-BLOCK(x, y, lod)
if lod> 1
for i = x to x+S step lod
for j = y to y+S step lod
RENDER-QUAD(i j,/od)
else
O « TO-SPLINE(G,x,y,lod)
for i = x to x+S step lod
for j =y to y+S step lod
RENDER-QUAD-SPLINE(i,j)

Voo bW -

TO-SPLINE(G,x,y,lod)
1 P«CONTROL-POINTS(X,y)
2 for u=0 to | step lod
3 Ui’ 1’ u 1]
4 for v=0 to | step lod
5 Ve—[v’ V' v 1]
6 O[u,v] «~UxBxPxB"xV

RENDER-QUAD-SPLINE(7,j)
1 RENDER-VERTEX(Q[ij1)
2 RENDER-VERTEX(Q[i+1 ])
3 RENDER-VERTEX(Q[i+1j+1])
4 RENDER-VERTEX(Q[ij+1])
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We only present the changes for integrating B-spline
surfaces. Similar considerations must be taken for

applying Bezier surfaces.
4. TESTS AND RESULTS

There have been done some performance tests with
different data sets. As we have mentioned, the
performance of the algorithm is constant, no matter the
volume of elevation data involved. The results of the
application are shown in Figure 2, using the proposed
algorithm. The Figure 2a shows the result of rendering all
elevation data. Figure 2b presents the result using our
algorithm with the following parameters:

(64 32 16 8 16 32 64
3216 8 4 8 16 32
16 8 4 2 4 8 16
L=|8 2 Y2 4 8,
16 8 4 2 4 8 16 9
3216 8 4 8 16 32
(64 32 16 8 16 32 64
S=64
= N, =23524

0

a0
A
i d - W0 -
" e ~
LT S s A T ..

b) E‘B r"l»-z I -
Figure 2. a) Result of rendcering all elevation data. b) Result with the
proposcd algorithm.

Other data sets have been taken to test the zoom-in
features of the algorithm. The results of this are shown in
Figure 3. Figure 3a shows the data source used. Figures
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3b and 3c present the results using our algorithm with B-
spline and Bezier patches respectively.

As we can see, the B-spline patches allow us to
interpolate the inner values of the image depending on
their neighbors (because the B-spline basis function
depends on 16 control points). The result contains the
information about the local changes. The Bezier curve
(Figure 3c) retrieves the information about all data,
which allows applying smoothing to the image that not
only depends on local values but also on the behavior of
the whole data (memorizing of the data behavior).

c)

Figure 3. Example of the algorithm application (image of Lcena on
64%64 resolution). a) Data source used. b) Image with B-splinc 2x
zoom. c) With Bezier 2x zoom.

In figure 4, we present the results of applying to a 32x32
image the most used algorithms to zoom images':

' The zoom factor applicd was 16x.



Nearest neighbor gray-level interpolation (Figure 4a),
Bilinear Interpolation [8] (Figure 4b) and Bicubic
Interpolation [8] (algorithm proposed in this paper)
(Figure 4c). Also, Figure 4 shows the image gradient to
make notice the smoothness of the borders obtained with
Bicubic Interpolation].

Figure 4. Results of applying different zooming algorithms to a 32x32
image. a) Nearest neighbor gray-level interpolation. b) Bilincar
Interpolation. ¢) Bicubic Interpolation. The gradicnt obtained is shown
as well.

5. CONCLUSIONS AND FUTURE WORK

In this work, the application has been designed to process
spatial data in raster format. The implemented algorithm
requires a low time to process the data, which are stored
in DEM. The only restriction is that the images must
correspond to the same scene. Two new digital images
that are generated can be easily accessed in a faster way
by the proposed rendering method.

The developed algorithm does not overload the
processor, because it is very simple. Also, the rendering
algorithm warranties a maximum number of elements to
be rendered. In this way, we can manipulate this number
(Np) by varying the parameters of the matrix L.
Additionally the algorithm does not modify the semantics
of spatial data, it only discriminates or refines existing
data without alter any characteristic of the elevation data.

I Note the smoothness of the border in the right check and cycbrow
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This characteristic is essential to make the spatial
semantic analysis.

An application of this algorithm in image processing is as
follows: it may be used to zoom-in images with a non-
linear re-sampling. Using parametric patches, it is
possible to obtain the new values for the pixels between
the known ones, containing local information (by means
of B-spline patches) and global behavior (by means of
Bezier patches) that improve the appearance of the
enlarged image.

We are studying the application of recursive functions for
the description of DEM, in order to obtain the semantics
within the models. This can provide some significant
advantages over the conventional ways of DEM
description. First, it is possible to reach a very small
granularity in the description and at the same time
(another advantage) to obtain a very small (in amount of
data) description. Thus, it can be possible to compress the
huge amount of data in DEM. The application of the
recursive functions can be seen as a model of adaptive
approaches, in which an operation signature and a
classification state (groups or classes) are registered in
each recursion level. Under this scheme, the approaches
can be refined every time adapting to the context of the
land pattern. From this point of view, it is possible to say
that the curves generated by the recursive functions adapt
to the land shape.

DEM signatures as well as the classification states are
obtained by applying recursively the classification
function and calculating a measurement of the results2.
The recursion finalizes when the measurement of the
current result and the previous one are equivalent (the
semantic has been preserved). With this information (the
classification state and the operation signatures) it is
possible to rebuild all the original DEM data.

As a future research; we must define the classification
and measurement functions. As an early approach, we
propose the classification function to be made of a set of
basis functions. In the same manner as points, lines and
polygons build a cartographic model, the basis functions
will be used to describe DEM.

The selection of the basis function to be applied in each
recursion level is an important problem to solve. We will
have many basis functions then there will be many
solutions in each level. To select the basis function and
get the optimal result, we will apply different heuristics
for the search of this optimal solution within the universe
of possible solutions. In addition to the properties
described in [9], the application of heuristic search is
another reason that justifies the use of recursive

functions.

2 This measurc is not defined yet, but it could be described as a
classification quality rate.
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ABSTRACT

In order to capture and manage their geographic
databases, database producers use relatively huge and
complex documents: the specifications. Actually, these
are the only sources of information describing precisely
what is the content of a database, i.e. what is the meaning
of each part of the data schema, which object are captured
and how they are represented. As such, they are an
important tool to describe, manage, distribute, transform

and federate databases.

Unfortunately, even if they can be precisely organised,
these specifications are usually expressed in natural
language and thus in a poorly formalised language. Their
manipulation is then a hard task, and their automatic
manipulation is almost impossible. In this paper we claim
that formalising existing specifications is an important
task and we propose an object-oriented model in order to
do that.

This model contains two main parts: a part formalising
which objects of the real world should appear in the
database, and a part describing how these objects are
represented in the database. These model rely on a set of
typical criteria encountered in database specifications:
geometric criteria, relationship criteria, and nature
criteria.

KEY WORDS

Database, specification, formalisation, model.

1 INTRODUCTION

As for any database, the content of geographic databases
is described by the data schema and sometimes by
metadata. Common geographic words are used to name
the different part of the schema, like names of classes,
attributes and relations in an object-oriented model.

But, for each database, there exist an exact meaning
beyond these words. For example, if a class is named
River, it may actually designate only permanent river in a
database, or only natural river excluding human-made

canals in another database. More, the name river may
designate only rivers that are wider than 10 meters.
Indeed, a database is associated to a certain level of detail,
and only relevant objects are captured.

How a real world object is represented in the database is
also a precise thing for each database. For example, the
geometric line describing the river may be the axis of the
river or one of its border.

All these definitions are stored in particular documents:
the database specifications. These specifications are first
used by database producers to develop precise guidelines
for data capture. They can also be distributed to data
users, in order to help them to understand in detail what
the database contains.

Sometime, different specifications can exist for one
database: the content specifications describe which
objects of the real world should be represented in the
database, and the specifications of data acquisition which
detail the process for data capture into the system.
Furthermore, subsets of specifications are usually
provided to users along with the delivery of the spatial
databases.

Actually, these documents are the only sources of
information describing precisely what is the content of a
database. Metadata may also exist, but in practice they are
mainly used to describe global criteria like the reference
system used, the geographic extent, the date of the
capture, the source for capture, some evaluations of
precision, and so on. They do not describe the exact
semantic of each concept used in the database.

Unfortunately, even if they can be precisely organised,
specifications are usually expressed in natural language
and thus in a poorly formalised language. Their
manipulation is then a hard task, and their automatic
manipulation is almost impossible.

In the next section, we explain some possible use of more
formalised specifications. Then, we propose a generic
model of specifications for geographical databases. In
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section 3, we explain how to link data schemas to our
model of formal specifications. In section 4, we detail
basic elements of the model. This model has been
defined from the study of existing specifications used in
IGN, the French National Mapping Agency.

Before that, let us make a remark about the notion of
ontology that receive more and more attention in the GIS
community. This work may be related to the work on
spatial ontologies. But, due to the numerous meanings of
this term, we prefer to avoid it. If an ontology is thought
of as a way to represent the intended meaning of a
vocabulary [[1],[2]], this work is about the development
of an ontology from database specifications. But if an
ontology is thought of as a way to express the links
between different vocabularies in order to facilitate the
understanding between systems (in other words, a kind of
thesaurus) [[3]], this work is not about the direct
development of ontologies, even if it may take advantage
of them. Indeed, our purpose is really a formalisation of
specific definitions encountered in each database
specifications.

2 ON THE UTILITY OF FORMALISING
SPECIFICATIONS

In term of quality, it is recommended that the

specifications present some characteristics. Among these,

[[4]] mention that the specifications must respect all

expressed needs, avoid useless details and must be clear,

precise and complete, without ambiguities. But

specifications are generally represented in natural

language and described in a relatively informal way,

dependent on the considered database. Moreover,

specifications associated with different databases may be

not organised in the same way. This lack of formalisation

raises some important issues:

- it makes sometimes long to browse specifications in
order to find a special piece of information;

- it leads to different interpretations due to the
imprecise descriptions;

- it complicates their comparison due to the
heterogeneity of their description;

- it induces some difficulties for automatic exploitation
of specifications.

This issues have consequences on different tasks in the
GIS area.

2.1 DATA ACCESS

The first task data users are confronted with is data
access. Beyond technical and commercial issues, users
must first be able to understand the content of a database
in order to know if it is adapted to answer to their needs:
this the notion of "fitness for use". They must be able to
answer to questions such as "Does this database contains
the information I am looking for?", "Are these objects
described with an adapted level of detail, or is it over or
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under-detailed ?", "Between these two databases, which
one is the more adapted to my needs?", "What should I
filter in this database in order to make it simpler and more
adapted to my needs", and so on.

All this tasks necessitates to understand clearly what is
the meaning of the clements of the database. But present
metadata can not fulfil these requirements as they usually
describe the databases in a too global and limited manner.

In this context, the more the specifications are clearly
organised, and the more they are homogenised, the easier
it will be for users to understand and compare databases.

More, in the long run, we may be able to develop decision
support system able to advise users with suitable data for
their needs. Such a system can only be developed if, on
the one hand, we are able to formalise user needs and, on
the other hand, we are able to formalise what a database
contains and for what it can be useful. Formalisation of
specifications is thus one of the bricks necessary to build
such a system.

2.2 DEVELOPING AND MANAGING DATABASES

From the data producer point of view, a more formal
model of specifications could also help database designers
to better define their specifications. As any model, this
model is of course constraining and may be a limitation to
the possible specifications that can be defined. But these
limitations provide also a framework to help the definition
of specifications more organised, better understood and
less ambiguous.

A common model for all specifications produced by one
data producer (which is actually not the case) has also the
advantage of facilitating the exchange of knowledge in
the company.

Another advantage of such a model is to facilitate the
maintenance of specifications. For example, if
specifications are updated, a model will allow to point
directly at the part of the specifications that have changed
when one must inform database users and producers.

More globally, we believe that working on a model of the
specifications framework is good way to analyse
deficiencies of current databases to better define them.

2.3 UNIFYING DATABASES

Many geographical databases exist to represent a same
part of the world, seen at different levels of details and
with different points of view. Unfortunately these
databases are relatively independent, and there exists a
growing need for the unification of different databases
into a single one making explicit the relations between
them [[5),[6],[71,[8]]. This unification can in particular
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lead to a database managing multiple representations

[[91,[10]]. Such unification would help to:

- Maintain the databases and propagate updates [[11]]

- Perform some quality analysis, by using one dat.ab?se
to control another one or by identifying
inconsistencies [[12],[13]].

- Increase the potentiality of applications development
from these databases. Some applications can t.ake
advantage of using databases with —multiple

representations [[14],[15]].

An important issue for the unification is the ability of
understanding what are the differences between the
databases, which first requires to understand what exactly
contains cach database. These informations are actually
described in the specifications. Their formalisation should
allow, as we explained for the issue of data access, to
better understand separated databases. Additionally, it
should facilitate their comparison, as the specifications
will be defined with a common model.

A relatively automatic processing of these specifications
appears also very useful. These speciﬁcations,. once
presented in a formal model, can be used to guide an
integration process of several spatial databases. In such a
process, their automatic exploitation could simplify the
research of the correspondences between them. First, their
description in a formal language could reduce their lack
of precision and therefore the inconsistencies of
representations between the databases. Second, their
formalisation allows displaying them to the users in a
more organised way. Then, their formalisation should
allow an automatic comparison of them. For example, one
could automatically determine that the specifications of
the class Stream in one database are more restrictive than
the specifications of the class River in another database.
Thus, we know that each object of the class Stream
should have a corresponding object in the class River, but
the reverse is not truc. More precisely, we can determine
how the classes correspond. For example we could
determine that River and Stream correspond to each other
only when the length of the river or stream is greater than
200 m, or when the river or stream is permanent.

3 LINKING A FORMAL MODEL OF
SPECIFICATIONS TO A DATA SCHEMA

In the preceding section we claimed for a formalisation of
specifications. In this section and the next one we propose
a model for this formalisation. This model has been
developed from the study of actual specifications taken
out of two databases from the IGN (French National
Mapping Agency): BDTopo (a topographic database with
a metric resolution) and BDCarto (a road network
oriented database with a decametric resolution). This
model is expressed in UML. Let us notice that, for testing
the feasibility of the model, we instantiated in the XML
language from the river and road network of the
databases.
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3.1 AMETAMODEL

Our specification model is linked to the metamodel of the
geographical database, represented in a simplistic but
quite generic way by three classes: “Class,” *“Attribute”
and “Association” (see figure 1). We do not, for the sake
of compatibility, use more details about it since we need
to be able to handle databases in any format.

Let us notice that this model is a metamodel where the
classes of the database (road, river, etc.) are thought of as
instances of the metaclass Class. Similarly the attributes
and associations are thought of as instances of the
metaclasses Attribute and Association. The specifications
about these classes, attributes and associations are
expressed through the other elements of the model,
described hereafter.
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Modelling

|

[Planimetric modelisation type : string
Dimension : integer

Orientation : boolean

Altimetric modelisation type : string

Class
Name : string
2..*| Definition :
ot I [ V5 0.1
@ must be instanciated if and only if the coresponding real world enlity salisfieq >
1 applies if the enlity salisfies >
links together A
Constraint on attribute's value
Imposed value : string
Forbidden value : string
:
___'_0 Association Attribute !
] 0.1
. | |Name : string 0.1 E . 0.1
—{ Definition : strin L
. 5+| Constraint
Type : string
1 composed of >
0.1
[ |
Enumerated Attribute Value Complex constraint Simple Constraint
logical operator : [and | or}
Name : string
Code : string
Definition : string

Figure 1. An extract of the gencral specifications model: the meta-model of the spatial database

with the existence constraint, the modelling constraint and the constraint on attribute’s value.

3.2 CONSTRAINTS OVER REAL WORLD
OBJECTS

The main part of the model is a class hierarchy that allows
to express a condition concerning a real world entity, such
as "being greater than 100 meters" or "being inside a
urban area”. It consists of a base class “Constraint™ and its
subclasses.

It is important to notice that these "constraints" are not
classical integrity constraints for the database. They are
not constraints on the objects of the database (like "this
attribute must be within such range of values, or an object
of this class can not intersect an object of this class...).
These constraints are used to express conditions over real
world object, like "a real world river is represented in the
database, if it is more than 10 meters wide".

To represent every possible condition that a real world
entity could be asked to satisfy, we specialise the class
“Constraint” into “Simple constraint” and a recursive
“Complex constraint” which is composed of constraints

linked together by a logical operator: AND or an inclusive
Or. This way, we get a tree structure whose nodes are
complex constraints, containing logical operators and
linked to their children through the *is composed of”
relation, and whose leaves are simple constraints. This
allows to express complex constraints such as "being
inside a urban area and either longer than 100 meters or
wider than 30 meters," which is a complex constraint
composed of a simple constraint and another complex
constraint, in turn composed of two complex constraints.
Simple constraints specialise in turn into three subclasses
“Geometric constraints,” “Relationship constraints” and
“Nature constraints”. Before describing these constraints
more in detail in section 4, the following section describes
how the constraints are used to express specifications on
the geographic database.

3.3 WHAT AND HOW TO REPRESENT IN THE
DATABASE: EXISTENCE AND MODELING

The class of constraints over real world object is the pivot

class to express specifications. These constraints are
linked to elements of the metamodel by several ways,
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either to express existence constraints, modelling
constraints, or attribute constraints.

Constraints are first used to define the necessary and
sufficient condition under which a real world entity
should be represented in the base, like JYorests are taken
into account in the database if and only if their area is
greater than 8 ha” This condition is called the “existence
constraint” of the class, and is linked to it through the
“must be instantiated if and only if...” association (figure

1).

Another purpose of the constraints is to indicate which
modelling applies in which case when a class can accept
several ones, as in “a building is represented by its
ground surface if it is more than 50 m’ large, else its
centre point is used.” This kind of constraint is named a
“modelling constraint” and is linked to the "Modelling"
class (figure 1). To indicate the way the real world
entity’s geometry is represented in the database, we use
the “Modelling” class, whose attributes allow to specify,
between others, the spatial dimension of the database
object and the way its geometry is deduced from the real
entity’s one (for example “outline of the roof™ or “ground
surface™). A class may have several possible modellings,
in which case each one should be linked to a modelling
constraint in order to indicate how is chosen among them.
For example, let the following specification for the
“River” class be: “a river is represented by its axis if it is
less than 20 m wide, else it is entered as a surface” We
get two instances of “Modelling,” one with dimension

"line" and planimetric modelling "axis," linked to the
geometrical constraint “width less than 20 m” and the
other one with dimension "surface" and planimetric
modelling "border," linked to the opposite constrairt
“width more than 20 m.”

Constraints can also be used to express constraints m
attribute values. Attributes are given a name, definitin
and type, which is generally sufficient. For example,
“number of lanes: integer’ does not a priori need to be
further detailed. But there are cases however where it is
not sufficient. Sometimes it is necessary to define how the
attributes are instantiated. For examples constraints can be
used to express specifications such as “attribute
‘Accessibility’ of the class 'Road’ is set to 'Impossible’ j
the width is less than 2 meters or if the road is unpaved

4 BASIC ELEMENTS OF THE FORMAL
MODEL

We defined a constraint model, in order to formalise the
content of the constraints, and facilitate their comparism
(see figure 2). The elements of this part of the model are
described in the following sections.

—

< May appear In the database as

mandatory : boolean
imposed attribute values : string

o Related entity

< must satisty nom : string

Class
Name : string 0.1 1
Definition : string | Must be instantialed i and only dthe corresponding real world enlity satisfies >
0.1 0.1 Constraint
composed of > 2.

0.1

1

Complex constralnt Simple constraint * Must be setisfied with
Logical operator : [and | or] A
|| 1 d
Nature Constraint Geometric Constraint Ueuumhlp Constraint l
Negation : boolean Comparison operator : string

Threshold : real

Nature Criterion : string Mesurable : boolean

]

Geometric criterion : string
Metric relationship constraint Other relationship constraint
T _—— Metric criterion : string [Relationship description : string
loglca nship constraint Mesurable : boolean

Topological relationship : string Comparison eperator : string

Threshold : real

Figure 2. Extract of the clementary constraints of the geographical specifications model
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4.1 GEOMETRIC CONSTRAINTS

“Geometric constraints” allow to specify a geometric
criterion (length, area, etc.) and to demand that its value
be above (or below) a given threshold. These constraints
are commonly met, either as existence constraints or as
modelling constraints.

These constraints are the easiest to formalise, as they are
all relatively similar and clearly defined. The set of metric
criteria used is restricted and a predefined set of possible
values for the "geometric criterion" can thus be found to
cover most cases: length, width, area, height. These
constraints are also easy to compare, as no further
knowledge is needed to know that "the width must be
more than 20 meters" is more restrictive than "the width
must be more than 10 meters",

4.2 NATURE CONSTRAINTS

“Nature constraints” are constraints specifying the nature
of the entity. For example, we can describe there a
condition like “the building must be a house” or “the
forest must be composed of conifers”.

!t is difficult to formalise these constraints more than by
Just expressing the fact that the entity is or is not
sc_)mething. Thus, without additional knowledge, it is
dlfﬁcul_t to compare these constraints, except that some
constraints are the opposite of some others. In order to go
further, one would have to use some thesaurus of
geographical terms [[3],[16]]. Those thesaurus can
express that the words "unpaved road" and "track" are
partly similar, or that "house" is a kind of "building," or
that "lac" is the French translation of "lake." These
knowlefige can be of great help to compare nature
const.ralpts, even if some ambiguities can appear, as
certain identical terms can be understood differently in
different databases.

4.3 RELATIONSHIP CONSTRAINTS

“Relationship constraints” allow to handle conditions that
do not bear on the entity itself but rather on the
s_urrounding ones. For example we could have a constraint
like: “a path is taken into account only if it leads to a
house.” Among these relationship constraints, we further
distinguish metrical relationships, like “fo be more than
50 m away from a house,” and topological relationships,
like “fo be inside a forest,” which are common. To
specify with what the relationship is supposed to occur,
we use the dedicated class “Related entity” that
designated real world entities (and not database entities).
If giving the name of the related entity does not suffice,
for example if we do not want it to be any kind of road
but to be a surfaced one, we link it once again to another
inst;mce of “Constraint” expressing "to be a surfaced
road."
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One frequently encountered special case is when the
specifications’ text directly refers to the database rather
than to the real world, as in: “culs-de-sac are taken into
account if they lead to an object to the class of of theme A
(particular buildings).” In this case, we still create an
instance of “Related entity” (named particular building)
and we link it to the mentioned database classes (those of
theme A) by the “May appear in the database as™ asso-
ciation class with “mandatory” attribute set to true. In
other cases, in order to facilitate future automatic
processing of the data, we also link the entity to the
database classes that may represent it (if there are some),
but we then set the “mandatory” attribute to “false” to
express that this link is only informative and not really
part of the specifications. In some other cases, the related
entity may not be linked at all to the database classes, if
no class is used to represent this entity, as in the constraint
"being outside the town" if the concept of town is not
represented in the database.

These kind of constraints may be very precisely
formalised if we use some models of spatial relations to
describe them, like models to describe topological
relations [[17],[18]] or distance and orientation relations
[[19]]. These constraints may also be compared by using
some models of conceptual neighbourhood between

relations [[20],[21]].

4.4 OTHER CONSTRAINTS TO BE INTEGRATED
IN THE MODEL

This classification of constraints was not established of
course immediately, due to the above-mentioned lack of
formalism in the specifications. In order to validate the
model, we then instantiated it on some excerpts of our
two sets of specifications. Instantiation of the model
brought to light two constraint types which had not been
taken into account: representativeness constraints, and
constraints relative to attribute value changes.

Representativeness constraints play almost the same role
as existence constraints, except that they apply when the
database object does not correspond to a single real world
entity but is rather meant to be representative of a group.
At the moment, we distinguish two subcases: there is one
single object which represents the group (aggregation), or
there are several of them (representative elements), in
which case there is generally no one-to-one or even one-
to-several possible mapping between database objects and
real world entities, only a group-to-group relation. An
example of aggregation is this excerpt of specification
regarding the class “Reservoir™: “if there are many
reservoirs close together whose diameter is less than 10
m, then they are merged.” An example of representative
elements could be buildings in a city in a generalised

database.

Constraints regarding attribute value changes generally
appear as geometrical ones: “attribute changes for the
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road section class are not allowed for a length less than
100 meters.” These constraints are neither existence
constraints  explaining which objects should be
represented, nor attribute constraints explaining how to
set the value of the attributes. They describe when to take
into account the changes of attribute to determine the
number of database objects to be created along the road.

These new constraints should now be integrated into the
model, whose validation is going on. We did not either
study in depth specifications and constraints concerning

database associations.

5 CONCLUSION

In this paper we presented a model for formalising
specifications of geographic databases. This model has
two main parts: a part to define which object of the real
world are represented in the database, and a part to define
"how they are represented. This model rely on a set of
predefined constraints on real world objects, like
geometric, relationship and nature constraint.

This model is still under development and is part of an
ongoing work. We intend to use it in a process of
unification of databases. First, the model is used in the
context of matching data schemas. Indeed, it is necessary
to compare specifications in order to match precisely
schemas. Second, the model is used in the context of
analysing differences between databases [[22]]. Indeed, it
is important to differentiate between "normal" differences
justified by the differences in the specifications, and
"wrong" differences due to errors in the databases.

More globally, we believe that database specifications are
rich documents insufficiently used. We hope that going in
the direction of their formalisation is a good avenue to
increase their utilisation.
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ABSTRACT
This paper addresses the issue of geographic data fitness

for use. We want to assist users in finding data precisely
adapted to their application’s requirements. An approach
is proposed to provide customised data sets, thanks to a
system helping users to choose and to restructure existing
data. This system mainly relies on a data set description
model. This paper describes the issue and chosen
approach for this beginning research project, but no result
is presented yet. The core elements of the data set
description model are presented at the end of the paper.

KEY WORDS
Geographic Data Access, Fitness for Use, Data Set
Customisation, Data Set Description Model.

1. INTRODUCTION: USER ACCESS TO
FITTED-FOR-USE GEOGRAPHIC DATA
SETS

1.1. GENERAL IDEAS

Users of geographic data are not always experts in the
geographic information domain: they may not be aware of
the multiple slight differences making each geographic
product more or less adapted to their application.

Some research work has been carried out to customise
geographic processing or GIS tools [1] [2]. On the other
hand, with regard to data sets, users up to now have had to
do with rigid products which are proposed exactly as they
were designed. However, user requirements are various,
even concerning one and the same data set, as can be
noticed in a pricing experiment described in [3].

This paper introduces a starting research project that aims
at proposing data sets customised for user need, thanks to
an interactive specification of data extraction and
restructuring.

Important research has been carried out concerning user
access to data set description, especially through metadata
[4]. The SDI Cookbook [5] defines three levels of
metadata for spatial data infrastructures:

The discovery level provides global information
introducing the geographic product. It should enable
the user to know which products exist.

The exploration level gives details about data sets
composing the product, and should enable to know
whether the data will meet general requirements of a
given problem.

The exploitation level provides information required
to load and use the data in the final application. It
includes a data dictionary, the data schema, reference
system and geometric characteristics, etc.

As shown in Figure |, the metadata level we are focusing
on is located on the exploration level and on part of the
exploitation level. The user we consider is aware of
existing data products (the discovery step is over). He
wants to select among one of those the data containing the
information specifically required by his application. He
also needs to adapt the selected data, so that the
information has the adequate modelling and can be used
for the planned application as soon as the data are
distributed.

Data
discovery

Data Data
exploration I exploitation

]

data selection
and pre-processing

Figure 1. Levels of metadata in user access

The following example illustrates the process of user
access and points out encountered difficulties.

A risk manager is looking for geographic data supporting
flood simulations. For this purpose, he needs to have a
representation of bridges, rivers and their crossing points.
He has heard about a vector database called GeoBase and
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wants to check if it suits his requirements. Several

questions must be answered.

— Does the information content correspond to the
required content? To answer this question he checks
the list of GeoBase feature types found on a metadata
server: GeoBase does not provide any “bridge”
feature type, nor any attribute domain including
“bridge” or any synonym. However, had he been able
to read the product specifications, he would realise
that bridges are represented in GeoBase: a Road-
Section feature whose attribute Jevel has value 2
corresponds to a road bridging another feature. To
know if it bridges a river or something else, the
geometric intersection must be tested with River-
Section features. So, the information is represented in
an implicit way. It can be made explicit through a
simple operation available in most GIS software.
Moreover, the user cannot find any “road” feature
type. Information is geometrically divided into “road
sections”, and represented by a large number of
feature types distinguishing main roads, motorways,
cycle tracks, etc.: GeoBase contains the required
information, but its level of detail exceeds the user
need.

— Is the data schema adapted to the application? In our
example, it is not. However, the schema can be
modified by some schema transformation operations:
the Road-Section feature class can be split up by
filtering the values for /evel attribute, so that the
Bridge feature class appears. The River-Section
features can be aggregated to generate River features.
Moreover, the risk manager has some classical
applications to perform: the River feature selection
and join (to add some water level data), and the path
processing on rivers. As GeoBase is a vector
database, feature selection and join are enabled. On
the other hand, rivers in GeoBase are surface features
and do not constitute a network. The application is
not feasible on GeoBase in its present state.

This example shows that describing a data set content and
fitness for use is far more complex than listing feature
types. The next two subsections further describe the
problems of data selection and pre-processing.

1.2. ISSUES INVOLVED |IN SELECTING
ADEQUATE DATA SETS

The selection of a data set implies first of all the selection
of an information content: a user specialised in water
applications is likely to select the data set providing the
most detailed representation of water bodies, whatever
structure the data set has. The possibility to extract only
needed information from a data set contributes to its
fitness for use.

A first difficulty hampering selection is the lack of
detailed and available descriptions of data sets content.
Sections 1.2.1 and 1.2.2 expose this problem by
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distinguishing content descriptions provided by metadata
and by data sets technical documentation.

1.2.1. Using metadata to select adequate data sets

Metadata are the main way for users to explore available
data sets, but the description provided by metadata
standards do not particularly focus on the product content
[6]. Metadata above all describe the data set in its
globality (e.g. its global quality and spatial extension),
and do not insist on the individual description of data set
elements. The ISO 19115 standard [7] already provides
three interesting metadata entities in this context: a subset
of feature types occurring in the data catalog
(MD_FeatureCatalogDescription), an application schema
in a graphic file (MD_ApplicationSchemalnformation)
and an image file illustrating a sample of the data set
(MD_BrowseGraphic). However, all of them are not
mandatory: most of the time, data providers only fill the
features type list. Moreover, these metadata entities
provide limited information: geometric and semantic
representations chosen for the data set features are not
detailed.

1.2.2. Using description provided by technical
documentation to select adequate data sets

The complete technical documentation written by the data
producer (data schemas and product specifications) could
provide potential users with more information, but, as we
explain in this section, this technical documentation is not
distributed and anyway would be difficult to interpret.

1.2.2.1. The technical documentation form

Data schemas.

Database terminology distinguishes three types of
schemas for data description, from the most abstract to the
most concrete point of view [8].

The conceptual data schema defines information
represented by the data and the logical relationships
organising this information. It can be wused to
communicate database content to users, independently of
the way it is modelled or stored in a computer: it is
platform-independent. In this paper, the feature types,
relationships and their attributes defined in the conceptual
data schema will be globally called “representation
elements”.

The logical data schema describes the data structure
following the model of a particular database management
system (DBMS). It lists tables and key attributes
implementing the representation elements of the
conceptual data schema.

The physical data schema describes the system of files
adopted for data storage on the computer.

Figure 2 represents the three types of data schemas as the
successive steps of an abstraction process translating real
world features into computer representation.

161



© Balley GEOPRO 2003 — ISBN: 970-36-0103-0

(« bridge »,
«road »...)

Real world
(features)

]

Implementation Conceptual
data schema
(representation

elements)

Logical data schema
(tables)

Compilation

Physical data schema
(files)

Figure 2. Rcal world and levels of data modelling

The conceptual data schema is the most relevant to assess
the information content of data. However, it does not
precise exactly what real world features are represented
by representation elements, and how (e.g. what real world
buildings can be included in the representation element
called “building”). Indeed, real world features have
different meanings for every user and representation
elements have different definitions in every conceptual
data schema. No universal ontology is able to link these
two levels [9]. More precision about what information
content is provided by a class of the conceptual data
schema can be found in the specifications of the data set.

Data specifications.

The specifications provide conditions on real world
feature characteristics to select those that should be
represented by each representation element of the data set
(e.g. buildings whose ground surface is more than 5m?
and lower than 15m? are captured as “huts”). They also
explain how the features must be represented (e.g. “huts”
are represented as points indicating their centre). These
textual conditions and rules are numerous and hardly
readable by an end-user. Several research approaches are
trying to make this documentation accessible to humans
or machines. Gesbert [9] and Riither [11] formalise
specifications, which are usually complex text documents,
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into conceptual data schemas. Their goal is to make data
sets unification possible. Goder [I12] has proposed a
cartographic representation of data sets specifications,
insisting on differences between products. As shown in
Figure 3, tables (at the top) compare what concepts are
represented and distinguished in the data sets.
Representation rules are graphically displayed (at the
bottom, for rivers of different width).
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Figure 3. A uscr-fricndly display of content and representation
specifications for two IGN databascs (BD Topo and BD Carto).

1.2.2.2. Conceptual data schema complexity

A second difficulty hinders data selection in addition to
the difficulty involved in reading the technical
documentation: it is the intrinsic complexity of the
conceptual data schema. The conceptual data schema does
not only represent the data set information content
independently of other concerns: some representation and
implementation choices are also implicated. The main
choice is to model information in terms of homogeneous
entities, even if it entails decomposing real world features.
This is done in order to simplify data capture, storage, and
management for the data producer.

For example, in some IGN data conceptual schemas,
roads are composed of road sections, which are the
longest sections without any intersection and with
homogeneous attributes value. This choice is very useful:
it renders the road network explicit, and it enables
changes in attribute values along the road. However it
does not necessarily make sense for users just checking if
roads are represented in the data base.

To give a second example, in some IGN conceptual data
schemas, distinct representation elements (such as “linear
construction™ and “surface construction”) may represent
the same real world feature (such as the concept of river
embankment). It is a modelling choice made with data
storage in mind, since point, line and area objects must be
separated.

These modelling choices suit very well to data
management, but they are not the most adapted to the data
set content discovery and selection, which most of the
time requires a lower level of detail. In the conceptual
data schema, the representation elements are very
numerous, and their names and hierarchical organisation
do not directly reflect the basic real world features
required by the user.



1.2.2.3. Conceptual data schema insufficiencies

A third problem makes conceptual data schema
insufficient for data selection: not only does the
conceptual data schema express the data set information
content in a complex form, but also it does not express the
whole information content. This is due to the importance
of implicit information. As shown in the example of
section 1.1 concerning the “bridge” feature, the
conceptual data schema (and specifications) does not tell
everything: it only describes features that are explicitly
stored in tables. In fact, in some cases, simple needed
concepts are provided somehow by the data set, but they
are not explicitly specified in the conceptual data schema:
— In some cases, the concept has been aggregated or
split to satisfy some implementation constraint,
— In other cases, the concept has not been taken into
account during data set design, but it can be retrieved
by simple operations on represented concepts.

As a conclusion, users who only have metadata
description at their disposal, or who are unable to decode
the complex technical description, cannot assess whether
the information content they need is provided by the data
set. That makes the selection of an appropriate data set
arduous. The need for data pre-processing is described in
the next section

1.3. ISSUES INVOLVED IN PRE-PROCESSING
DATA SETS

Data are generally produced by organisations such as
mapping agencies that have a limited number of
immediate application purposes. So, data sets cannot be
customised for every specific need, and they seldom
exactly suit the user application requirements. Even if a
data set provides the right information content, pre-
processing may be a necessary step to adapt data to the
application. There can be a problem of data structure (e.g.
feature types must be split or aggregated), format, spatial
representation (e.g. topologic relationships must be
calculated so that roads form a network), spatial
referencing (e.g. geographic coordinates must be
converted to another system), etc.

Data transformation makes it possible to change data
format or geometry, to modify a schema structure, to filter
information, etc. But these transformations may be time
and effort-consuming for non-expert users. Moreover,
these home-made transformations are not referenced by
the data provider, which does not guarantee any
compliance with differential data sets when the data must
be updated [13]. That is why a user catalogue query
should be composed not only of an extraction query, but
also of a pre-processing order. This customisation step
should be supported and referenced by the data provider.

Such a customisation of existing data sets for specific
needs has not been widely studied. The UAPE system
presented by De Oliveira [14] tries to adapt data and
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applications to the user platform: it allows the user to
design his own database and application, which then
should be automatically implemented by a driver on the
chosen GIS. Hubert [I5] adapts data representation,
through a cartographic generalisation process, to the user
requirements of visual data display.

To summarise the issues involved here, crucial steps in
user access to geographic data include the specification of
a data set containing the required information (i.e. the
choice of an information content based on metadata and
data set technical documentation) and the restructuring of
this data set to make it application compliant (i.e. the
choice of a representation for the selected information
content).

Initial data set
with a subset of
Selection of required | * needed » data
information content

N\

%
Raw extracted
data set

No change of
information

v content

Restructuring
Pre-processing

Customised
data set

Figure 4. How to process customised data set specification

These steps are represented in Figure 4. They can hardly
be achieved by end users because of the lack of available
and explicit information describing data sets, and because
of the complexity of the information structure. However,
technical documentation of geographic databases and
simple operations could help assess and improve data sets
fitness for use. In our research, we intend to use these
elements to build a system for customised data sets

specification.
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2. APPROACH

We aim at designing a system enabling users to order

customised data sets, i.e. to assess existing data set

content, to select within existing representation elements

the information content the most adapted to their need, to

restructure it, and to specify some additional pre-

processing. The outputs of the system are orders to be

placed to the data provider: '

—  An order for data extraction corresponding to the
needed information content,

— An order specifying some pre-processing to be
carried out on extracted data so that the data schema
and format are consistent with the user application.

The two main elements of our approach are:

— A data set description model which links the user
needed geographic features (e.g. roads) to
implemented tables (e.g. road_section), possibly with
data structure transformations (e.g. aggregation of
road_section objects).

—  An interface to support interaction with the user. It is
an essential part of the system. A lot of work must be
completed to display the rich and complex
information of the data set description model in a
simple form. Since the specification of customised
data sets is an interactive process that requires user-
system negotiation, a dialogue process controlled by
a dialogue manager must be defined. Among other
things, a dictionary will be required to match user
key-words and system known concepts.

The steps of the specification process are presented in
section 2.1. Section 2.2 focuses on the data set description
model.

1.3. THE CUSTOMISED DATA SET
SPECIFICATION PROCESSING

Figure 5 represents the successive steps that will be
proposed by our system for interactive data set
specification. These steps are then briefly described.
Some of them rely on user-system interaction, others rely
on the system only.

To illustrate sections 2.1 and 2.2, we take the example of

a user who needs the road network, the rivers and their
crossing.
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Expression of the user needed
features (application schema
based on real world concepts)

v

Presentation of related available
data sets content
(as defined in conceptual data schema
and specifications)

v

> Selection of relevant

information content

v

Validation of the Data set
proposed data |[€—— restructuring
set specification

Figure 5. Main steps in the customiscd data sct specification process

Expression of user needed features.

The first step is the expression of user needed features.
The information required by the user for his application
can be represented in an application schema. ISO provides
guidelines for application schema definition [16]. Since
we suppose that non-expert users need a simple way to
express their need, we situate the user application schema
at a less complex and detailed level: we will use semantic
networks to propose features and define an application
schema. An example of user application schema is shown

in Figure 6.

Road River

Figure 6. The uscr application schema

Presentation of data set content.

The second step is the presentation of available data sets
information content. The system identifies existing
representation elements of the conceptual data schema
corresponding to the needed features, and presents them.
Real data samples are also displayed, and all useful
information available from metadata and data set
specifications is provided so that the user can precisely
assess the information content of the proposed
representation elements. For the specific GeoBase data
set, the proposed representation elements are those shown
in Figure 7. If the system “knows” several data products
likely to provide the adequate information content, it must
present them distinctly and allow comparisons.



Surface construction
River
ivi A~
Type (ex : bridge)
Name
Is composed Linear construction
of
¥ Type (ex : bridge)
River section
s Road section
/\
Level

Figure 7. Represcntation clements of the GeoBase conceptual data
schema, likely to correspond to the uscr application schema clements.

Selection of relevant information content.

During the third step, the user selects the most relevant
representation elements. For example, after a look at the
GeoBase content specifications and data samples, he
selects the elements “river”, “road section” and “linear
construction™ from the displayed representation elements
(Figure 7).

This selection step should not be seen as a query
definition: the goal is not to pick some objects from
existing representation elements, but rather to define new
representation elements. It can be seen as a view
definition process, with this difference that the defined
view is going to be restructured and extracted and will
result in a new independent data set.

The representation elements must be chosen within a
single data schema, even if several products have been
presented during the previous step. Indeed, the system is
not meant to integrate heterogeneous information, but to
adapt and customise existing products.

Data set restructuring and pre-processing.

The fourth step is the restructuring and pre-processing of
the selected data set. The system has to propose a
customised data set as close as possible to the application
schema expressed by the user, e.g. that explicitly
represents the concepts that appear in the application
schema. This can imply the need to restructure the data set
to derive new components. For this step, the system can
appeal to specific operations (i.e. class fusion, filtering,
aggregation, etc.). This step relies on the data set
description model and is further detailed in the next
section.

Some simpler pre-processing operations such as changes
of data format or coordinate system are necessary to fully
adapt the data set to user requirements. They cannot be
carried out on feature types, but directly on data. They can
be ordered by the user and registered by the system, so as
to be executed later, after the data extraction phase. On
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the other hand, treatments requiring complex tuning such
as cartographic symbolisation or generalisation are not
taken into account.

Validation: checking application compliance.

The fifth step is a validation step. It checks that the
specified customised data set is accepted by the user and
consistent with his planned applications. Indeed, as
explained in section 1, each application requires specific
data properties, which will be defined in a rule base. As
every specific application requirement cannot be
described, we limit this validation to common operations
concerning measurement and selection, locating and
addressing. Most complex applications are composed of
such basic operations.

If the constraints induced by the user’s planned activities
are not fully respected by the specified custom-made data
set, the system has to point this out. Previous steps of
selection, restructuring and pre-processing have to be
corrected or renewed.

1.1. THE DATA SET DESCRIPTION MODEL

In section 1, the gap between the real world features
required by the user and the available descriptions of data
set content was pointed out. Several modelling levels
were distinguished. In this section, we present our draft
data set description model that bridges the levels of
needed features (real world), representation elements
(conceptual data schema) and stored tables (logical data
schema) together.

The problem analysis points out the need for an enriched
data schema, as shown in Figure 8, with an intermediary
conceptual level between the user application schema and
the initial conceptual data schema.

Indeed, the initial conceptual data schema can hardly be
connected to user needed features for several reasons that
can be recalled here:

— It provides dense information. Depending on the level
of detail, one real world feature may be related to
several representation elements whose names are not
always explicit. It is all the more dense in that it
provides detailed information related to acquisition,
representation and storage constraints.

— It does not describe the whole information content.
The features that are implicitly represented in the data
set are not taken into account.

To be easily exploited for user needs, this initial

conceptual data schema should be simplified when too

dense information is given, and enriched with concepts
implicitly contained in data. This is the role of the
enriched conceptual data schema.
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Real world
(features)
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Implementation
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Figure 8. Usc of an cnriched conceptual data schema

In our data set description model, the relationship linking

representation features of the enriched conceptual data

schema to existing representation elements of the initial

conceptual data schema is a “yield” relationship. This

relationship must be supported by simple schema

transformation operations, as shown in Figure 9.

Real world features mentioned in the user application

schema are related to representation features of the

enriched conceptual data schema through relationships of

“possible representation”,

To distinguish abstraction levels, we borrow the concept

of representation stamp [17] from the MADS formalism

for multiple representation data:

—  User needed features carry the “usr” stamp,

—  Representation elements of the initial conceptual data
schema have the stamp “ini”

— Representation features derived from the initial
conceptual schema by transformation operations
carry the stamp “implicit” or "imp”.
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Element of the
user application
schema

Can be
represented by
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Element of the
enriched conceptual
data schema

A
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ini

Element of the initial
conceptual data schema

Figure 9. The “implicit representation ™ and “possible representation”
rclations

Some of the transformation operations can be
automatically proposed by the system, such as the
aggregation of the existing “Road section” element to
create the desired “Road” feature. Others must be
requested by the user.

In our example, the “Road” feature and the “bridging”
relationship have to be built through operations shown in
figure 9.

The features of the proposed customised data set maintain
some properties of the initial conceptual data schema
elements, which enable them to support user applications
or not. The proposed data set in Figure 9 can be used to
select roads and rivers concerned by a bridging relation.
But location of bridging points or measure of the bridge
length are not possible, whereas the initial data set
contains the required information. If such operations are
required by the user application, another solution must be
found that derives a “Bridge” feature with a geometry.

3. CONCLUSION

This paper intends to propose an approach to deal with the
problem of user access to geographic products suiting
their need. We aim at building a system designed to
specify a customised data set. The core elements of our
data set description model have been presented. This
model mainly relies on an enrichment of available data
sets: it must describe precisely the properties of available
representations elements. It finally must include the
simple data manipulation operations that can be used to
derive a data set explicitly representing the user needed
features, in a way adapted to its intended use.



This approach makes the data provider in charge of the
process of data restructuring and representation
adaptation. By the way, the data provider keeps a trace of
the data set modification and is able to assure future data
set maintenance.

In.this project, the source data sets will be limited to
existing IGN data sets, and the described content will
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probably be limited to a single theme like water bodies.
Even if it dramatically reduces the area of possible
custom-made data sets, it will enable us to explore a new
type of access to geographic data. This is likely to
improve usability of existing products without modifying
their structure or their content.
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User needed ; |
information Road bz s River
Can he
représentcu
[Cimp | bridges > J
proposed imp l ini
customised Road River
data schema - :
IF |
| (construction.type = bridge ’
! and |
, shared geometry = true
[ and
| geom_intersection (river, road section)
| =true) THEN
| Link Creation picics
ini | ini ini
Repressntation Road section Linear construction River
elements
to be extracted
from the :
T : Name
initial dataset | C"° ype (ex:: bridge)

Figure 9. Data set restructuring. Links of implicit and possible representation arc shown by pale arrows.
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ABSTRACT

Spatial ontologies (SO) are used to improve the
geographical objects representation in spatial databases.
We generate SO by means of the interaction between a
spatial subject domain (SSD) and spatial taxonomy (ST).
SSD is composed by a priori spatial knowledge, which is
related to the “essential properties” (spatial data
semantics) of the geographical objects. On the other hand,
ST describes the classification among the spatial data,
according to the primitives of spatial objects
representation. Using such method, it is possible to
improve the spatial data representation establishing the
geo-information conceptualization that results useful for
subsequent spatial data processing and interpretation.
Thus, this method of spatial data semantic processing can
be considered as a knowledge discovery in the spatial
databases (SDB).

KEY WORDS

Spatial Semantics, Spatial Ontology, Spatial Taxonomy,
Spatial Subject Domain, Geographic Information System

1. INTRODUCTION

Nowadays, the spatial databases are very useful and
powerful tools to handle, display, and process the
geographical information. These databases integrate
Geographic Information Systems (GIS), which are
composed to store and process spatial data. To solve some
ambiguities in the spatial data processing and
interpretation, the geo-information should have good
quality from the input to the representation. The
“adequate” representation of spatial data is crucial for
improving the decision making in different environments

[1].

In this paper, we generate spatial ontologies based on the
spatial semantics, which can be used to represent
geographical objects by means of spatial concepts (“not
words”). Such spatial data conceptualization aim to
compress the data and facilitate the knowledge discovery
into SDB.

Up-to-date GIS do not extensively explore the spatial data
semantics. To develop a spatial semantic theory is a great
challenge in the new trends of Geocomputation field.
Thus, the spatial analysis can use alternative methods to
represent spatial data: this data representation jointly with
the semantic rules - both based on data semantics - can be
stored in a knowledge-base to generate new concepts tha

form the spatial ontologies. These concepts are defined ty

the properties and behavior of geographical objects and
explored the by human experience. In general, we seek to
correctly represent spatial objects for their subsequert

processing [2].

Several works related to semantic interoperability have
been published. In particular [3] presents an approach to
semantic similarity assessment combining two different
strategies: feature-matching process and semantic distance

computation.

An approach proposed in [4] has been achieved to
improve the spatial data handling. As described in this
work, LOBSTER system combines the artificial
intelligence techniques to provide a query language more
flexible and powerful than standard SQL. This system has
been developed in Prolog for object-oriented modeling,

geomorphology, and query optimization.

In [5] and [6] an ontology-driven GIS as a systan
integrator has been proposed. In these works, a special
model to conceptualize the geographical information and
solve problems related to the integration and
interoperability in GIS of different types at differert
levels of detail has been described.

In [7] the Naive Geography is introduced as a body d
knowledge that captures the way people reason about
geographic space and time. Probably, future generations
of GIS will incorporate formal models of naive
geography.

Other works relate to the semantic approach to the spatial
data processing based on the concept of geographic
entities. [8] enables the seamless integration of several
types of information through the use of flexible spatial
object classes. These classes are composed by the
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combination of other classes that represent the richness of
the geographic world.

Nowadays, the interoperability in GIS is approached by
using the spatial semantics representation. This
interoperability is based on the integration of spatial
schemas, query languages and sets of semantic rules,
which can provide knowledge of data and geographical
representation interfaces [9].

A peculiarity of our proposal is the definition of spatial
semantics, which is based on intrinsic properties of the
geographical objects. These properties integrate a
knowledge-base, which can be represented by concepts
that form the spatial ontologies. In other words to
generate spatial ontologies, we define a data description
that is composed by semantic properties of the spatial data
to compose the spatial subject domain. Moreover, the
spatial data are classified by spatial taxonomies. The latter
are interacted with the subject domain to generate
ontologies. In particular an improvement of representation
of the spatial databases can be achieved by using our
approach.

This proposal consists of generating ontology levels,
which can be defined by 7op or down ontologies according
to the particularization of the concepts. For this purpose,
we consider 2D partition of a map that is composed by a
set of primitives of representation. Such maps are stored
in spatial databases. However, the approach is focused on
describing the semantics of a particular map in two
dimensions, which is formed by geographical objects. The
approach attempts to find out the spatial semantics
throughout spatial ontologies. Using this approach, we
seek to enrich the concepts by means of the “interaction”
and to improve the spatial data representation.

The rest of the paper is organized as follows. In Section 2
we describe a spatial semantics definition, which is
proposed to use in spatial databases. The spatial subject
domain and the spatial taxonomy are described in Section
3. Section 4 presents the spatial ontology definition and
the interaction approach to generate it. Section 5 contains
some results for topographic case of study. Our
conclusions are outlined in Section 6.

2. SPATIAL SEMANTICS DEFINITION

To define spatial semantics, we use the essential
characteristics that involve the spatial data. Our definition
is based on providing a set of rules. This set is composed
by relationships, properties, functions and behaviors,
which define the characteristics of the geographical
objects [2].
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Figure 1. Spatial semantics definition

Figure 1 shows that the spatial semantics definition starts
with a spatial description of the geographical objects. This
description consists of topological, logical, attribute and
spatial distribution properties, which define conceptually
spatial semantic rules. To generate the description, it is
important to take into account the human experience for
establishing the constraints that compose the set of rules.
Based on these considerations, we proposed the spatial
semantics definition [2]. In which 2D spatial objects
system is defined by a set of primitives of representation,
which form a partition of a map.

A map is composed by tree basic primitives of
representation, which are the following:

Point objects. The only geometric information given for a
point object is the location, therefore it is represented by a
node.

Line objects. The geometric information given for a line
object is the location, shape and the length. This can be
done by representing it as a polyline. The nodes contain
the position information and shape information can be
derived from the angles between the edges and their
length. The edges can be linked to the line object through
the polyline, we can express this link by saying that “the
edge is part of the line object”. Because of their
definition, segments can take the role of edges in the
description of the line object.

Polygons objects. The geometry of area objects is given
by their boundaries. We assume that the definition of the
area objects is such that they cover the total area of
interest completely and that they do not overlap. In that
case, they form a geometric partition of the area. This
assumption implies that any part of an object boundary is
always the boundary between two objects. If the geometry
of these boundaries is described by polygons consisting of
edges, then any edge will have an area object at its right
hand side and an area object at its left hand side. The
possibility of the distinction between “left” and “right”
only exists if the edges are directed. Here two segments
can take the role of edges. We can obtain the length of the
perimeter and the area is the size measure.



Let P be the spatial partition as above and U; the
discourse domain (universe of geographical objects),
which consists of a set of primitives of representation
(lines, points or polygons). P is the set of partitions of the
primitives of representation that can exist in that partition
P and present in the same partition, such as shown in (1):

P=Uin{Rp,vapvaak i=l,...,0, (1

where:

Rp,is the primitive of representation “lines”.

Rpy is the primitive of representation “points”.

Rp,is the primitive of representation “polygons”.

i represents the thematic number that involves the spatial
partition.

In all cases, these sets are associated with the
geographical objects, which are denoted by Jo-

We also denote:
Orrepresents a set of operations related to the

topological properties such as: meet, contain, cover,
overlap, etc.

O, represents a set of operations based on the logical

constraints, for example: the behavior of the land is
considered to build a road in a specific zone.

O, represents a set of functions that correspond to spatial
distribution properties.
0 , represents a set of the characteristics associated to the

geographical objects such as: elevation, names, area,
direction, etc.

The properties considered for this definition can be
described as follows:

A. Topological properties (P;). These compose the spatial
object layers. They represent the topologic and geometric
shapes and the spatial relationships, keeping the
consistency as well as the congruency of the geographical
structures. Therefore Pr properties can be defined:

P, ={vf;|13p, €T, p, c0,}, @

where:

T represents the set of topological properties and,

p, indicates a particular topological property that can be
considered.

B. Logical properties (P;). They provide rules that define
the behavior, relationships and combined properties of the
spatial structures. These characteristics are focused on the
description of the phenomena, and can be used to simulate
and model the geographical phenomena behavior, based
on the human experience. Therefore P, properties can be
defined as:
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P, ={vf;|13p,eL,p,c0,}, 3)

where:

L represents the set of logical properties and,

pi indicates a particular logical property that can be
considered.

C. Spatial distribution properties (Pp). They are used to
locate any geographical object in the space. These
properties consider the spatial reference of the
geographical systems. Therefore P, properties can be

defined as:
B, ={vf;13p, € D,p, c O,}, @)

where:

D represents the set of spatial distribution properties and,
pa indicates a particular spatial distribution property that
can be considered.

D. Aunribute properties (Py). They describe the
characteristics about a phenomenon. It is necessary to
consider gualitative and quantitative attributes, because
these specific attributes support the knowledge of the
similarities between the geographical objects. Therefore
P, properties can be defined as:

RJ={VfGIHPaEA’paCOA}i (5)

where:
A represents the set of attribute properties and,

P. indicates a particular attribute property that can be
considered.

Therefore, the initial exploration to define a priori and
intuitive spatial semantics (Sg) is the description of the
content of all these properties and relations that are
involved them, in any spatial partition P.

S :coment(L"JU,.ﬁ{Pr AL, A PP, }] L (6)

i=l

All the properties are considered in the object systems of
a finite space of geographical objects. Therefore, the
content of the set of spatial rules reflect the topological,
logical, spatial distribution and attribute properties of the
spatial data. In general, in this definition, we are looking
for improving the spatial data representation for their

subsequent processing [2].

However, considering the content of all these properties
and relations, the spatial semantics is defined by the
interaction (between the spatial taxonomy and the spatial

' The concept of “content” will be particularized in the following
scctions in dependence on application.
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subject domain) iterative process with the possibility to
feedback this process to gencrate the spatial ontologies
again in the following interaction. Each new defined
concept is put into spatid subject domain. Then the
interaction process is repeaked up to no new concepts
found. The resulting spatial ontology represents the
semantics of the spatial object system.

In this sense, the spatial semantics relates the content and
the data representation of entities or framework_s oi_' the
real world. The main purpose of spatial semantics Is to
identify the characteristics of geographical objects, which
belong to different spatial databases and adapt them to the
resolution levels of the spatial information [10].

The idea to usec spatial semantics for repres_cnting
geographical objects is focused on generating a
knowledge-base. This depository is based on the human
experience and the “essential” properties of spatial data.
The knowledge-base can be transformed into a Spatial
Expert System (SES), which stores a set of scmanlical‘ly
defined rules [11]. Based on defined rules, a spatial
taxonomy is generated. This spatial taxonomy is defined
according to the primitives of representation of the spatial
data. Spatial subject domain embedded into the
knowledge-base interacts with the spatial taxonomy; that
is Spatial Semantic Analysis (SSA) Figure 2 shows the
scheme of the Spatial Semantic Analysis.

Represented by
Concepts L_ s

=

Genenate
o g Y RS ﬂ
| e e Do

Classity

Figure 2. General scheme of the spatial semantic analysis

3. SPATIAL SUBJECT DOMAIN AND
SPATIAL TAXONOMY

In our approach, the interaction between the subject
domain and the taxonomy generates the “ontologies”,
according to the spatial semantic rules. These rules are
composed by the “essential characteristics” of the
geographical objects. :

We define the rules to classify and represent the spatial
entities. In this context, our approach leads to the
“correct” representation of the spatial data. We have to
look for the most adequate representation in each case of
study.
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3.1 SPATIAL SUBJECT DOMAIN

Spatial Subject Domainis defined as a set of “names” tha
describe the primitives of spatial representation. Thus, we
can start with a priori knowledge of the geographical
objects that appear, e.g. in the map legend. For instance,
“blue” lines are united under the concept (name) “river”
and “black” lines are united under the concept “fracture”,
etc. In reverse, the different concepts are united under the
same description of the spatial representation that is
“line”. The interaction between the subject domain and
the taxonomy is used to locae concepts into the spatial
subject domain that correspond to a case of study, and to
process these concepts to generate spatial ontologies [2].
Figure 3 shows the definition of spatial subject doman
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Figure 3. Interactions of Spatial Subject Domain

In our approach, it is important to count with a priori
knowledge that is defined by the user depending on the
case of study. However, the prompt is that this knowledge
should be composed by the relationships, properties,
functions and behaviors, which describe the
characteristics of the geographical objects and these
should be put into the spatial subject domain.

For this purpose, it is convenient to consider a particula
case of study to define the knowledge, because the spatial
subject domain interacts with the spatial taxonomy
according to the spatial thematic.

To define the spatial subject domain, it is necessary to
elaborate a description of the thematic to analyze,
considering the main elements that compose this theme,
such as the data model and the resolution levels of the
spatial information. For instance, suppose that we have to
generate “concepts” related to topographic data.

All the characteristics, which are considered in spatial
description of the spatial subject domain, should represert
relationships between themselves too. Spatial subjed
domain should recognize the different semantic levels ofa
priori knowledge that is stored in this domain. A
framework of this description for the topographic data is
presented in Figure 4.



<Spatial Data Description>
<Layer_Name:Topo>
<Thematic:Topography>
<Type:Line>
<Geographical Properties>
<Projection:UTM 14>
<Datum:NAR_D>
<Units:METERS>
<Spheroid:GRS1980>
<Scale:1:50000>
<Geographical Features>
<Aqueduct relationship with the land >
<Values domain:
Underground
Superficial>
<Condition of Aqueducts >
<Values domain:
Construction
Operation
Not use>
<Type of airports>
<Values domain:
International
National
Local>
<Type of streets>
<Values domain:
First order
Second order
Third order
Fourth order>

<Population>
<Values domain:
State:
Low inhabitants
Medium inhabitants
Large inhabitants
City:

Low inhabitants
Medium inhabitants
Large inhabitants
County:
Low inhabitants
Medium inhabitants
Large inhabitants>
<Type of roads>
<Values domain:
Pavement:
One rail
Two rails
Three rails
Four rails
More than four rails
Unpavement
Breach
Path>
<Hydrology>
<Values domain:
Intermittent
Always presented>
<Contour>
<Values domain:
Depression
Altitude>

Figure 4. Partial description of spatial subject domain for topographic

thematic
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Using this description, it is possible to obtain “concepts”
related to the topographic thematic, besides that, it is
required that the spatial subject domain interacts with the
spatial taxonomy to generate the spatial ontologies.

The description used to obtain the concepts is not general.
Every case of study is different, because it presents
characteristics that cannot be defined in a “general way”.
Thus, a priori knowledge is defined by every particular
environment. In other words, it is not possible to develop
a “general” spatial subject domain, not only for the
complex structures that provides the shapes of the
primitives of representation but also by the behavior,
which is defined by the properties of every geographical
object (line, point or polygon).

3.2 SPATIAL TAXONOMY

We define a spatial taxonomy as a classification method
to describe every spatial entity (primitive of
representation) [2]. The use of spatial taxonomies is
served to classify and organize a priori knowledge in a
hierarchical way. It can be communicated throughout
spatial subject domain to make an interaction for
generating the spatial ontologies. In this classification, the
spatial entities can be generalized according to some
spatial semantic rules.

We consider a subset of spatial data, which is generated
by the spatial taxonomy for every spatial thematic layer
that is stored into the spatial database.

Using this schema, we can define the spatial semantics of
the geo-information. This method allows processing the
geographical information according to the semantics of
the geographical objects.

Figure 5 shows a general scheme of the spatial data
conceptualization and representation as an interaction
between the taxonomy and the subject domain.

Figure 5. Spatial data representation based on spatial data
conceptualization
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In general, our approach uses the object properties and
generates a set of spatial semantic rules. All generated
rules are stored into a knowledge-base, which relates and
classifies the geographical information according to the
characteristics that correspond to each geographical
object. The spatial data are classified in spatial digital
layers, which are defined by basic primitives of
representation of the spatial data such as arcs, points and
polygons. Thus, a spatial taxonomy is generated. The
taxonomic classification is based on the properties of the
spatial data (Figure 5; the union of dotted rectangles).

To generate the spatial taxonomy, we establish spatial
semantic rules. They are defined by the properties of the
spatial data (Section 2). Therefore, to maintain these rules,
we use a set of artificial intelligence techniques, which
support the retrieval and acquired knowledge processes.
The acquired knowledge represents other characteristics
of the spatial data, which are used to partially automate
the spatial representation. This representation sometimes
calls for the human intervention to solve problems related
to the ambiguity between the different contexts that the
spatial data can take in a case of study.

4. SPATIAL ONTOLOGY GENERATION

Most widely accepted common conceptualization of the
geographical data is based on the description of
geographical objects and fields [8]. These objects are not
necessarily related to a specific geographic phenomenon,
because human-built features are typically modeled as
objects. The spatial semantics definition (Section 2) is
proposed and aimed to correctly represent spatial data in
an alternative and universal way to generate spatial
ontologies.

For this purpose, we consider a spatial ontology as an
explicit and structured specification of conceptualization,
that is, a description of the concepts and relationships that
can exist between the geographical objects. In this
context, the spatial ontologies represent definitions,
functions, attributes, relationships, etc., of the
geographical objects by means of “concepts” [2]. Besides
that, ontologies can be considered as “languages”, which
use a specific vocabulary to describe entities, classes,
properties and functions related to a certain view of the
geographical world [10].

These concepts are considered as a knowledge, which can
be put into the knowledge-based system. This knowledge-
base can be used to share concepts, according to the
spatial semantic rules that correspond to the spatial data
by using an agent interaction language. [12).

In particular, our approach is designed to solve the
ambiguities that can exist with single characteristics of the
geographical objects, because the spatial ontology is
defined by concepts (not by words) according to the
geographical objects.
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It is important to make a distinction between ontology and
conceptualization [8]. According to Guarino, an ontology
is a logical theory accounting for the intended meaning of
a formal vocabulary (i.e., its ontological commitment to a
particular conceptualization of the world), whereas a
conceptualization is the formal structure of reality as
perceived and organized by an agent, independently of the
vocabulary used or the actual occurrence of a specific

situation.

To mimic the ontologies in spatial data modeling, we
consider three stages to model the spatial data
representation. Real world stage, which is composed by
the geographical objects and phenomena that will be
modeled in the computer. Logical stage consists of formal
definition of these objects considering their properties and
behavior. Representation stage is a description of the
geographical objects and phenomena based on the

"definition proposed in the logical stage. These stages are

shown in Figure 6.

The schema shown in Figure 6 can be used to catch what
human-mind perceives about the real world. The sense of
the model has several concepts as rivers, contours, roads,
soils, etc. The logical stage is composed by the formal
description of geographical objects. Later, the
representation stage represents the ontologies that can be
generated from the formal description.
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Figure 6. Stages to model the spatial data representation to gencrate
ontologics

Therefore, we assume that spatial ontologies should be
essential components of the logical stage for geographic
data modeling [8].

Moreover, the geographical environment uses different
levels of ontologies to guide processes for the extraction-
representation (E-R) of more detailed geo-information and
to allow the E-R of geographical objects in different
stages of classification.



The spatial ontologies can be classified by levels
according to their dependence on a specific task or point
of view. These levels are generated for a specific spatial
ontology (fop-ontology) and it can be particularized to
define a particular ontology (down-ontology). There are
also different levels of information detail. Low-level
ontologies correspond to very detailed information and
high-level ontologies correspond to more general
information.

In this situation, the generation of more detailed
ontologies should be based on the high-level ontologies,
such that each new ontology level incorporates the
knowledge present in the higher level. These new
ontologies are more detailed, because they refine general
descriptions of the level from which they have been
generated [10].

The levels of ontologies can be used to guide processes
for the extraction of more general detailed information.
The use of multiple ontologies allows the extraction of
information in different stages of classification.

The use of explicit spatial ontologies contribute to better
correct spatial representation, because every geographical
object description is based on an implicit ontology,
making it explicit avoids conflicts between the ontological
concepts and the implementation.

On the other hand, spatial ontologies play an essential role
in the conceptualization of spatial databases, allowing the
establishments of correspondences and interrelations
among the different domains of geographical objects and
relations.

For instance, the concept “Limit” can be represented in
different contexts in diverse spatial databases. “Limit” in
some cases represents “coast boundary”, separation
between the “ground” and the “sea”, “contour of value
zero”, “boundary” among two regions (states, countries,
etc.), and so on (Figure 7).

IS PART OF

A4

Separation
ground & sea

Figure 7. Scmantic network related to the concept “Limit” interpreting
the diffcrent concepts related to “limit” for subscquent spatial
representation
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For the concept “Limit”, we can use a semantic network
to interpret and organize the different context that it can
take in the spatial ontology as presented in Figure 7.

Using this approach, we can generate specific spatial
ontologies after defining the top-ontology to particularize
the conceptualization in other specific ontologies (down-
ontologies). ’

We propose a schema to generate the spatial ontologies.
This schema consists of a set of spatial semantic rules that
are stored in a knowledge-base. The rules are defined by
the characteristics and behavior of the geographical
objects. Spatial subject domain is used to work with a
priori knowledge and interacted it with the spatial
taxonomy to find out the concepts related to the spatial
thematic aimed to generate the spatial ontologies. Figure 8
shows the schema to generate the spatial ontologies.

The use of ontologies in spatial databases enables
knowledge sharing and information integration. The
proposed approach provides dynamic and flexible
information exchange and allows partial integration of
spatial data when completeness is impossible.

Por Lp el
- reprvient sben
e
X, base rswﬁd
— \ Cenarute
NEGE Spatial
Trarmisor

Figure 8. General schema to gencerate spatial ontologies

This can help to the next generation of spatial databases to
solve semantic ambiguities in the available geo-
information, because the context of the spatial data can
change, according to the case of study or for the
representation state by means of concepts of the geo-
information.

5. PRELIMINARY RESULTS

The following results illustrate the interaction between
spatial subject domain and spatial taxonomy, to obtain
spatial ontologies by using the spatial semantics
definition. Some tests have been made to prove our
approach.

We design a spatial taxonomy related to topographic
thematic, it is convenient to consider a particular case of
study. Figure 9 shows the taxonomy of topographic data.
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Figure 9. Spatial taxonomy for topographic thematic and its intcraction

To generate the spatial ontology, it is required that the
spatial subject domain interacts with the spatial
taxonomy. As a result of this interaction, we can obtain

inistration Spatial
Query M ‘subject domain
2= [<contour>
) Depression
Altilude>

Interaction process

“concepts” related to the topographic data in different
semantic contexts. For instance, in Figure 10 the concept
“Limit” of spatial ontology is gencrated. This spatial
ontology presents several “sub-concepts” related to
“Limit”. The users make a query to the geographical data
according to the criteria or interested concept that they
need.

The query functionality is the following: the user makes a
request by means of a GIS-application, which sends it to
the administration query module to process the request for
obtaining the spatial ontology. Inside of GIS-application,
a priori knowledge that is stored in the spatial subject
domain interacts with the spatial taxonomy, considering
in this case, the “arcs” as primitive of representation.
Figure 10 shows the mechanism to obtain the spatial
ontology by means of GIS-application. The architecture
of the GIS-application is described in [2, 13].
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Figure 10. The concept “Limit” in spatial ontology that represents the contours

Figure |11 shows the query mechanism to describe the
concept “Roads” into the spatial ontology. In this case, the
ontology is composed by several “sub-concepts”, which
are ordered in a hierarchical way. In Figure 11, we see the
different levels of the concepts, starting with a top-level
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(Roads) and finishing with down-levels (One rail, two
rails, etc.). When the ontologies present more levels of
concepts, it is possible to particularize these in sub-
concepts, while the level is less (down-level), the concept
is more particular.
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Figure 11. The concept “Roads” in spatial ontology that represents pavement roads with one, two, three and four rails

6. CONCLUSION

In the present work, the spatial semantics definition to
represent geographical objects has been sketched. This
definition is developed considering the intrinsic properties
of spatial data, which are defined by the basic spatial
representation primitives. The properties involved in this
definition are: topological, logical, spatial distribution,
and attribute.

By using our method, it is possible to classify
geographical objects, generating a spatial taxonomy. The
proposed definition of spatial subject domain is oriented
towards an interaction with spatial taxonomy to
conceptualize the spatial databases. Also, we presented a
spatial data description that is based on a set of spatial
semantic rules, obtained from the spatial object analysis.
Using this set of rules, the request of the user evaluates
and filters the geo-information according to the semantic
criteria.

In essence, the spatial subject domain is defined as a set
of “names” that describe the primitives of spatial
representation. Thus, we can start with a priori knowledge
of the geographical objects to examine the spatial data,
which interact with the spatial taxonomy to generate
spatial ontologies.

We attempt to show an alternative approach to represent
spatial data considering their spatial semantic properties,
besides that, it can act as a system to integrate geo-
information at different levels of detail.

The proposed spatial ontologies represent real world
entities using a hierarchical structure, which is composed
by “concept” (not words). These concepts can be formed
by definitions, functions, spatial properties, rules,
relationships that constitute the spatial semantic analysis.

Moreover, the spatial ontologies catch the semantics of
geo-data to provide additional information related to the
concepts. These ontologies can be used to establish
agreements about diverse views of the world and
consequently carry out the “meaning” of the geo-
information. In many situations this geo-information
embedded in the spatial representation of geographical
phenomena in the human-mind.

Use of ontologies in spatial databases enables knowledge
sharing and information integration. The proposed
approach provides dynamic and flexible information
exchange and allows partial integration of spatial data
when completeness is impossible.
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This approach can aid to solve semantic ambiguities
between the available geo-information, because the
context of the spatial data can change, according to the
case of study or for the representation state by means of

concepts of the spatial data.
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ABSTRACT

Geographic web services will soon become subsumed in
the e-commerce world, a world where the composition of
simple or atomic services to build compound services is a
key characteristic. Since currently no detailed model of
composite geographic web services exists, and within the
scope of work on a European Union-funded project, we
define such basic composition as part of an effort to test
for geographic web service interoperability. Rather than
adopting current static methods, we build on the concept
of weak composition and provide a model for defining,
composing and invoking compositions in a flexible
manner. We demonstrate a prototype application for this
purpose, and illustrate its utility through a simple
arithmetic function composer scenario in which complex
arithmetic expressions could be easily evaluated in base
of the composition of atomic services. Benefits of this
weak composition model over process-oriented
alternatives are mentioned. Extension to geographic web
services within an emergency management use case is
proposed and necessary semantic and other extensions are
outlined.

KEY WORDS

Web services composition, weak composition, semantic
interoperability, interoperability testing.

1. INTRODUCTION

E-commerce has become so important over the past few
years that it promises to become the global business
paradigm of excellence in the near future. E-commerce
services will naturally subsume the niche market of
geographic information services, which are the ultimate
focus of the work reported here. One of the principle
characteristic for a mature and consolidated e-commerce
will be to offer not only atomic services to be used ad hoc
but also compound services based on the chaining of other
services (atomic or also compound) which are then
invocated using web technologies. The study of workflow
(and corresponding services) has over the past few years

provided techniques for modelling the flow of activities,
normally known a priori, that are executed procedurally
within a controlled, homogeneous intra-organizational
environment, and where a single participant controls the
flow. Within the web context, however, it is not always
possible to encounter services which are homogeneous
with respect to their composition. In the heterogeneous
and dynamic context that is the web, diverse services may
appear and disappear without warning. For electronic
commerce to reach its expectations, it would seem unwise
to attempt migration of traditional process modelling
techniques to these new open environments [1]. It would
seem more logical to adapt the process models to inherent
positive characteristics of the web, which implies weak
composition (akin to late binding). For this reason, and
within the realm of the European Union-funded project
ACE-GIS [2] we propose a novel approximation defining
a declarative composition model which is consistent with
the open and dynamic characteristics of web architecture
and behaviour. ACE-GIS proposes to build a developers
platform for model-driven design and invocation of
compound geographic information services (in addition to
basic e-commerce services such as authentication and
eventually payment). While judging the conformance of a
novel web service to the implementation specifications
within Open GIS Consortium is quite straightforward",
the leap from one-to-one conformance to true
interoperability among diverse web services has yet to be
realised. In fact, measurable interoperability has yet to be
defined satisfactorily, which is why the authors undertook
the present study.

The weak composition model described in [3] outlines a
declarative composition model for web services, which is
centered around descriptive aspects, on interoperability
and on scalability. Basically, a web service composition is
defined as a set of atomic or compound web services
which interact according to certain logical rules. These
logical rules specify the patterns of composition (serial,
parallel, etc.) which describe the execution order of the
services involved in the composition, and the connection
flows established for the data flow between services.

1 See wwiv.opengis.org and follow the link to Jmplementation
Specifications .
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In comparison With other composition models which are
process oriented [4, 5], the approximation presented is
essentially oriented to abstract interfaces anq uses a
backtracking-mode algorithm for the invocation. _'l'he
resulting composition graph [3], as logical relations
between services, is defined implicitly by the very
structure of the composition. This graph may be termed a
tree structure, whose leaf nodes are linked to atomic
services, and whose internal nodes represent virtual
intermediate compositions, where the root node represents
and encapsulates the entire composition. During
invocation this data structure is evaluated by the
Interpretation Handler (see section 2) for the orchestrated
invocation of the composition’s services via }he
Invocation Handler (see also section 2). Only at execution
time are the necessary connections identified and
established in order to invoke all relevant services, hence
one characteristic that defines the term weak composition.
Internal nodes with compound descriptions provide both
composition patterns and connection flow descriptions.

Weak composition differs from the architecture of
traditional workflow management systems because the
latter are essentially process oriented in the construction
and execution of the composition graph. In existing
approximations the developer normally must work with
the entire graph, and so complexity increases noticeably
as the composition grows. However, the approach
described here holds the advantage that in the majority of
process models, as complex as they may be, the logical
composition graph may be decomposed into basic
patterns, serial or parallel, of just two services at a time.
The final composition encapsulates the complexity of the
model in a manner similar to that of class hierarchy in
object oriented languages; the main difference being that
here we refer to abstract interfaces and not instantiations
of classes.

The reader may be wondering why we have not exploited
one of the several existing languages for the composition
of web services, such as BPEL4WS, WSCI, BPML, etc.
[6]. Within our perceived use case, of chaining 2 or 3
well-known geographic web services—say a Web Map
Server to a Web Feature Server—to known e-commerce
services such as authentication, is not necessary to
overload the system with notions of conditional iteration
of web services or feedback among them. Therefore, we
consider web services composition without a procedural
language, only based on appropriate pattern definitions
and the inherent structure of the service description. In
addition, there currently exists no international consensus
on standard languages for composition; most are merely
commercially-driven proposals [7].

Similarly, within traditional flow context, we recognise
efforts toward defining standards for workflow
interoperability (such as W-XML or SWAP) between
workflow management systems [8], but this also has not
shown a great deal of consensus.
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For this reason, we have proposed a new approach
different from current languages, and in the context of the
goals of the ACE-GIS project.
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Figure 1. Relations in weak composition (after [9])

A fundamental requisite of organisations (businesses) in
the near future [10], will be rapid and dynamic integration
of applications and processes to adapt to the web
environment. As a first step they often “wrap”
applications accessible within the organisation as web
services, to facilitate their access by all participants
involved in a certain collaborative effort. Current web
services technology permits the establishment of loosely
coupled connections, which improves interoperability
(syntactic at least) among heterogeneous services. At the
moment of creating compositions of different available
services, new relations appear among the basic elements
which form the composition. These relations are shown in
the class diagrams in figure 1.

From our viewpoint a general web service can be
considered an atomic service or a composition of such
general services. In either case the resulting composition
should appear to the user as a single entity with which to
interact. This affords several benefits including
encapsulation of the underlying service complexity and
straightforward reuse of a composition in future
compositions. The standard manner of describing external
behaviour of a web service is via Web Service
Description Language, WSDL [11]. Each web service
carries with it a WSDL description of the functionalities it
offers. In treating a composition as an atomic web service
(a so-called opaque service chain) this composition also
carries a WSDL describing the entire functionality of the
composition. However, in these composition descriptions
only the abstract description is present, without details on
concrete implementation: things such as access protocols
or location points. Service compositions at the abstract
level fit comfortably within the weak composition
concept, unlike concepts of tightly coupled components
within distributed computing models such as CORBA,
RM], etc.

In addition to the abstract WSDL description a
composition incorporates the specification of composition
patterns and connection flow established for the services



within a composition. These are encoded declaratively in
an XML WSDL extension (see Annex for a complete
example). Additional aspects such as the quality of
service (QoS) desired in a composition, semantic
attributes or security considerations, may also be
embedded declaratively in the description. This together,
abstract WSDL plus XML extension, forms an abstract
interoperability interface of the composite service, a basic
unit, which is interpreted by the Interpreter and Invocation
Handlers (see figure 2) in the model presented. This
composite WSDL description (which for the time being
we will call WSDL++) is fundamental for the weak
composition process, as the approximation follows an
abstract component-based model, which facilitates
interoperability and connectivity between services.

The remainder of the paper describes in some detail the
process of composition and invocation, fundamental
building blocks in the conceptual architecture which
exploits the weak composition concept. Then we provide
a simple example of a prototype implementation of
composition and invocation. Finally, we provide
conclusions and ideas for future research.

2. CONCEPTUAL ARCHITECTURE

To be able to define the function views that are
established in the proposed architecture for composition
and invocation of web services, we describe first a global
vision of this conceptual architecture detailed in [3].

Basically, the architecture supporting the weak
composition concept is composed of 5 layers providing a
sort of middleware between the users and the external
components such as web services, registries and catalogs:

(1) User layer, formed by applications and
interfaces directly accessible by the end
user;

(i1) Composition  layer, responsible  for
generating the declarative description of the
composition;

(1i1) Additional  components layer, which
contains other components of the
composition, such as security, quality of
service, semantics or system monitoring;

(iv) Invocation layer, which interprets the
composition and executes it;

v) Local storage layer.

From this conceptual architecture of middleware layers,
we establish essentially two functional views of the
system, to aid in composition and invocation of services:

(1) Composition view;

(i1) Invocation view.
The composition of services involves primarily
components of the user and composition layers. At the
user layer are found the components Searcher, Browser

© Granell ef a/GEOPRO 2003 ~ ISBN: 970-36-0103-0

and Registry, while the components Composition Handler
and Description Handler together form the composition
layer of the conceptual architecture. Similar to the
composition view, the invocation view contains
components pertaining to the user layer, which are
assigned to locate, select and navigate among the desired
web services. Logically, this view also incorporates the
invocation layer, which is necessary for the execution of
web services compositions; this layer is comprised of the
Interpreter Handler and Invocation Handler components.

The remainder of this section describes in detail the
process of composition and invocation of web services,
under the guidance of the weak composition conceptual
architecture.

2.1 COMPOSITION VIEW

In figure 2 we illustrate a UML sequence diagram
outlining the mode in which the search and composition
of web services is carried out.

The first 4 steps define the search for available web
services, atomic or already compound, supposing the
presence of a service catalog accessible locally or
remotely (ultimately via web). Once the services are
selected, the composition process is initiated (steps 5-14).
This composition is supervised by the user with assistance
from the Coordinator component. During the composition
process, first we establish a composition pattern and
connection flow for the messages involved in linking a
pair of web services (step 5). As mentioned earlier,
component-oriented composition consists of decomposing
complex compositions in basic patterns of pairs (avoiding
the need for a flow language). In this manner the desired
composition is constructed in multiple iterations of
composing two at a time: for example, simple to simple
forming complex, then complex plus another simple, etc.,
hence the qualifier incremental in the title of the paper.
Current composition languages allow construction of
several services simultaneously [6], however in our
geographic web service context it is not realistic that a
user would combine, for example, 10 services at the same
time. Therefore, in principle, we prefer a simple and
consistent manner to create compositions instead of
increasing the cardinality of services composition gach
time. (This paired process is akin to software debugging,
where it makes sense to correct and test one bug at a time.
Here we are assured that each paired composition works
before we proceed to link another to the composition.) In
the prototype application presented the user manually
establishes the connections between the two parts
(services). One of the immediate goals is to eliminate this

" There is no problem in defining patt erns of higher order or even some
kind of model language.
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Figure. 2. Sequence diagram for search and composition of services

needs for human intervention to reach increasingly pure
levels of automated composition, perhaps initially
monitored by the user. This can only be accomplished
through the addition of semantic translators, ontology
parsers and addition of semantic tags [12], in line with the
grand proposal of the semantic web [13]. These
extensions are already contemplated within the presented
conceptual architecture. For example, a semantic
component describing web services and their data types
will be in charge of enriching these descriptions from
domain ontology (such as for example, transport experts’
vocabulary) in order to allow an inference engine to be
able to perform “matchmaking”, to dynamically detect
valid pairs of web services.

The composition process starting at step 7 is automated
and controlled by the Coordinator component. During
step 8 the Description Handler component encodes the
composition pattens and flows in a declarative format
based on XML [3]. Later the components from the
Invocation layer interpret this encoding at the moment of
invocation of the compound service. This format
describes two fundamental aspects of the composition:
how to connect and in which order to combine the two
services, and what should be the external behaviour of the
completed composition. The first aspect defines the type
of composition, normally serial, and the connection flow
for representing the data flow between the two services.
The second aspect describes the abstract interface of the
two services viewed as a single, independent web service.
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On this occasion the abstract part defined in the WSDL
specification is used. Finally the resulting WSDL++
description of the composition is added to the service
catalog, thus exposing the new composition for future use
(steps 10-13).

The WSDL++ description of the resulting composition is
compatible with the WSDL standard. Any WSDL viewer
should be capable of interpreting correctly WSDL++
descriptions produced by our prototype, ignoring the new
tags added by our model.

2.2 INVOCATION VIEW

Figure 3 includes a UML sequence diagram which
illustrates the mode of search and invocation of both
atomic and compound web services.

In general terms the invocation of a composition requires
an analysis of the associated description to encode the
composition graph as a tree structure. Then, once this
structure is created it is traversed in backtracking-mode,
invoking the component web services and chaining the
results obtained according to the connection flow defined
in the WSDL++ description.

As in the composition view, first off the user selects the
service or composition he or she wishes to invoke. The
invocation process is totally automated and controlled by
the Coordinator component. The user need only facilitate
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Figure 3. Sequence diagram for search and invocation of compositions

the initial parameters of the composition and await the
composition’s response (steps 5 and 14). The Interpreter
Handler (step 6) realises two basic functions. The first,
recursively interpret the WSDL++ of the composition. As
all compositions are comprised of services, the Interpreter
Handler analyzes the composition description in search of
the services which compose it. If it encounters atomic
services then the search halts and no further analysis is
needed. If, however, it encounters compound services, the
Interpreter Handler continues analyzing the new
composition until it reaches a pair of atomic services.

This analysis algorithm extracts the composition graph
from the very structure as defined by the composition
description. The second function of the Interpreter
Handler is the creation of the tree structure as an
implementation of the composition graph. In this
interpretation process we can appreciate how the
composition graph is implicitly defined by the
composition structure. As a consequence, at no moment
does the user need to construct the complete graph at
design time in order to create the desired composition.

Once the tree is created, the Invocation Handler
component takes control to initiate the invocation process
(steps 8-13). Invocation is a backtracking process where
the leaf nodes are directly invoked as atomic web services
(step 10) via the Web Services Invocation Framework
(WSIF) [14], and open-source APl provided by the
Apache Software Foundation (www.apache.org) which

permits the invocation of web services in manner which is
independent of protocol or access method (SOAP, HTTP
GET/POST, etc.). Intemnal nodes on the tree are not
directly executable because they describe virtual
compositions. Their mission is to interpret the
composition patterns and connection flows of the children
nodes, that is, decide whether to execute them in series,
parallel etc. and how to establish the data flow between
these children nodes.

The current implementation of our model executes the
service composition via the invocation of each instance
and connects the information between services as a
function of the data flow established by the user. This
vision of static composition has availability problems if
one of the services constituting the flow is not operational
or available at the moment of execution. Future
investigations are aimed at dynamic services composition
at execution time, whereby the composition itself is able
to detect functional anomalies and can substitute defective
services with alternates in a transparent manner.

Aside from the mentioned limitations, backtracking-mode
invocation through the weak composition model achieves
a dynamic binding with concrete web service ins_tanf:es at
execution time. The access mechanism to a service 1s not
known until the moment of invocation. In this way,‘lhe
composition using the abstract interfaces prow.des
maximum flexibility compared to binding at design time
of the composition.
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3. AN EXAMPLE: ARITHMETIC
FUNCTIONS COMPOSITION

In this section we present a web based prototype
application which has been devel.opcd for the rfapld
integration, composition and invocation of w_eb services,
in an incremental fashion. Utilization of this prototype
permits us to test and demonstrate a first approxim:_mon of
the component based composition described here, its pros
and cons, as well as the backtracking process in the

composition invocation.

Following an interesting example of human a'rithmetic
composition during World War I, described l?y
Feynman" [15], we compose functions based on a chain
of basic arithmetic operations, each exposed as a web

service.

This simple example is illustrative in order to demonstrate
the capabilities of the prototype application. Future work,

already under way, is to apply the prototype to.geogmphic
web services, beginning with well-known services such as
those defined by Open GIS Consortium, such as a
composition of a Web Map Service and a Web Feature
Service. While these tests will be far more realistic and
useful to an end user, they pose a degree of complexity
which does not help us to explain the basic concepts in a
didactic manner here.

Our simple example is based on the four basic arithmetic
operations (addition subtraction, multiplication, and
division) each of which is exposed as a separate web
service. Each web service implements an operation
through a single public method of the type:

Add (opl, op2) : AddReturn
Subtract (opl, op2) : SubtractReturn
Multiply (opl, op2) : MultiplyReturn
Divide (opl, op2) : DivideReturn

Imagine that we wish to solve compositions of arithmetic
functions. For example if /'y g are combinations of basic
arithmetic functions, then f/ & g would be a valid
composition of functions. The function /' might be defined
as the combination of a sum and a division, whereas the
function g might be another combination of the operations
subtraction and multiplication:

S(x,»,2)=

xX+y

z
glu,v,w)=(u-v)*w

' Nobel prize-winning physicist Fe ynman describes how, during the
Manhattan Project in Los Alamos, he formed ‘chains’ of dozens of
female data processors, each armed with a mechanical calculating
machine and assigned to receive a punch card from the previous person,

perform a single mathematical operation on it --addition, subtraction,

cube root, etc.--and then pass it to the next person.
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In this manner the composition / & g would take the

following form:
xX+y

Y=v)*w

[f®g=f®g(x.y.z,v,w) = g(f(x,p.2),v.w) = ((

z

If we analyze the resulting composition, it would be
formed by a combination of simple arithmetic services.
Evidently, it would be totally inefficient to attempt to
create a separate and permanent web service for each
possible arithmetic composition. In this case no service
exists to resolve f & g, however exploiting the
combination of existing simple services it becomes
possible to meet the special needs of the desired
combination.

The remainder of this section describes in some detail
how we realize the composition and invocation of
arithmetic functions using the prototype which
implements the weak composition model.

3.1 COMPOSITION OF
FUNCTIONS

ARITHMETIC

The construction of compositions in the weak
composition model follows an incremental, top-down
design, that is to say it is initiated with the union of
atomic services to form intermediate compositions, until
arriving at the compound compositions desired by the
user. In order to create the composition / & g, we
previously would need to have created the intermediate
compositions /'y g. Consequentially, there are three new
compositions awaiting in a registry, to be reutilized at
another moment or by other users: £, g and f ®g.

Figure 4 shows the component Composition Handler for
the creation of f at the moment of specifying the
composition pattern and connection flow. This component
is divided in two zones. The upper part shows information
relevant for the user of two services to be combined, as
for example the Add and Divide operations. In the lower
part, the more interesting part, the composition pattern
and connection flow for the two services are specified.
Specifically, the output parameter AddReturn of the Add
operation with the input parameter op/ of the Divide
operation. The other input parameter of Divide, op2, is
defined as a parameter external to the composition that is,
introduced by the user at the moment of invocation.

Additionally, in this prototype it is possible to define
input parameters as constants, whose value remains
embedded in the WSDL description of the composition.
Once the parameters defining the composition are
configured, the Description Handler component creates
the associated WSDL++ description and adds it to the
registry of available services (see Annex for the complete
WSDL++ description of composition f).
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Figure 4. Specification of a composition pattern and th e connection flow for the creation of composition f.
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Figure 5. (a) - User sets initial parameters for f @g composition invocation; (b) - Result for /' ®g composition invocation.
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In the same way, the user creates a composition g and
then the final composition / & g, from the intermediate
composmons f and g. This iterative method of gradual
composition encapsulates the complexity of the
composition at design time. It is far easier for the user to
compose f ®g from fand g than from the basic arithmetic
operations themselves.

Also, the incremental composition model alongside the
possibility to independently invoke each intermediate
composition created, facilitates debugging a priori.
Utilizing this prototype it is possible to create each
intermediate composition, execute it, and validate it
correct operation. This characteristic helps save effort in
later debugging steps in the final composition.

3.2 INVOCATION OF ARITHMETIC FUNCTIONS

The invocation process is centred on tree structure for the
composition graph. The general invocation process of any
composition is comprised of the following steps. The user
introduces the initial composition parameters. Then the
components of the Invocation layer are charged with
creating the tree based on the description of the
composition, with invoking the composition while
establishing the data flows between connected services.
Finally the component Coordinator returns the resulting
data to the user.

Returning to the example of invocation of the
composition f/ & g, the user introduces the initial
parameters of the composition (see figure 5a). Next, the
Interpreter Handler is responsible for creating the tree
structure. During the process of analysis the Interpreter
Handler creates a node for each composition or atomic
web service encountered, establishing double links
between a father node and its children nodes. The initial
invoked composition is identified by the root node. Each
of the atomic services or intermediate compositions
forming a given composition is converted into a child
node of the node identifying the main composition.
Specifically, the composition / & g is converted in root
node and the compositions /'y g as children nodes on the
left and right respectively. Continuing the analysis
recursively, the node associated with the composition f
contains as children the atomic web services Add and
Divide, while the node associated with the composition g
contains the services Subtract and Multiply.

Once the tree is constructed, we need only to invoke it to
obtain the composition’s result. It is not possible in all
cases to establish a priori the concrete value of the data
flow between the services comprising the composition.
Normally dependencies at execution time will impede the
specification of concrete values for all parameters of web
services. It is necessary to utilize a backtracking mode
algorithm to traverse the tree, in order to realize
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simultaneously the downward search and adjustment of
inter-service data flow while returning. For example in
invoking composition /, the services Add and Divide are
defined in sequence. In this case it is not possible to begin
execution of the service Divide without first obtaining the
results of Add. In figure 5b we find the result of invoking
the composition / & g. In it we see the hierarchical
structure of the invocation of the tree which represents the
logical composition graph.

4. CONCLUSION AND FUTURE WORK

In this paper has been presented a model for weak
composition of web services within the context of the
ACE-GIS project [2], on-going research on geographlc
web service interoperability.

The model proposes a definition of web service
compositions which are weakly or loosely coupled based
only on abstract syntactic descriptions in WSDL. This
weak composition is specified declaratively in XML,
WSDL++, as an aggregation of external descriptions of
the services as well as the composition pattern and
connection flow.

From the inherent structure of this weak composition the
Interpreter Handler generates a tree structure which the
Invocation Handler then traverses in order to invoke the
compound service.

With this model we attend to several aspects of the
service composition problem:

(1) Compositions are specified based on abstract
descriptions of the services, linked to WSDL
interfaces. This permits great flexibility in the
integration of services which are a priori
incompatible.

(i1) Dynamic coupling of service instances is
accomplished at execution time. The mechanism
for accessing services is not known until the
moment of invocation. This results in flexibility
compared to design-time coupling.

(i)  The oriented abstract interfaces composition and
the backtracking-mode invocation of services via
the logical composition graph are features of the
proposed model. It permits that both
compositions and simple web services may form
a part of future compositions, which take on the
appearance of atomic services.

(iv) The construction of compositions follows an
incremental design which hides composition
complexity from the user (encapsulation),
facilitates ~ independent  invocation  of
intermediate combinations, and facilitates the
debugging and error detection in the final
composition.

(v) The combination of patterns and the inherent
structure of the composition eliminate the need



for a flow language. This main characteristic
differentiates the weak composition concept
from current languages for the composition of
web services.

(vi) This model defines a framework in which
semantic aspects; quality of service, service cost,
etc. could be included.

Thus far we have developed a prototype capable of
guiding the user in the creation of compositions formed
by an arbitrary number of existing web services. This
prototype demonstrates the characteristics defining weak
composition that is, permitting the composition of web
services based on principles of interoperability and
scalability.

As far as future work, we are labouring within the ACE-
GIS project to compose a simple emergency management
system combining a Web Feature Service (gas release
plume model) and a weather service (reporting wind
conditions at a given location); this is the logical next step
toward  supporting diverse geographic services.
Additionally we are working with ACE-GIS partners
(University of Miinster) to incorporate semantic aspects
(o::xter_lsions of DAML-S) of the emergency management
situation, with the goal of improving semantic
interoperability within the composition. Finally, to help
assure that the resulting service composition is somewhat
fault tolerant with regard to service availability and
quality 'o_f service, we are also investigating dynamic
composition at execution time [16], so that the
composition will be able to detect service faults and

rcpla‘ce faulty services with substitutes meeting user
requirements.
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ABSTRACT

We present a binary array encoding (location arrays) of
the nodes in a spatial partition tree representing spaces of
dimension k. This framework facilitates tree traversal for
optimising access speed, and also supports simplified
calculation of the neighbourhood of a subinterval of a
particular partition. After defining the encoding we
present a neighbour determination algorithm which
extends work carried out by Samet [1] [2] and others on
quadtrees. The primary extension is that the encoding and
the neighbour determination algorithm extend to arbitrary
dimensions beyond the 2-d quadtree case.

KEY WORDS

Spatial  partition tree, binary location array,
multidimensional indexing, multiresolution, neighbour
calculation, terrain visualization

1. INTRODUCTION'

Quadtrees represent the primordial hierarchical spatial
data structure, whose common salient feature is that of
recursive decomposition of 2-d space. Quadtree types can
be differentiated by the following characteristics:

1. The type of data used for its representation
2. The principle guiding the process of partitioning
3. The resolution (variable or not).

This data structure may be used for representing and
handling point, curve, region and volume data.
Decomposition of space can be regular at all the levels of
the quadtree or non-regular, guided by the entry of the
data to represent. The resolution of the decomposition (the
number of times that subdivision is applied) can be set
beforehand or can be guided for the properties of the input
data. Depending on the specific application also a
distinction can be made whether or not the structure is to
define the border of a region, in the case of curves or

' The majority of this introductory scction was adapted from Samet [1]

[2].

surfaces, or if it is used to define its interior in the case of
areas and volumes.

One of the principal variants of the quadtree data structure
is the region quadtree, so much so that Samet [1] uses the
terms synonymously. As an example we present the
region in figure 1 that initially we have represented like a
structure of a binary array of 8 x 8 where the value 1
represents a pixel inside the region to represent and 0 if
the pixel is found outside the region.

In the corresponding tree structure in figure 1, the root
node corresponds to the complete array. Each son node
represents a quadrant (labelled NW, NE, SW, SE) of the
region represented by the node. The terminal nodes
correspond to the blocks of the array in which it is no
longer necessary to continue subdividing. A terminal node
is represented in white or in black depending on whether
its corresponding block is completely located inside the
area to represent (all the elements of the array in this
block contain the label “1”) or that block is found
completely outside the region of interest (all the elements
of the array belonging to that block are labelled with “0”).

These same spatial partitioning concepts extend to the
third dimension in the representation of solids with
octrees [3], although the encoding of blocks instead of
quadrants becomes more complicated. In this paper we
refer to spatial partition trees, in general, even though our
initial examples treat the common 2-dimensional case
using quadtrees. This is because the method and algorithm
proposed here does not restrict spatial partitioning to 2-d
but rather is extensible to spatial partitioning in arbitrary
dimensions

2. MULTIRESOLUTION VISUALIZATION

Let us look at an application case where neighborhood
calculation using a quadtree structure is a crucial element
in interactive terrain visualization. For this application we
propose to optimize the visualizatin of an extensive
Digital Terrain Model (DTM) utilizing management of
levels of detail (LOD), that is, multirresolution.

] 88 S. Levachkine, J. Serra & M. Egenho fer (Eds.) — ISBN: 970-36-0103-0
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Figure 1. Example of quadtree (a) region, (b) structure of binary array, (c) maximum area blocks with constant value, (d) quadtree repres entation.

With this goal we define a process which renders to the
screen relevant information, that is, only the information
which might be appreciated from the viewpoint of the
user. The data structure considered to manage the MDT
with multiple levels of detail is the quadtree. In the
quadtree nodes we store the elevation values which
constitute the MDT as a regular grid with different levels
of resolution, where each level of the tree corresponds to a
level of resolution of the terrain.

In order to visualize the terrain, given a particular
viewpoint, we traverse the quadtree and select the
different levels of resolution represented by different
levels in the tree. For the selection of nodes in the tree we
use as main criterion the distance to the viewpoint, along
with terrain roughness criteria. To insure against union of
intervals with levels of resolution greater than 1, we run a
balancing procedure over the pruned tree. Obtaining
smaller regions after the pruning of larger adjacent
regions, causes discontinuities (gaps) in the graphic
representation of the DTM which cannot easily be
corrected unless the difference in levels of resolution is no
greater than one, see figure 2, in which case we make the
correction interpolating the elevation of point b, taken
from the region with higher resolution, which provoked
the discontinuity, to the segment ac of the neighbouring
region with lower resolution. For this process, therefore, it

is necessary to calculate the intervals which are
neighbouring a given interval. Analogous to the multi-
resolution management, mentioned for the simplification
of terrain geometry, it is also necessary to manage the
simplification of the texture which overlays that

geometry.

1

5 X
_,/'..;— e v .."'__.-— .
_ - o Multi-resolution
-~ - 3_',.-" ‘__.r"' grid
s v vl
.---""P. _.v""f-“ ,.-""'. -~ _...-""- Regular grid
o ‘.-'.’ "" o .-‘..

Figure 2. The union of differing levels of detail (LOD) here provokes a
discontinuity in b: perspective view of the different layers utilized for
generating the terrain.
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3. BINARY ENCODING OF PARTITIONS

Frequently GIS related operations will require rapid
access to a specific node in the tree. This normally
requires traversal from root node downward through the
tree, passing from node to node depending on the area
representing the quadrant in question; t_his in tum
supposes that position information is carried for each
node. Normally quadtree quadrants are indexed according
to a hierarchical base-4 ordering such as that proposed by
Morton ( the Z order in figure 1d). While this ordering
simplifies operations in 2-d space and also facilitates
human description in terms of four cardinal directions, a
simpler referencing method is desirable as dimension
increases. Here we describe such a method.

To increase access simplicity it is possible to apply binary
encoding [4] to nodes so that these codes determine the
traversal path down the tree. Rather than suppose four
cardinal directions we encode each dimension with a 1-bit
coordinate, describing the direction as positive or negative
with respect to a given reference system. In particular, in
two dimensions the positive directions --up and to the
right (or East)-- are represented by a 1, while the negative
directions -—-down and left-- are represented by 0.
Consider the example in figure 3, where the
“northwest”’16 quadrant at level 1 is assigned a 0
(negative direction) in the x1 dimension and a 1 (positive
direction) in the x2 dimension. In this 2-d case the
assumed reference system has its origin in the central
point of the area where the quadrants meet. The example
in figure 4 expands on this binary encoding, showing the
notation to three levels.

4 xz

Figure 3. Binary array encoding in the 2-d case.

" While it is all too tempting to use cardinal references, we again
underscore that the positive/negative direction notation applies beyond
the 2-d case equally to all dimensions.
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4. BINARY LOCATION ARRAYS

Taking into consideration the binary encoding of each
dimension we define, as shown in figure 4, an array
representation of each subset region which communicates
both the location in the tree structure and, implicitly, the
path to reach the node associated with that region.

The location array associated with a given node (here
quadrant) is defined as the array of the father node, then
adding on the right a new column vector with its own
encoding according to the system in figure 3. The 3rd
level node highlighted in figure 4 is thus represented by
the 1,1 of the grandfather, the 1,0 of the father and then
adding the 1,1 for its own level. Figure 5 shows additional
examples to help clarify the encoding proposed. The
location array representation of the shaded regions in
figure 5 (four levels in 2-d space) would be the following:
1

of)o

[0 0 00
C= s H=
01 0 0

Encoding higher dimensions follows the same principle
described above. For example the following array P
shows 5 levels of nodes (columns) in 4-d space (rows).

0
1
1
1

(S S S w—

] 0]
1 1
1 0
0 1]

[0
0
1

0

Because the location of the quadrant'’ (node) is defined
by this simple binary location array, in section 6 we
describe a sort of bit shifting on these arrays for simple
neighbour calculation in any arbitrary dimension.

'” Here the use of the term quadrant re fers to any interval of the spatial
partition, at any dimension, and associated in the tree as a node.



5. MULTIDIMENSIONAL NEIGHBOUR
CALCULATION

To achieve maximum data access efficiency and
simplicity, necessary for applications such as interactive
terrain visualization, it is useful to be able to reason about
neighbour locations in the tree, identifying all possible
neighbours of each node. These neighbourhood references
are useful for tasks such as database paging or for
adjusting resolution in a geometric model during an
interactive flight over terrain [5] [6] [7]. If the terrain
model includes multiple levels of resolution as a function
of attributes such as distance to the viewer, then for each
frame it would be necessary to recalculate the spatial
partition tree and the neighbour relations of each node
because quadrants of distinct levels of decomposition can
cause discontinuities (gaps) which must be corrected by
adjustment to the lower resolution. Because these
applications will need to continuously recalculate these
neighbour relations, it is essential that the algorithm for
doing so deal efficiently with neighbours at multiple
resolutions.

As a solution to clarify and optimise neighbour
identification, we utilize the location array described
above, in a simple algorithm of linear computational cost
with respect to the depth of the tree.

To calculate the neighbour of E (in figure 5) in the
positive direction at dimension | and at the same level of
resolution (that is to say, quadrant of equal size or node at
the same level), we begin with the location array of E and
we visit each element, indicated with a dot, in the top row
from right to left. Alternating the bits as we go along the
first 1 becomes a 0, the second 1 a 0, the third also a 0,
then the 0 a 1. When we negate a 0 and it switches to 1, at
any point in the row, the process stops and the resulting
location array describes the neighbour found, in this case
F.

0111 0110/ |0100
E= = "
0101 0101 0101

0 00O 1 000
— = =
01 01 [0 1 0 I]

Now, if we continue applying the same algorithm we may
calculate at the same level of resolution the neighbour of
E in the negative direction in the second dimension
(“down”), producing the location array which represents
region G (see figure 5). This time we have alternated the
bits in the second row (representing the second
dimension), until a 0 is obtained, at the first move in this
case.
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0111 011 1
E= . = =G

01 01 0100
In general terms, then, we can state that in order to search
for a neighbour in any positive direction, the stop
condition in the bit shifting is the negation of any 0 to a 1.

Equally then, to search for a neighbour in any negative
direction the stop condition is the negation of any I to a 0.

Algorithm 1a (Neighbour identification in direction +x')

1.- First element processed: last element of the row i,
A(i,) in the location array.

2.- IF the processed element is a 0, we negate this
element and the process stops having encountered
a 1. The resultant array is the location associated
with the neighbouring node in direction x'.

3.- ELSE the processed element negates to a 0 and repeat
step 2 with the next element to the left of that row.

For the case of a neighbouring node in the opposite
(negative) direction, the algorithm would be modified as
follows.

Algorithm 1b (Neighbour identification in direction -x')

1.- First element processed: last element of the row i,
A(iy) in the location array.

2.- IF the processed element is a 1, we negate this
element and the process stops having encountered
a 0. The resultant array is the location associated
with the neighbouring node in direction x'.

3.- ELSE the processed element negates to a 1 and repeat
step 2 with the next element to the left of that row.

The principal advantages of this neighbour calculation
algorithm are its generality with respect to spatial
dimensions and its simplicity. An alternate representation
of the algorithm (for either direction) is the given
Calculate Neighbour algorithm.

6. THE MULTIRESOLUTION CASE

As stated earlier, applications such as real-time terrain
generation and visualization depend on the optimal
determination of multiple levels of resolution for any
particular view [6], [7], [8], [9], [10]. Let us now
demonstrate a method for exploiting the location array
notation described above, to determine the neighbours of
X (in figure 6) at multiple levels of resolution.

Algorithm CalculateNeighbour (A[i][j], * € »)

191




© Poveda et a/ GEOPRO 2003 - ISBN: 970-36-0103-0

interest, in direction ey, where r is the level of resolution.

Input. Location array A[i][j] of the region quadtree of

Output. The array of the neighbour encountered in

direction e
1.- if (ex >0) then
2.- while (A[k][xr]l==1)]|] (x==0)
3.- Alk] [r] <-not (A[K][r]));:
4.- r<-r-1;

A[k] [r] <-not(A[k][x]):

else
while (A[k][x]==0) || (r==0)

A[k)[r) <-not(A[k])[r];
r<-r-1;

10.- A[k][x] <-not(A[k][x]);
11.-return A

oo Jdoawnm
L . " »
| I O N B |

The array representation of the shaded regions in figure 6
would be the following:

7 0111
o100
A=0111;B=0111
0101 0 011
0110
fie ;D=1000
0100 0100

(1 0 0 01 1]
G = 5 F=
010 001

1 0 0 1 1
H= ;E: ;I:
0 1 00 0

We first calculate for the first dimension the same-
resolution neighbour of region X, in the positive
direction, yielding D as this “eastern neighbour.

X=01]1:>0110
0100 0100
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0100 0 000
= =
0100 0100

1 00O
=5 =D
[0100]

In the next step we identify all sub-arrays which
represent neighbouring regions at lower dimensions. This
is accomplished merely by eliminating the final column
on the right side. The number of columns remaining
informs of the level of resolution of each neighbouring
region. In this case we obtain the four arrays associated
with the neighbouring regions of X in the positive
direction at the first dimension: D at the same resolution
(4th level), G at the 3rd level, H at the 2nd level and
finally I at the 1st level (or entire quadrant).

1 000 1 00
=D; =G
[0 1 0 0} [0 1 0:|
1 0 1
=H;| |=1
o

Applying again the algorithm in the first dimension we
calculate the neighbours of region X in the negative
direction:

0111 0110
X = = — C
0100 0100
We obtain in the first step, the array characterizing the
only neighbour of G in the negative direction. Repeating

the process for the second dimension (the bottom row),
in the positive direction, we obtain:

0111 0111
X_—. — =A
0100 0101

and for the neighbours in the negative direction:

0111 0111
X: o = .
0100 0101



0111 0111
— . = =B
[Olll:l [0011]
Therefore, we have determined in three steps that B is the
neighbour of X at the same resolution and then,
independent of the resolution, that X has three
neighbouring regions which we deduced from the
original array, as follows: B at the 4th level, F at the 3rd
level and E at the 2nd level. The objective region X has

no neighbour at the Ist level of resolution in this negative
direction.

0 1 11
=B
_0011}
[0 1 1 0 1
=F =F
0 0 1 00

Although beyond the third dimension we cannot easily
visualize geometrically the indexing concepts described
here, from a logical point of view we can demonstrate
how the method applies equally well in k-dimensions.
This in contrast to traditional quadrant notation following
cardinal directions which are restricted to the 2-d plane.

To illustrate this point we will calculate, in a 4-d space
(using the array P from section 4), the neighbours in the
positive direction and in the 4th dimension, and
additionally at all levels of resolution.

O = O O
— e
— et et ek

O e e
_—0 = O

We apply the neighbour algorithm described earlier:

01 010 [01010
01111 01111
P= '

11110 11110
0101 1] [01010]
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0101 0] [01 010
0111 1] (01111
it ol 11110
01000 (01100

As is illustrated above, the process stops when a 0 to 1
bit shift occurs. We then determine using the method
described earlier, that there exist three regions
neighbouring P at 3 levels of resolution, described by the
following arrays:

(01 01 0
01111
}J;=

11110
01100

(0 1 0 1] (0 1 0]
011 1 011
P = and P, =
1111 111
011 0 0 1 1]

7. MULTIPLE NEIGHBORHOODS

Based on the neighbourhood algorithm and the location
matrix notation of an interval I, we have seen how to
calculate the location matrix of the neighbours of I at the
same level of resolution. Based on that matrix we have
also seen how to determine all other possible neighbours
at lower resolution than I for a given quadtree partition.
We now complete this section with the determination of
the neighbours of I at higher resolution, which implies
necessarily multiple vecinity in the same dimension. To
illustrate this point we begin with the following quadtree
partition, in figure 7.

We propose that the calculus of the neighbours of inten{al
X in the positive direction and in the second spatial

dimension, as seen in figure 7, results in the intervals A, B
and C, whose associated location matrices are:

1 0 1 0 00
R = s A=
00 0100

1 0 01 1 0 1
B: ;C:
0100 010

On the basis of the location matrix defining the intervz}l.X,
we calculate the neighbouring interval in the positive
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direction of the second dimension and at the same level of
resolution as l.

Once the location matrix of the neighbour interval at same
resolution is obtained, we verify its existence in the
quadtree to determine if it is a terminal node or, on the
contrary, possess son nodes. For the terminal node case,
the process concludes obtaining the location matrix of the

1
X=
E

0
0

neighbour of X in the direction and dimension desired.
For the case of son nodes, we repeat the process for only
those sons in the opposite direction of the dimension of
interest. Below we show how to calculate neighbour
location matrices, using the tree structure navigation
described.

1 0
= 0 1 Non-terminal node

,/\

Non-terminal
node

/

1 0 0]_[0o] [t 000
e |= = 4
01 0] |o] o100

Terminal node

1

o 1Jolol s 7 o

Terminal node

R

Terminal node

Figure 8. Calculus of the neighbours of X at higher resoluti on in the second dimension and in the positive direction

For the case of neighbours of X in the negative direction
and the first dimension, we would derive an analogue
process:

Therefore the terminal nodes represent the neighbours of
interval X at equal or higher resolution. For the case of
the other two directions which for the moment we have
not considered, we show how we would arrive at singular
cases. In the first place let us calculate the neighbours of
X in the negative direction of the second dimension.

1 0
X= s =% l b = L

0 0 0 1 1 1
As we did not encounter any unitary (one) value, we
deduce that the interval X is on the border for the negative
direction at the second dimension, and therefore has no
neighbours in this partition. For the case of neighbours in
the positive direction of the first dimension:

X

{1 o
00
194

in which being a terminal node, concludes the defined
process and thus we deduce that it is the only neighbour
of X in the positive direction of the first dimension of
equal or greater resolution. We conclude the calculation
of neighbours of X at level of detail equal or less than X,
identifying as neighbours all those terminal nodes
obtained in the trees created. We are left with the location
matrices obtained as neighbours of X in the positive
direction of the second dimension, those corresponding to

the matrices:
(1 0 1 1 000
‘ .=_C; = A
0 1 0] [0 1 0 0]
(1 0 0 1
=B
0 1 0 0]

and for the negative direction of the first dimension

0 1 1 0111
=D; =F
|:0 0 0j| I:O 0 1 O:I



0 1 11
=F
0 011
as may be verified in the figure 7, where we have labelled
the intervals which are neighbours of X.

8. COMPLEXITY EVALUATION

Finally, we provide a proposition in order to define the
complexity of the neighbour calculation algorithm
described in this paper.

Proposition

inen that T is a quadtree of depth h, the neighbour of a
given node n in a particular direction can be encountered
at a maximum cost of O(h).

Demonstration

In the best case, in which a neighbour in a given
direction has the same father in the tree, the
computational cost will be of one comparison, such as in
the case of E, G in figure 5.

In the worst case, that of E, F in figure 5, according to
the algorithm presented here the number of operations
(comparison/assignment) will be at maximum that of the
level of resolution of the region considered, and therefore
corresponding at maximum to the depth of the tree.

9. CONCLUSIONS AND FUTURE WORK

We have presented a binary encoding notation for
representing spatial partitions, and therefore have
introduced the concept binary location arrays. Secondly,
we presented an algorithm for exploiting this notation for
the simplified calculation of neighbours of any region, in
arbitrary dimensions. This notation provides substantial
generality over current quadtree notations which do not
extend well into higher dimensions. Thirdly, we
demonstrated how the neighbour calculation algorithm
extends to determine neighbours at any level of
resolution.

Future work may include application of the algorithm to
interactive terrain visualization and other potentially
interesting applications, and extensions for other data
structures.
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12. ANNEX OF FIGURES
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Figure 4. Binary location arrays of a quadtree to the 3rd level
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Figure 5. Region quadtree example

A B

c D
E|F
G

H I

Figure 6. Study case of neighbours of X at several levels of resolution

Figure 7. Partition used for calculus of ne ighbours of interval X in the
positive direction of the second spatia | dimension. The result should be
A, B and C, each a different (lower) levels of resolution.
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ABSTRACT

Ina country wide Intelligent Transportation System (ITS),
!here is a nee.d for processing road map and transportation
!nfonnat:on In many levels of details. In this paper, an
integrated method for representing transportation
information with multi-level road map is proposed. This
me'thod adopts a spatial index structure for managing map
objects in multiple levels and uses an integrated method
for representing the travel junctions (or traffic constraints),
travel cost on road segments and turn corners. Based on
the datasets generated by this method, queries in ITS

applications can be responded efficiently in different
levels of details.

KEY WORDS

Applicatign development, tmnsportation network, road
map, spatial index, traffic constraint.

1 INTRODUCTION

Tht?_ geographic database and the management
facility/environment is one of the important subjects
concerned with Intelligent Transportation System (ITS).
A geographic database may contain static map data
(including data of road network and other map objects),
public transportation routes, and current travel cost (e.g.,
travel time) on segments of transportation network [1]. In
a country-wide system, there is a need for processing the
map and transportation information in many levels of
details. This is due primarily to the desire of user to use
(/.sec) relevant information only; too many details may
hinder rather than help [2). For example, a query of path
search between two city halls belonging to two separated
prefectures is solved more efficiently by dividing into
three _sqb-queries: one sub-query for finding path between
two cities based on the country-level and prefecture-level
roads (i.e., highways and crossing-prefecture roads), and
two sub-queries based on city-level roads (all the streets
inside the city) for finding the path between the city halls
?nd the upper level roads. Since the generalization of map
information cannot be realized automatically [3], various
methods have been proposed for maintenance of scaleless
maps or multi-scales of maps [2, 3, 4]. However,
transportation network is different from road maps. It is

464-8603 Nagoya, Aichi, Japan
naoto(@watanabe.nuic.nagoya-u.ac.jp

464-8603 Nagoya, Aichi, Japan
walanabe(@is.nagoya-u.ac.jp

important to identify one-way roads with attributes d
links, traffic constraints, information about turns between
links, or access conditions from one link to another{5].
Moreover, for some important route planning problems,
the turn cost, which is encourtered when we make a tum
on a cross-point, are also taken into consideration [6]. The
traditional representation method represents transportation
network with nodes and arcs. The traffic constraints and
turn costs are managed by adding new nodes and arcs.
The total number of nodes and arcs in the dataset is
multiplied [6, 7). Furthermore, as the neighbouring nodes
in different level of details do not keep the same, the
transportation information sets should be generated fa
every level separately. And there are two problems for the
generated datasets: one is the complex maintenance
process; and another is that it is difficult to support a path
search based on the transportation networks in different

level of details.

To solve these problems, in this paper, we propose @
integrated representation method for the multi-level
transportation network. Our method adopts a spatial index
structure for managing map objects in multple levels and
uses an integrated method for representing the travel
junctions (or traffic constraints), travel cost on road
segments and turn comers. Based on the datasets createl
by this method, queries in ITS applications can be
processed efficiently by using proper search methods.

This paper is organized as follows. The related works fa
representation of multi-level road network and
transportation network are presented in Section 2. The
representation method for integrated management .(f
multi-levels traffic conditions and spatial information
about road network is proposed in Section 3 and Section 4
Section 5 analyses our method and Section 6 makes a

conclusion on our work.

2 RELATED AND PREVIOUS WORK

The issue of this paper refers to the management of multi-
levels of map and the integrated representation of
transportation information and spatial information about

road network.

S. Levachkine, J. Serra & M. Egenho fer (Eds.) - ISBN: 970-36-0103-0
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2.1 INTEGRATED REPRESENTATION OF
TRAFFIC INFORMATION AND ROAD NETWORK

To represent the traffic information on road network, a
typical method [7] represents the road network using a
directed graph. In the graph, each arc depicts a one-way
road and each node corresponds to a junction. Two-ways
roads can be presented as a pair of arcs: one in each
direction. However, extra nodes should be added to the
graph when there are any access limitations (constraints
of specific traffic controls). In other words, one node on
the road network may be represented with several vertices
corresponding to the junctions, and they are independent
with each other. Figure 1 gives the representation of
different types of roads and junctions: one-way road, two-
ways road without any access limitations, and T-junction
with some access limitations (the center point on this T-
junction is represented by two vertices in this directed

graph).

// e

One-way road Two-way road Limited access junction

(a) (b)
Figure 1. Different types of roads and junctions [7]

Figure 2. A primary graph (a, dotted lines ) and its pseudo-dual graph (a,
black), and a T-road primary graph (b, dotted lines) and its restricted
pseudo-dual graph (b, black) [6]

Since this representation method ignores the spatial
attributes of map objects, only the routing queries are
applicable well on this model. An architecture was
proposed in [8] for keeping traffic information on nodes
of road network. However, the information of traffic
constraints and turn costs on the nodes is omitted in their
discussion. To represent the traffic cost and the cost of
turns, a method in [6] was proposed. The turn cost is
represented by a pseudo-dual graph. Figure 2 gives the
pseudo-dual graph for representation of turn costs on a
primary graph (Figure 2(a)) and a T-junction with some
access limitations (Figure 2(b)). The turn cost is
represented with the additional nodes and arcs of the
pseudo-dual graph: in (a), two nodes a and b are added to
the primary graph, and an arc o« from a to b represents the
turn cost of leaving the traffic arc from node / to node 2
and entering the traffic arc from node 2 to node 3 and in
(b), there are six nodes and six arcs which are added for
representing turn costs between possible pairs of traffic
arcs. The cost of search algorithms (e.g. Dijkstra's
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algorithm [9]) becomes high. Moreover, the pseudo-dual
graph is insufficient (and needs reference to the primary
graph) for route drawing.

In this paper, we propose a flexible method for
representing transportation networks, including basic road
map, traffic constraints, travel cost on road segments and
(or) turn cost from a traffic link to other “turnable” links.
Moreover, our method is proper for representing multi-
level transportation network.

2.2 METHODS OF MANAGING MULTI-LEVELS
OF TRANSPORTATION NETWORK

To achieve an efficient navigation process on
transportation network, many methods were proposed to
pre-compute hierarchical road networks [10, 11, 12, 13].
Proper partitions are done to the transportation network,
and some parts of the path length are pre-computed. In
their methods, all the road segments are regarded as the
same level of detail - basically, all the navigation process
is based on the most detailed map. They do not support
the navigation based on transportation networks on
different level of details.

Contrary to those methods based on the most detailed
map, multi-resolution data models provide ways of
describing the world at various levels of detail. The
importance of such data models in the context of spatial
information is widely acknowledged, and there are several
studies of their formal foundations [14, 15, 16]. Under
these models, to realize the sharability among multi-levels
or rapid access to multi-levels of maps, map objects are
arranged in multi-levels based on a compromise between
storage and computation. Although the sizes of storage,
the speed of map zooming or effective spatial process on
multi-levels of maps were studied in these works, they
share the same complex process to keep the consistency
among multi-levels of map information. To solve this
problem, an access method, on Multi-levels Object-
Relation (MOR-tree) structure, which possesses the
ability of the followings, is proposed [4]:

1. The ability of handling spatial data efficiently;

2. The ability to provide integrated access to multi-

scale maps;
3. The ability of arranging the relations among multi-
levels of maps.

MOR-tree was proposed based on M (Multi-level/Multi-
theme) map information model [17] for managing multi-
levels (of scale) of maps. M2 model is powerful to deal
with various levels of maps uniformly, especially for
managing multi-levels of road networks in comparison
with other models [15, 16]. However, MOR-tree cannot
be applied to transportation information directly, as the
transportation information on road network is more
complex than the original map. In this paper, an integrated
representation method for multi-level transportation
network is proposed.



3 REPRESENTATION OF
TRANSPORTATION INFORMATION

Not only the kinds of information but also the

management method of transportation information affects

the processing efficiency of queries in ITS applications. In

!his section, we propose a representation method for

integrating traffic information and spatial information

about road network by considering the followings terms:

1. The traffic conditions change continuously, and the
snapshot of conditions is recorded as traffic
information. In comparison with the traffic
information, the map of road network is seldom
updated, and can be regarded as static information.
Therefore, if the static information is managed by an
efficient structure, the changes of traffic information
associated with the road map should not disturb the
stability of the structure.

2. The integrated representation should not only
support the spatial query on road network and the
temporal query on traffic information, but also
support the interaction between these two kinds of
queries.

A road network with nodes and links representing
respectively the crosses and road segments can be
regarded as an un-directed graph G, G = (¥, L), where V
is a set of vertices {v/, v2, ...vn}, and L is a collection of
lines {/1, 12, ..Im}. Traffic information on the road
network is regarded as a directed graph G', G' = (¥, A),
where V is a set of vertices {vi, v2, ..vn}, and 4 is a
collection of arcs { al, a2, ...ap}.

V3

K=

V4

(@) (b)
Figure 3. Road segment and traffic arc

Figure 3 depicts these two kinds of graphs. In the un-
directed graph of Figure 3 (a) road segments are
represented by lines, while in the directed graph of Figure
3 (b) junctions are represented by arcs. One line for road
segment in Figure 3 (a) may be corresponded to two arcs
in Figure 3 (b) with two-direction traffic information. In
addition to the directions of traffic, there are usually
traffic controls (constraints) on road network: for
example, the right-turn and U-turn are forbidden on some
cross-points, which constrain the action of traffic. The
typical road junctions with (or without) constraints are
given in Figure 4 and Figure 5. Road junctions are
represented by using [7]'s model in Figure 4(a)(1), Figure
4(b)(1) and Figure 5(1). Considering the shortcomings of
this simple model, we propose super-node representation
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method for integrating junctions (including traffic cost
and traffic constraints) and road network.

V2 1yt V2 V2 » : V2
Y 1 i
ik Ot ! Vi ﬂ Vik & '._.;—d S Vi
il
(1) (2) (1) (2)
(a) (b)
Figure 4. One-way road and two-ways road
Vs i f
outyL in3
AT, outy.
P e
RV ALY
N L Ing:
-~ - r‘
inyg outy
V1 :‘_--:1-"5
(1) (2)

Figure 5. Cross node with constraint

A super-node can be defined as a node in road network:
for example, vk in Figure 4 (a) (2), Figure 4 (b) (2) and
Figure 5 (2). The information on the super-node contains
the following parts (for simplicity of explanation, road
junctions in Figure 5 (2) are used as an example):

1. Cost-arc: The arcs which have vk as their final vertex
are called in-arcs, denoted as ini, and similarly the
arcs which have vk as their initial vertex are called
out-arcs, denoted as ousj. The number of those arcs is
called as in-degree (e.g., 4) and out-degree (e.g., 4),
respectwely Every outi is defined as a Cost-arc,
which consists of the final vertex of this arc and the
traffic cost of this arc. Cost-arcs of v; in Figure 5(2)
are:

[ out,(v,,cost,,) |

out,(v,,cost;,)
outy(vy,cost,3) [

| out(vy,costy,) |

2. Constraint-matrix: The constraints on the super-node

can be represented with an n xm matrix CM:
out, oul, ... oul,
i, (G, Gy - Ca

CM(v,)=im [Cy Cy .. Cu
in, \C, C, ... C.
And Cj; equals to 1 when there is restriction from ini
to outj; Cj equals to 0 when there is a junction from
ini to outj. Constraint-matrix for vk in Figure 5 (2) is:
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out, out, outy oul,

in, (1 0 0 1
CM(v,)=in, |1 ] 0 0
iny, (0 1 1 0
in, \0 0 1 1

Where there are restrictions on going from in/ to outl and
out4, from in2 to outl and out2, from in3 to our2 and
out3, and from ind to out3 and out4. If there is no
restriction for any ini of the super-node vk, Constraint-
matrix of vk is filled with 0, and is regarded as NULL.

Moreover, our method is able to process the tumn cost by
extending Constraint-matrix to a Turn-Cost/ Constraint-
matrix. The CM can be modified to a Turn-
Cost/Constraint-matrix. For example, the Turn-Cost/
Constraint-matrix for vk in Figure 5 (2) may be like this:

out, out, outy, oul,
in, (MAX 10 40 MAX

T _CM(v,) = in, MAX MAX 10 30
in, 10 MAX MAX 30
in 10 40 MAX MAX

Where MAX is defined as a large constant value. The
element 7Cij in this matrix with a value of MAX
represents a restriction from ini to ouy: e.g., U-turn and
right-tun are forbidden in this example. So, MAX is
assigned to TCii (i = 1,...,4), TCyy, TC,;, TC3; and TC,;.
The value of TC};, represents the cost 10 (e.g., 10 seconds)
of making a left-turn on the cross-point (from in/ to out2),
while the cost of crossing the point vk from in/ to out3 is
40. :

This method decreases the redundancies in the database
and it is easy to integrate the traffic information and the
basic road network. For the basic road network, the
additional information for traffic information is managed
on every node. When the number of nodes and traffic arcs
is unchanged, the modification to any of the traffic
information does not injure the stability of the spatial
index structure (e.g., R-tree [18]) for road network.
Therefore, queries in ITS application, which refer to the
spatial information, can be solved by taking advantages of
the spatial index. Another kind of queries, which refer to
traffic information, can also be solved effectively. In the
next section, we center on solving the second kind of
queries by integrating the transportation information with
the multi-level road map.

4 REPRESENTATION METHOD OF
MANAGING MULTI-LEVEL
TRANSPORTATION NETWORK

Multi-level transportation network is an extended part of
the multi-level road map model, and is managed by an
extended MOR-tree.

200

4.1 M’ MAP INFORMATION MODEL

M map information model is designed for integrated
management of multi-level/multi-theme maps. A’ model
can be regarded as a forest consisting of two kinds of
hierarchies: one is a directory tree, which is obtained by
recursively decomposing map regions into a sequence of
increasingly finer tessellations with regard to the
granularities of administrative units; and another is a
theme tree, which is obtained by uniquely dividing spatial
objects into different themes. In every theme, map objects
are divided into different levels of scales in regard to the
display needs of map [19]. The information model is
powerful to integrate various scales of maps uniformly
and possesses advanced extensibility [17].

(a) Amalgamation (b) Selection
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Figure 6. Refinement

Under M’ model, road objects are assigned to multi-level
datasets without repetition: the dataset in the lower level
is a supplement of the dataset in the upper level. Typical
situations of this assignment in two levels are given in
Figure 6. In Figure 6(a), the relation between the map
objects in upper and lower levels is amalgamation: the
map object AD is represented as a line (AD) in the upper-
level map and as lines (AB, BC, CD) in the lower level.
An object in the upper level can be regarded as the
combination of adjacent objects in the lower level. The
information about nodes A and D is the same in both
levels but the relation between A and D is different. So,
under our model the information in the lower-level map
can be split into two parts: one part is the same
information as that in the upper level; and another part is
the information, which belongs to only the lower level.
These two parts are called refined datasets, and are
managed in the upper and lower levels, respectively.
Considering that the relations between two datasets are
needed only in generating maps of the lower level, these
relations are managed in the refined dataset of the lower
level. In (b), there is a selection relation between maps in
two levels: the map object AB is displayed in two levels,
but AC is not needed in the upper level. The information
in the upper level is a sub-set of that in the lower level.



Therefore, there are an object AB and an object AC in the
refined datasets on upper and lower levels, respectively.

42 MOR-TREE FOR MULTI-LEVEL ROAD
NETWORK

Besides the ability of accessing spatial objects in one level
(in one dataset) efficiently just like other spatial index
structures (e.g., R-tree [18]), MOR-tree is designed so as
to be able to differentiate the levels of objects and manage
the relations among objects of multiple levels by adopting
two kinds of hierarchies. A main hierarchy is proposed to
differentiate the levels of road objects by assigning logical
importance values to every object. The logical importance
value is a natural number in agreement with the map
level: e.g., 1 for objects in country-level datasets, 2 for
those in prefecture-level datasets, and so on. The objects
with higher importance (with a smaller value) are stored
in the higher levels of the hierarchy. Another kind of
hierarchy, called a composition hierarchy, is introduced to
keep the relations among levels, which are pointed by the
leaf nodes of the main hierarchy. The main hierarchy is
based on R-tree, to achieve the outstanding spatial access
performance. Each node in MOR-tree contains a number
of entries. There are three kinds of entries: tree-entries,
object-entries and composition-entries. The internal nodes
may contain the first two kinds of entries, in contrast to R-
tree. The leaf nodes contain object-entries. The object-
entry points to a composition hierarchy, which consists of
composition-entries.

Three kinds of entries have the following forms:

1. Object-entry has the form (MBR, flag, comp-ptr),
where MBR is the minimal bounding rectangle of
composition hierarchy; flag is a natural number that
indicates the importance level; and comp-pir contains
a reference to a composition hierarchy;

2. Tree-entry has the form (MBR, flag, child-ptr), where
child-ptr contains a reference to a subtree. In this case
MBR is the minimal bounding rectangle of the whole
subtree and flag is the smallest importance value of
the child-nodes.

3. Composition-entry has the form (comp-id, n-ptr, ni-
ptr), where comp-id is the identifier of object's
composition; n-ptr contains a reference to the next
composition of the parent node object: e.g., the object
is a road segment, its first composition is one of its
end points, n-ptr points to the next point on the same
object; and nl-ptr contains a reference to the
composition of the parent node object in the lower
level: e.g., the intersection between the upper-level
road and lower-level road.

Here, we give object-entry and composition-entry in
Figure 7 as an example. In Figure 7(a), there is a link
object al with compositions nal and na2 in level 1, so the
entry in the index structure for a/ is an object-entry,
which consists of MBR for al (For simplicity, we use al
to replace MBR in this figure), flag of level I (here it is /)
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and comp-ptr which points to one composition of a/ (here
it is nal). The compositions of a/ (nal, na2) are managed
by composition-entrics. n-ptr of entry for nal points to
the entry for na2, and the other pointers of two
composition-entries point to NULL. A more complex
example is given in Figure 7(b), in which there are lower
level compositions (nb] and nb3) of al. The objects b/
and b2 belong to level 2. So, nl-ptr of nal points to the
composition-entry nb/ of level 2 and n-ptr of nbl points

to nb3.
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Figure 7. Example of MOR-tree for tw o-levels of road network

4.3 INTEGRATED REPRESENTATION OF MULTI-
LEVEL TRANSPORTATION NETWORK

Basically, the transportation information is managed on
every node of the map. However, the node, which
connects to road segments in different levels, should be
processed  specially.  Consider the  multi-level
transportation network given in Figure 8: a/, al and b/ to
b3 are basic road segments in level / and level 2,
respectively. The arcs (or dotted arcs) represent t_he
transportation arcs in /evel I(or level 2). For the simphcuy
of the figure, the traffic constraints are not drawn in this
figure, but the constraint is set as U-turn forbidden, here.
The MOR-tree for the basic road network in Figure 8 is
given in Figure 9. The information about nodes is
managed in /evel I and level <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>