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Preface

In this issue, we present papers on soft computing and modeling approaches for complex systems and signal processing. This issue includes nine papers selected after peer review process. A summary of papers is as follows.

“UML Behavioral Refactoring for the Specification of Complex Software Systems,” by M.T. Chitra and S. Elizabeth, proposes a generic framework for effective code generation from UML models which serves as an interchange format to combine both structural and behavioral constraints of associated system objects to facilitate consistent source code generation.

“Accuracy of Artificial Neural Network Models of Software Reliability Growth – A Survey,” by M. K. Saley and S. Sreedharan, discusses predicting errors of Artificial Neural Networks-based Software Reliability Growth Models (ANN SRGM). This survey concludes that ANN SRGM is better than statistical models for reliability prediction.

“Statistical and alignment based methods for comparison of non-coding DNA sequences,” by Kouser and L. Rangarajan, proposes few techniques that capture the information regarding the arrangement of the motifs to assist in the analysis of the promoter sequences.

“On Rate Adjustment Mechanism for Reliable Multicast Transmission in ForCES,” by L. Gong, Y. Wang, and C. Li discusses the issues of the reliable multicast rate adjustment mechanisms within Forward and Control Element Separation (ForCES), and proposes a rate adjustment mechanism of control unit. The paper also presents a design of a congestion feedback mechanism based on the feedback representative set.

“Electronic system for orientation control and obstacle avoidance for underwater glider without a rudder,” by Y. N. Patil, V. S. Aneesh, M. T. Abhilash, and S. Kadlag, proposes an approach for achieving better propagation of autonomous underwater gliders with the help of orientation sensors.

“A New Approach to Adaptive Power Line Interference Removal,” by A. R. Kasetwar and S. M. Gulhane, conducts a study on various methods for power line interference (PLI) removal for biomedical signal processing. Few algorithms are analyzed for their applications in adaptive power line interference removal.


“Concatenated Tabla Sound Synthesis to Help Musicians,” by U. K. Roy proposes a scheme to synthesize pre-recorded tabla sounds to help musicians.

“Chronological Advancement in Compiler Design: A Review”, by A. Verma and N. Bakshi carries out a brief survey on key properties of compiler courses in some universities.
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On Rate Adjustment Mechanism for Reliable Multicast Transmission in ForCES

Liang Gong, Yining Wang, and Chuanhuang Li
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Abstract. In the specific environment for reliable multicast transmission of ForCES protocol messages, this paper firstly analyzed the congestion control difficulties and problems in the process of the reliable multicast transmission, and then designed and proposed a reliable multicast rate adjustment mechanism which meets the architectural requirements of ForCES routers. Test results also show that the mechanism basically meets the relevant performance requirements.

Keywords: ForCES; Reliable Multicast; Congestion Control; Rate Adjustment.

1 Introduction

ForCES (Forward and Control Element Separation) Working Group [1] is one of IETF working groups in the field of routing, which has committed to the research and development of open programmable router architecture and protocol since its inception. ForCES router architecture is composed by the control unit (CE) and the forwarding unit (FE) in the structure, and CE and FE can transmit information through the ForCES protocol.

Within ForCES routers, one CE needs multiple FEs to transmit protocol messages. Compared with multiple TCP unicasts, IP multicast can save bandwidth between ForCES transport mapping layers. Because the protocol message is only copied at the branching node of the multicast tree, it avoids CE producing redundant protocol message packets, and reduces the load of the CE port and improves the transmission efficiency. However, as the multicast transmission is based on UDP protocols, CE transmits protocol messages at a fixed rate, if the network environment is deteriorated, the sending rate of CE cannot be adjusted to the protocol messages flow, which may lead to a further deterioration of the network environment, or even a collapse. There are already a number of multicast congestion control protocols, such as Pragmatic General Multicast Congestion Control (PGMCC) [2], TCP-friendly Multicast Congestion Control (TFMCC) [3], Receiver-driven Layered Multicast (RLM) [4], and other agreements and so on.
Currently, there are mainly two types of reliable multicast transport protocols which are based on acknowledgment (ACK) or based on negative acknowledgment (NACK). Reliable multicast protocol messages within ForCES adopt the mechanism of error detection and recovery, which is based on the negative acknowledgment (NACK), and it can better ensure the reliable transmission of multicast protocol messages.

In order to ensure the friendly fairness to TCP, Ma et al. [5] proposed Fair Active Congestion Control (FACC), which starts with a single rate by the receiver, and takes a transmission rate as congestion control parameters. In order to increase the robustness and adaptivity of the algorithm, the protocol took congestion parameter convergence strategy to redesign the filtering algorithm of the congestion control parameter. To eliminate the phenomenon of “slowest priority”, Zhai, Wu and Gu [6] proposed two mechanisms that are Composite Multicast Congestion Control (CMC) and Layered Multicast (LM) Congestion Control by the Particle Swarm Optimization (PSO) (LM-PSO). Both of these mechanisms do not use a single-rate congestion control algorithm, but use an algorithm where each layer of the Layered Multicast adjusts the transmission rate dynamically.

In this paper, in view of the research of the Multicast Congestion Control Mechanisms, we have taken the detailed analysis and research about the issues of the reliable multicast rate adjustment mechanisms within ForCES, and adopted the Wireshark capturing software to test the traffic conditions of the CE port during the process of protocol messages reliable multicast. What is more, by drawing a graph of throughput situations of data packets, we analyzed the problem of reliable multicast about fairness and heterogeneity within ForCES.

2 Main Problem of the Reliable Multicast Rate Adjustment Mechanism within ForCES Routers

Similar to the TCP congestion control, currently the ForCES routing channel protocol message is based on multicast on IP layer. The reliable multicast protocol message within ForCES adopts the point-to-point rate adjustment mechanism. Therefore, protocol messages reliable multicast rate adjustment mechanism within ForCES can learn from the TCP congestion control mechanism absolutely, research from the regulator parameters, feedback mechanisms, and other aspects of rate regulation algorithm. However, considering the environment of reliable multicast is much more complex than that of unicast, TCP congestion control mechanism cannot be applied simply on reliable multicast, and the specific scenarios of reliable multicast within ForCES must be combined to carry out a detailed analysis and design for each point.

Another issue of the reliable multicast rate adjustment mechanism within ForCES that must be solved is fairness, which appears much more important in multicast environment. For reliable multicast, the fairness of congestion control mechanism has two meanings. On the one hand, the fairness is that, the protocol message stream that transmits in the form of TCP shares the network bandwidth with a reliable multicast stream. On the other hand, the fairness is that each FE of multicast receivers is fair. For example, the sending rate of CE cannot be decided by the FE which has the worst network condition, and this is obviously unfair for other FE ports. Therefore, the rate adjustment
mechanism of reliable multicast protocol messages within ForCES must satisfy the heterogeneity between each FE. In order to achieve intra protocol fairness, and to ensure the sufficient and effective use of the network bandwidth of ForCES transport mapping layer, all of these problems should be considered and designed in the research of this paper.

3 Analysis of Concrete Problems of Reliable Multicast Rate Adjustment Mechanism within ForCES Routers

3.1 Preferences of Reliable Multicast Rate Regulation

The CE sender of the reliable multicast within ForCES relays on the hardware platform, the transmission rate of which is impacted by the processor hardware itself. If adopting the rate adjustment mechanism based on the sending frequency, the network processor of CE should be made certain modifications on the kernel, and every rate adjustment process should be switched between the kernel space and the user space constantly, which will increase the expense of time, and cannot meet the real-time requirement of the reliable multicast rate adjustment mechanism. Therefore, the reliable multicast within ForCES adopts a rate adjustment based on a window parameter. In order to adjust the rate, and to achieve the rate adjustment mechanism by the software, and to avoid modifying hardware, CE can adjust the size of the sending window according to the feedback messages sent by FE, so that the whole rate adjustment mechanism can have greater flexibility and feasibility.

Referring to TCP congestion control mechanisms, during the process of reliable multicast within ForCES, the size of a sending window maintained by CE is set as $W_0$, and then simulating the AIMD mechanism to adjust the size of the sending window. For reliable multicast — a one-to-many model in transmission, CE cannot grasp the network congestion of FE timely and accurately. When the size of sending window increases in an additive way, it will become too large and cause a network congestion. As this result, we cannot introduce TCP congestion control mechanisms to the multicast environment simply.

We use the method that setting a sending threshold denoted as $W'$ at CE, which is used to adjust the size of the sending window. The sending threshold is the maximum size of the sending window at CE during the process of reliable multicast, that is to say, when the size of the sending window has reached the threshold, namely $W'$, if we continue to increase the size of the sending window, the efficiency of multicast will not be improved. So a sending threshold can be set according to the size of the measured values for each multicast test or empirical values. Thus, the adjustment parameter for CE should be set between the sending window and the threshold, the sending window represents the size of each multicast initialization process, namely the size of the minimum window. If the size of the sending window is less than this value, FE may receive multicast messages abnormally, which will waste the multicast network bandwidth, so that the normal performance of ForCES routers cannot be guaranteed.

In conclusion, the parameter selection of the reliable multicast rate adjustment within ForCES bases on the following principles: the initial sending window size of CE, denoted as $W0$. When $W0$ is lower than the available network bandwidth, denoted
3.2 Fairness Problem of Reliable Multicast Transmission

Among reliable multicast protocols within ForCES, the control protocol message sent in the form of multicast competes with the control protocol message within TML in the bandwidth in the rigid way. When the network environment becomes deterioration, the control protocol message flow transmitted in the form of TCP will reduce the sending rate according to the AIMD mechanism, but the multicast protocol message flow will continue being transmitted in the original rate, or even a greater rate. Because of the lack of the corresponding rate adjustment mechanism, it will lead to the collapse of network bandwidth. Therefore, in order to achieve the fairness of TCP, a window mechanism similar to TCP’s should be taken, but the AIMD window adjustment mechanism of TCP has a great jitter [7], which is not conducive to transmitting the multicast protocol message. So the AIMD mechanism cannot be applied simply in the multicast environment within ForCES. In order to get an ideal control curve of the sending rate, we should improve the AIMD mechanism, for example, we can add a series of adjustment rules based on the history records to make it smoother.

In the curve of the TCP AIMD mechanism, the increasing factor is set as $b$, the multiplicative factor is set as $a$, the size of the sending window is a time function whose feedback time interval is set as $t$, during the cycle of the sending window, the function is denoted as follow:

$$ W(t) = \begin{cases} \frac{W_0}{b^t (a^t - b^t)} & \text{if } a < b \\ \frac{W_0}{b^t (a^t - b^t)} & \text{if } a > b \\ \frac{W_0}{b^t (a^t - b^t)} & \text{if } a = b \end{cases} $$

(1)

Herein, $W_0$ is the initial value of the sender congestion window, $t_0$ is the initial time, $t$ is an integer multiple of the feedback time which is also called RTT, namely, $t = n*RTT$ ($n = 0, 1, ...$), so the curve is discrete. However, in order to facilitate the analysis, ignoring the effect of timeout and retransmission during the practical transmission, the discrete curve can be simplified as a continuous curve.

From Equation (1), the control curve of AIMD mechanism under the congestion condition obeys the exponential function curve with $a$ as its base, when $t$ is large enough, the size of the window is close to 0, but under the non-congestion conditions it obeys the linear function curve with $b$ as its slope.

According to above analysis, the exponential curve of AIMD mechanism declines much more rapidly at first, when the value is close to the lower limit, it declines slower, the characteristic of which is more appropriate for the protocol message multicast transmission within ForCES. Considering that, during the protocol message multicast transmission process, the initial sending window of CE is denoted as $W_0$, the sending window function of CE under the congestion condition is adjusted as:

$$ W(t) = W_0 * a + W_0. $$

(2)

Liang Gong, Yining Wang, Chuanhuang Li
At the sending window adjusting algorithm of CE, we adopt the multiplicative decrease method under the congestion condition:

\[ W(t) + RTT = a(W'_t - W_0 + W_0) \quad 0 < a < 1. \]  \hspace{1cm} (3)

In order to be friendly to TCP, we adopt the method which uses a maximum value to limit the additive increase under the non-congestion conditions:

\[ t + RTT = \min \{W'_t, W_r + b\} \quad b > 0. \]  \hspace{1cm} (4)

Under this window adjustment algorithm, the curve of the transmission rate is linear increasing, and will stop at the sending threshold, denoted as \( W' \). As a result, it cannot achieve the initial requirements. Therefore, the rising amplitude of the additive increasing function curve changes from the constant to the variable, the rising amplitude of which is related to the difference between its current value and sending threshold. So we can design as follow:

\[ W'_t + RTT = W'_t + b(W' - W'_t) \quad 0 < b < 1. \]  \hspace{1cm} (5)

We can know from above, the function of Equations (5) and (3) is complementary, and the effect is the opposite, both of which have decided the sending window curve rising at a faster rate at the initial time, and then the rate of the rising becomes much slower due to the value of the sending window is close to the sending threshold. When \( b \) is set as an appropriate value, we can get an ideal performance of the curve, as shown in Fig. 1. By the testing, we can see that if the mechanism of the AIMD is improved, and considered strengthening the smoothing of the original curve, it will have smaller amplitude than that of the original curve. However, it is still the additive increase and multiplicative decrease in theory, and friendly to the TCP. So it can satisfy the fairness requirement perfectly.

![Fig. 1. Rate curve compared between AIMD and improved AIMD.](image-url)

### 3.3 Principles of Feedback and Rate Adjustment Mechanism

The reliable multicast within ForCES takes the way of feedback (which combines with the network congestion trends according to the network bandwidth) to adjust the sending rate.
The principles which should be adopted during the reliable multicast within ForCES are as follows:

1. FE makes the congestion judgment according to the average packet-dropout interval packets during each multicast process, and sends feedback to CE;
2. CE makes the judgment about the trend of the network bandwidth by grasping the network congestion of FE and combining the current sending rate with the historical rate during the last multicast, and adjusts the sending rate according to the change of the network bandwidth;
3. CE updates the history records of multicast after every sending rate adjustment and keep the history records, in preparation for the next sending rate adjustment.

In order to reflect the congestion situation of the current network correctly, we adopt an exponential weighted moving average method for the historical packet-dropout rate to judge the condition of the network congestion.

In order to assist the judgment of the network bandwidth variation trend, the reliable multicast within ForCES needs keeping a group of history records, denoted as $H = \{S_c, S_{nc}\}$, wherein, $S_c$ stands for the control status of the sending rate under the recent condition of the multicast congestion, and $S_{nc}$ stands for the control status of the sending rate under the recent condition of the non-congestion. At the beginning of the reliable multicast, the trends of the network bandwidth of CE, denoted as $B$, are documented as follows:

- $B = 0$: The available network bandwidth is stable;
- $B = 1$: The available network bandwidth is increasing;
- $B = -1$: The available network bandwidth is decreasing.

The trend of network bandwidth is judged by the rules which are as follows:

1. At beginning, the size of the sending window at CE is denoted as $W_0$, if receiving the congestion feedback from FE during the multicast transmission process, and the size of the current sending window, denoted as $W$, is less than the value of $S_c$ in the history of $H$, the network bandwidth will be considered decreasing, so $B = -1$;
2. If not receiving the congestion feedback from FE during the multicast transmission process, and the size of the current sending window, denoted as $W$, is larger than the value of $S_{nc}$ in the history of $H$, the network bandwidth will be considered increasing, so $B = 1$;
3. If the size of the current sending window of CE, denoted as $W$, is between $S_c$ and $S_{nc}$, or does not meet the two necessary conditions of above two at the same time, the network will be considered stable, so $B = 0$.

As a result, the reliable multicast rate adjustment algorithm within ForCES, which is based on the sending window, is as follow:

1. If the network bandwidth variation trend is identified as $B = -1$, updating the size of the sending window according to Equation (5);
2. If the network bandwidth variation trend is identified as \( B = 1 \), updating the size of the sending window according to Equation (3);

3. If the network bandwidth variation trend identified as \( B = 0 \), updating the size of the sending window according to Equation (6);

\[
W = k \cdot S_c + (1 - k) \cdot S_{nc} \quad 0 < k < 1.
\]  
(6)

The history records of CE will be updated after the sending rate being adjusted. If \( B = 0 \), this problem will be divided into two parts, if the packet-dropout feedback of FE is not received, and the value of \( S_{nc} \) in the history of \( H \) is less than the size of the current sending window, the value of \( S_{nc} \) will be updated to equal the size of the current sending window; if the packet-dropout feedback of FE is received, and the value of \( S_c \) in the history of \( H \) is larger than the size of the current sending window, the value of \( S_c \) will be updated to equal the size of the current sending window. If \( B = -1 \), the value of \( S_c \) will be set as \( W_0 \), and the value of \( S_{nc} \) will not be changed. If \( B = 1 \), the value of \( S_{nc} \) will be set as \( W' \), and the value of \( S_c \) will not be changed. So the multicast message curve diagram of CE through the simulation analysis can be shown in Fig. 2:

![Multicast Message Curve](image)

**Fig. 2.** CE sender multicast message curve.

### 3.4 Heterogeneity Problem of Reliable Multicast Transmission

Heterogeneity is also called the intra protocol fairness. In the current design of the reliable multicast congestion control, the sender selects its sending rate according to the bandwidth requirement of the worst receiver, namely the sending rate of the receiver is the minimum transmission rate, which is called the Worst-path fairness [7]. The transport model of ForCES protocol messages reliable multicast is an one-to-many communication model, where there are many FE ports at the multiple receiver, and each FE has a different utilization status to the network bandwidth in the different path, and a FE receiver in congestion should not affect the rate of the other FE receivers to receive the multicast packets, and allows each FE receiver to select the received bandwidth according to the congestion status of its own network. So this is the intra protocol fairness, which the reliable multicast rate adjustment mechanism within ForCES should be able to meet with.
The rate regulation feedback mechanism of the protocol message multicast within ForCES adopts the mechanism which selects a set of worse FE receivers to represent a multicast congestion conditions. During the reliable multicast process of intra protocol messages, initially, CE sends the Session Messages to FE, and FE does not calculate the packet-dropout at the same time, so FE does not send the feedback message. When the second session message arrives, every FE sends the ACK feedback packets which include the packet-dropout during the last multicast process and the RTT timestamps. Among them, because the transmission of session messages between CE and FE is the one-way, the session message is transmitted by TCP. But, each FE forwarding element may serve as an important role in the architecture of ForCES router, as a result, each FE must be ensured receiving protocol messages reliably. However, because the function of the ACK feedback message is to feedback the congestion status to CE, the feedback message is transmitted by UDP. As CE has the overall grasp of the receiving capacity and throughput of each FE to coordinate the rate adjustment and avoid the congestion, losing the ACK feedback message is allowed under the premise of satisfying certain QoS.

We select a group of ACK feedback messages from the session packets dynamically every time, which is required not only to represent the bandwidth utilization and throughput under poor reception conditions of FE, but not to cause an intra protocol to be unfair because of the excessive inhibition of the sending rate of CE. As shown in Fig. 3:

![Feedback set of multicast within ForCES.](image)

4 Performance Testing

4.1 Fairness Testing of Reliable Multicast Transmission

Operating the reliable multicast testing procedures at FE and CE separately, the CE test program joins a multicast group through the IGMP protocol, of which the ID is 0xC0000000, the IP address is 233.4.4.4 and the members include three hosts, whose IP addresses are 10.20.0.59, 10.20.0.190, 10.20.0.229 respectively, and sends 1000 multicast protocol messages to 0xC0000000. On the other hand, setting the parameters
of the SmartBits600 to make it send a UDP message at a rate of 10 Kbps within ForCES, and keep sending for 20 min. Then, in order to reflect that the process of the actual network status is turning good from bad, continue to send the random constructed UDP messages within ForCES at a rate of 50 Kbps. The Wireshark software is used to capture the packets at the CE multicast protocol message port, and the result is shown in Fig. 4:

![Protocol message transmission within ForCES.](image)

From the capturing result, during the first 20 minutes, the number of the multicast protocol message packets did not start from a small value, and soon increased to a more stable level in the initial stage, which is the result of that, CE adopted the sending window based on the history records and adopted the mimic AIMD mechanism which combines the congestion judgment and the trend of the network bandwidth, namely the adjustment parameters take use of the empirical values, which can make the reliable multicast sending window return to the optimal window size more quickly and smoothly. 20 minutes later, the size of the multicast messaging window will soon become a smaller level, and this size will be kept continuously after that. The reason why the sending rate is not excessive inhibition is that the congestion feedback mechanism based on the representative feedback set makes CE check the congestion and reduce the sending rate quickly.

### 4.2 Heterogeneity Testing of Reliable Multicast Transmission

Operating the reliable multicast testing procedures at FE and CE separately, the CE test program joins a multicast group through IGMP protocol, of which the ID is 0xC0000000 and the IP is 233.4.4.4, and the members include three hosts, of which the IP is 10.20.0.59, 10.20.0.190, 10.20.0.229 respectively, and sends a multicast protocol message with a length of 8000 byte to 0xC0000000. On the other
hand, the UDP message constructed by SmartBits600 transports at the rate of 200 Kbps, to simulate the actual network environment, the send status is shown in Fig. 5:

![Feedback situation](image)

**Fig. 5.** Feedback situation of the feedback represents.

From Fig. 5, during the multicast process, FE sent session messages in the form of UDP to respond to ACK messages periodically; the periodic time was set nearly as long as the cycle timer of the session message, but the feedback ID had a slightly difference. As a conclusion, the feedback mechanism based on the feedback representative set has a more sensitive feedback characteristic and a less feedback oscillation than those based on the worst receiver.

## 5 Conclusion

On the basis of current research status of multicast congestion control, because of the lack of the rate regulatory mechanisms within the original ForCES, this paper puts forward a kind of rate adjustment mechanism of CE based on an improved AIMD mechanism, which meets the demands of fairness within ForCES. Through the research of the heterogeneity of the receiving port, this paper also designs a congestion feedback mechanism based on the feedback representative set and this mechanism can also meet the intra protocol fairness better.
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Abstract. Increase in the amount of biological sequence data being generated is due to the advancement in the sequencing technologies. This has led to an upsurge in the need for methods/techniques that analyze these sequences to make biological inferences. Promoter sequences are one such biological sequences that play an important role in the process of gene regulation. These promoter sequences are made up of motifs arranged/configured in a particular order which is very important for its functionality. In this work, we propose a few techniques that capture the information regarding the arrangement of these motifs. Further this captured information help in the analysis of the promoter sequences. The methods use the motif features obtained from the Position Specific Motif Matrices (PSMMs) of the promoter sequences and then give a dissimilarity measure. Alignment-free as well as alignment based methods are proposed. The experimental results show that these methods are quite successful in bringing out the similarity/dissimilarity existing between given promoters/promoter sets. The alignment based method also helps in the process of inferring homology and in the phylogenetic analysis. In general, all the methods might help biologists in applications like drug target identification, biological pathway analysis and gene expression analysis.

Keywords: Alignment free, Alignment score, Multiple Sequence Alignment, Promoter sequences, Dissimilarity matrix, Sequence comparison.

1 Introduction

With the rapid growth in the generation of large wealth of biological sequence data, making sense of this huge data is a challenging task. There is an immediate need for good analyzing methodologies. These methods/techniques help in the process of extracting meaningful information from the sequences for better understanding of biomedical mechanisms [1] and to attempt to solve some specific biological problems. Some recent efforts are focused to identify functions of these non-coding DNA sequences which have some important function in gene expression analysis, tissue development, phylogenetic analysis which serves as the motivation to this kind of research work [2].

The analysis of these biological sequences consists of two major steps. Initial step is alignment which is later followed by analysis. Most of the existing multiple sequence alignment (MSA) works well on coding regions of the genes or the proteins.
The MSA algorithms are built using the principles of dynamic programming (Smith-Waterman and Needleman-Wunsch algorithms) [3], hidden markov model [4] and scoring matrices. There are several tools available that work on these concepts to name a few SW-align, Clustal W [3], MUSCLE [5], K align [6], D align [7], T-Coffee [8], M-Coffee [9]. There is a plenty of work on alignment free sequence analysis methods such as L-words frequency [10], spaced-word frequency methods [11], relative frequencies of dual nucleotides [12] etc. Many methods relating to k-mer/word frequency, substring, information theory and graphical representation are also available. Some softwares available for the methods described above include d2Tools [13], AGP [14], Alfy [15] and WNV typer [16].

In this work, we propose methods to analyze promoter sequences which are made up of repetitive patterns called transcription factor binding sites (TFBS)/motifs. The promoter sequences are a part of the non-coding DNA anywhere before the start codon of a gene and the stop codon of the previous gene, which plays an important role in the process of gene expression. The data set is obtained from the NCBI database and the PSMM are created using the TFSEARCH tool [17].

2 Materials and Methods

In this section, we describe the working details of our model and the proposed algorithms. Five frequency based methods proposed and one lacunarity algorithm which are all alignment free sequence comparison methods. Also, we propose one alignment based sequence analysis method which makes use of the motif pair feature. There are two datasets used, dataset 1 consisting of promoters of the Pyruvate kinase gene of different organisms and dataset 2 consisting of all the enzymes of the Glycolysis pathway of the organism human. The overall schema and flow of the method is as described in Figure 1. The detailed description of obtaining the PSMM for a promoter is presented in [18], [19]. Once the PSMM is obtained, they are given as input to the various methods briefly described below.

2.1 Frequency Based Alignment Free Methods

The frequency distribution gives a measure considering the occurrences of motifs in promoters in various ways. The detailed description of these frequency based methods is presented [19], [20]. The output of these methods is a dissimilarity matrix.

2.2 Lacunarity Based Method

The lacunarity algorithm is a multi scaled method that uses box counting across different scales to obtain the lacunarity values across different scales and then the Euclidian distance is used to get the dissimilarity between two promoters. This value then goes as an entry into the dissimilarity matrix. The algorithm can be found in detail in [18].

2.3 Alignment Based Method

This method extracts the motif pair based features from the binarized PSMM [21]. Later, we compare the count of motif pairs between the promoter sequences to find the similarity. The output of alignment is an alignment score.
3 Results and Discussion

All the methods described are quite successful in bringing out the similarity between organisms that are known to belong to the same family. The dissimilarity is very low for similar organisms and high otherwise. The results of the frequency based method and the alignment based methods on dataset 1 are presented in Tables 1 and 2. Also, the result of lacunarity analysis is given in Table 3. Results of the frequency based method and the alignment based methods on dataset 2 are presented in Tables 4 and 5. However some cases where some unusual results were obtained are highlighted in the respective dissimilarity matrices.

Table 1. Dissimilarity matrix of frequency based method on dataset 1.

<table>
<thead>
<tr>
<th></th>
<th>Human</th>
<th>Gorilla</th>
<th>Monkey</th>
<th>Cattle</th>
<th>Chimpanzee</th>
<th>Dog</th>
<th>Rat</th>
<th>Fruit Fly</th>
<th>Bacteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>Human</td>
<td>0</td>
<td>299</td>
<td>1629</td>
<td>903</td>
<td>1411</td>
<td>1378</td>
<td>1439</td>
<td>451</td>
<td>1531</td>
</tr>
<tr>
<td>Gorilla</td>
<td>299</td>
<td>0</td>
<td>890</td>
<td>256</td>
<td>568</td>
<td>581</td>
<td>604</td>
<td>266</td>
<td>796</td>
</tr>
<tr>
<td>Monkey</td>
<td>1629</td>
<td>890</td>
<td>0</td>
<td>400</td>
<td>500</td>
<td>283</td>
<td>488</td>
<td>1608</td>
<td>306</td>
</tr>
<tr>
<td>Cattle</td>
<td>903</td>
<td>256</td>
<td>400</td>
<td>0</td>
<td>300</td>
<td>213</td>
<td>256</td>
<td>820</td>
<td>256</td>
</tr>
<tr>
<td>Cat</td>
<td>1411</td>
<td>568</td>
<td>500</td>
<td>300</td>
<td>0</td>
<td>267</td>
<td>198</td>
<td>1302</td>
<td>480</td>
</tr>
<tr>
<td>Chimpanzee</td>
<td>1378</td>
<td>581</td>
<td>283</td>
<td>213</td>
<td>267</td>
<td>0</td>
<td>169</td>
<td>1263</td>
<td>101</td>
</tr>
<tr>
<td>Dog</td>
<td>1439</td>
<td>604</td>
<td>488</td>
<td>256</td>
<td>198</td>
<td>169</td>
<td>0</td>
<td>1310</td>
<td>262</td>
</tr>
<tr>
<td>Rat</td>
<td>451</td>
<td>266</td>
<td>1608</td>
<td>820</td>
<td>1302</td>
<td>1263</td>
<td>1310</td>
<td>0</td>
<td>1606</td>
</tr>
<tr>
<td>Fruit fly</td>
<td>1531</td>
<td>796</td>
<td>306</td>
<td>256</td>
<td>480</td>
<td>101</td>
<td>262</td>
<td>1606</td>
<td>0</td>
</tr>
<tr>
<td>Bacteria</td>
<td>1346</td>
<td>587</td>
<td>629</td>
<td>369</td>
<td>125</td>
<td>298</td>
<td>173</td>
<td>1275</td>
<td>497</td>
</tr>
</tbody>
</table>
**Table 2.** Alignment scores of enzyme pyruvate kinase in different organisms.


<table>
<thead>
<tr>
<th></th>
<th>Human</th>
<th>Gorilla</th>
<th>Monkey</th>
<th>Cattle</th>
<th>Cat</th>
<th>Fruit fly</th>
<th>Bacteria</th>
<th>Chimpanzee</th>
<th>Dog</th>
<th>Rat</th>
</tr>
</thead>
<tbody>
<tr>
<td>Human</td>
<td>125</td>
<td>117</td>
<td>1</td>
<td>7</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>32</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>Gorilla</td>
<td>117</td>
<td>173</td>
<td>1</td>
<td>11</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>45</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>Monkey</td>
<td>1</td>
<td>1</td>
<td>111</td>
<td>10</td>
<td>1</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>9</td>
<td>8</td>
</tr>
<tr>
<td>Cattle</td>
<td>7</td>
<td>11</td>
<td>10</td>
<td>146</td>
<td>5</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>Cat</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>5</td>
<td>63</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>6</td>
<td>2</td>
</tr>
<tr>
<td>Fruit fly</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>201</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>Bacteria</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>67</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Chimpanzee</td>
<td>32</td>
<td>45</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>1</td>
<td>118</td>
<td>3</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Dog</td>
<td>5</td>
<td>5</td>
<td>9</td>
<td>6</td>
<td>6</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>142</td>
<td>1</td>
</tr>
<tr>
<td>Rat</td>
<td>4</td>
<td>4</td>
<td>8</td>
<td>4</td>
<td>2</td>
<td>7</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>119</td>
</tr>
</tbody>
</table>

**Table 3.** Lacunarity scores of enzyme pyruvate kinase in different organisms.


<table>
<thead>
<tr>
<th></th>
<th>Human</th>
<th>Gorilla</th>
<th>Monkey</th>
<th>Cattle</th>
<th>Chimpanzee</th>
<th>Dog</th>
<th>Rat</th>
<th>Fruit fly</th>
<th>Bacteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>Human</td>
<td>0</td>
<td>0.02</td>
<td>0.37</td>
<td>0.31</td>
<td>0.12</td>
<td>0.47</td>
<td>0.9</td>
<td>0.09</td>
<td>2.27</td>
</tr>
<tr>
<td>Gorilla</td>
<td>0.02</td>
<td>0.03</td>
<td>0.35</td>
<td>0.05</td>
<td>0.25</td>
<td>0.45</td>
<td>0.88</td>
<td>0.07</td>
<td>2.25</td>
</tr>
<tr>
<td>Monkey</td>
<td>0.37</td>
<td>0.35</td>
<td>0.1</td>
<td>0.15</td>
<td>0.35</td>
<td>0.43</td>
<td>0.38</td>
<td>1.8</td>
<td></td>
</tr>
<tr>
<td>Cattle</td>
<td>0.31</td>
<td>0.05</td>
<td>0.05</td>
<td>0.19</td>
<td>0.15</td>
<td>0.15</td>
<td>0.23</td>
<td>1.96</td>
<td></td>
</tr>
<tr>
<td>Chimpanzee</td>
<td>0.12</td>
<td>0.25</td>
<td>0.19</td>
<td>0</td>
<td>0.35</td>
<td>0.35</td>
<td>0.78</td>
<td>0.03</td>
<td></td>
</tr>
<tr>
<td>Dog</td>
<td>0.47</td>
<td>0.45</td>
<td>0.15</td>
<td>0.35</td>
<td>0</td>
<td>0.43</td>
<td>0.38</td>
<td>1.8</td>
<td></td>
</tr>
<tr>
<td>Rat</td>
<td>0.9</td>
<td>0.88</td>
<td>0.54</td>
<td>0.59</td>
<td>0.78</td>
<td>0.43</td>
<td>0.81</td>
<td>1.37</td>
<td></td>
</tr>
<tr>
<td>Fruit fly</td>
<td>0.09</td>
<td>0.07</td>
<td>0.28</td>
<td>0.23</td>
<td>0.03</td>
<td>0.38</td>
<td>0.81</td>
<td>2.18</td>
<td></td>
</tr>
<tr>
<td>Bacteria</td>
<td>2.27</td>
<td>2.25</td>
<td>1.9</td>
<td>1.96</td>
<td>2.15</td>
<td>1.8</td>
<td>1.37</td>
<td>2.18</td>
<td></td>
</tr>
</tbody>
</table>

The features obtained from the proposed alignment free methods are not very useful in the study of phylogeny. However, these methods are faster. The lacunarity features obtained at different scales individually or together seem to be more effective in phylogeny analysis when compared to the frequency based methods. They perform poor when used for gene expression differentiation. The motif pair based alignment features seem to be performing best when one is interested in performing phylogenetic analysis. The proposed alignment does not insert gaps preserving the information regarding the position of motifs, which is important in gene expression studies.
Table 4. Dissimilarity matrix of frequency based method on dataset 2.
(Enzymes: 1. HK1 hexokinase 1, 2. GPI glucose-6-phosphate isomerase,
3. PFKM phosphofructokinase, 4. ALDOA aldolase A, fructose-bisphosphate,
5. TPI1 triosephosphate isomerase 1, 6. GAPDH glyceraldehyde-3-phosphate dehydrogenase,
7. PGK1 phosphoglycerate kinase 1, 8. PGAM2 phosphoglycerate mutase 2 (muscle),
9. ENO1 enolase 1, (alpha) and 10. PKM pyruvate kinase (muscle)).

<table>
<thead>
<tr>
<th></th>
<th>HK1</th>
<th>GPI</th>
<th>PFKM</th>
<th>ALDOA</th>
<th>TPI1</th>
<th>GAPDH</th>
<th>PGK1</th>
<th>PGAM2</th>
<th>ENO1</th>
<th>PKM</th>
</tr>
</thead>
<tbody>
<tr>
<td>HK1</td>
<td>0</td>
<td>449</td>
<td>256</td>
<td>328</td>
<td>499</td>
<td>363</td>
<td>381</td>
<td>420</td>
<td>217</td>
<td>303</td>
</tr>
<tr>
<td>GPI</td>
<td>449</td>
<td>0</td>
<td>470</td>
<td>261</td>
<td>564</td>
<td>495</td>
<td>222</td>
<td>212</td>
<td>315</td>
<td>218</td>
</tr>
<tr>
<td>PFKM</td>
<td>256</td>
<td>470</td>
<td>0</td>
<td>344</td>
<td>474</td>
<td>343</td>
<td>348</td>
<td>314</td>
<td>151</td>
<td>307</td>
</tr>
<tr>
<td>ALDOA</td>
<td>328</td>
<td>261</td>
<td>344</td>
<td>0</td>
<td>196</td>
<td>223</td>
<td>108</td>
<td>138</td>
<td>266</td>
<td>111</td>
</tr>
<tr>
<td>TPI1</td>
<td>499</td>
<td>564</td>
<td>474</td>
<td>196</td>
<td>0</td>
<td>340</td>
<td>108</td>
<td>138</td>
<td>266</td>
<td>111</td>
</tr>
<tr>
<td>GAPDH</td>
<td>363</td>
<td>495</td>
<td>343</td>
<td>223</td>
<td>340</td>
<td>0</td>
<td>323</td>
<td>339</td>
<td>414</td>
<td>316</td>
</tr>
<tr>
<td>PGK1</td>
<td>381</td>
<td>222</td>
<td>348</td>
<td>108</td>
<td>394</td>
<td>323</td>
<td>0</td>
<td>128</td>
<td>242</td>
<td>86</td>
</tr>
<tr>
<td>PGAM2</td>
<td>420</td>
<td>212</td>
<td>314</td>
<td>138</td>
<td>214</td>
<td>339</td>
<td>128</td>
<td>0</td>
<td>196</td>
<td>109</td>
</tr>
<tr>
<td>ENO1</td>
<td>217</td>
<td>315</td>
<td>151</td>
<td>266</td>
<td>446</td>
<td>414</td>
<td>242</td>
<td>196</td>
<td>0</td>
<td>174</td>
</tr>
<tr>
<td>PKM</td>
<td>303</td>
<td>218</td>
<td>307</td>
<td>111</td>
<td>290</td>
<td>316</td>
<td>86</td>
<td>109</td>
<td>174</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 5. Alignment scores of enzymes in glycolysis pathway of Homo sapien.
(Enzymes: 1. HK1 hexokinase 1, 2. GPI glucose-6-phosphate isomerase,
3. PFKM phosphofructokinase, 4. ALDOA aldolase A, fructose-bisphosphate,
5. TPI1 triosephosphate isomerase 1, 6. GAPDH glyceraldehyde-3-phosphate dehydrogenase,
7. PGK1 phosphoglycerate kinase 1, 8. PGAM2 phosphoglycerate mutase 2 (muscle),
9. ENO1 enolase 1, (alpha) and 10. PKM pyruvate kinase (muscle)).

<table>
<thead>
<tr>
<th></th>
<th>HK1</th>
<th>GPI</th>
<th>PFKM</th>
<th>ALDOA</th>
<th>TPI1</th>
<th>GAPDH</th>
<th>PGK1</th>
<th>PGAM2</th>
<th>ENO1</th>
<th>PKM</th>
</tr>
</thead>
<tbody>
<tr>
<td>HK1</td>
<td>313</td>
<td>13</td>
<td>11</td>
<td>9</td>
<td>3</td>
<td>10</td>
<td>3</td>
<td>1</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>GPI</td>
<td>13</td>
<td>173</td>
<td>10</td>
<td>8</td>
<td>1</td>
<td>9</td>
<td>5</td>
<td>5</td>
<td>9</td>
<td>2</td>
</tr>
<tr>
<td>PFKM</td>
<td>11</td>
<td>10</td>
<td>194</td>
<td>5</td>
<td>1</td>
<td>8</td>
<td>3</td>
<td>9</td>
<td>11</td>
<td>3</td>
</tr>
<tr>
<td>ALDOA</td>
<td>9</td>
<td>8</td>
<td>5</td>
<td>122</td>
<td>10</td>
<td>9</td>
<td>1</td>
<td>6</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>TPI1</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>10</td>
<td>61</td>
<td>11</td>
<td>4</td>
<td>5</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>GAPDH</td>
<td>10</td>
<td>9</td>
<td>8</td>
<td>9</td>
<td>11</td>
<td>78</td>
<td>3</td>
<td>6</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>PGK1</td>
<td>3</td>
<td>5</td>
<td>3</td>
<td>1</td>
<td>4</td>
<td>3</td>
<td>92</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>PGAM2</td>
<td>1</td>
<td>5</td>
<td>9</td>
<td>6</td>
<td>5</td>
<td>6</td>
<td>1</td>
<td>124</td>
<td>8</td>
<td>5</td>
</tr>
<tr>
<td>ENO1</td>
<td>4</td>
<td>9</td>
<td>11</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>0</td>
<td>8</td>
<td>223</td>
<td>0</td>
</tr>
<tr>
<td>PKM</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>97</td>
</tr>
</tbody>
</table>

4 Conclusion

The results obtained from different proposed methods on the two datasets show their success in bringing out the similarity/dissimilarity existing between given promoters. The alignment based method also helps in the process of inferring homology and in the phylogenetic analysis. We notice that results are similar from both the alignment free and alignment based methods showing that both methods are equally useful. In general, all the methods might aid biologists in the process of drug target identification,
biological pathway analysis and gene expression analysis. As a future work, we are contemplating on selection of subset of important motifs from the promoters. This could result in substantial reduction in PSMM size and will have direct influence on running time of algorithms. Perhaps, dissimilarity measure may also improve since less important motifs are ignored.
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Abstract. Tabla is the prime percussion instrument used in the music of many Asian countries. This cheap instrument can produce variety of pleasant sounds and has high sense of pitch. However, it is difficult to play and consequently there is a huge lack of tabla percussionists. Majority of musicians like to perform with a few known players. Since tuning requires long time and its range is also limited, players are to carry many sets of instruments tuned at different pitch for quick switch-over from one scale to another.

This paper proposes a scheme to synthesize pre-recorded tabla sounds to help musicians. Since recorded sound is used, the clarity and quality of the sound is unquestionable. The rhythm (taal), tempo or even pitch can be customized depending on musician’s requirement. The method can also synthesize some tabla sounds which otherwise would be impossible to play by tabla percussionist.

Keywords: Sound, Signal, Tabla, Rhythm, Pitch, Tempo, Synthesis.

1 Introduction

To make music more promising, musical instruments often accompany soloists. One of the prime membranophone percussion instruments extensively used in classical music and traditional music of many Asian countries (such as India, Pakistan, Afghanistan, Nepal, Bangladesh, Sri Lanka, Indonesia etc.) is Tabla [Fig. 1]. This happens since it can create a wide variety of different pleasant sounds and rhythms, has a ‘strong sense of pitch’ and is also a very low-cost instrument.

Bad news is that playing tabla is not easy at all. It requires extensive and hard use of the fingers and palms in various configurations. This might be one of the primary reasons that there are quite a very few tabla percussionists in musician community. Novice singers often buy this cheap instrument expecting that some player will accompany him/her. However, they often don’t find a player that makes them very uncomfortable and they often give up learning singing.

Tuning tabla does not only take moderately long time but also its range is limited. So, accompanists are to carry many sets of tabla tuned at different pitch to switch-over from one scale to another quickly.
A very few attempts [Sathej & Adhikari] have been made to model this instrument. However, due to eccentric structure of bayan and lack of circular symmetry, all attempts have been failed to produce accurate sound.

In this paper, we have proposed a scheme to synthesize pre-recorded tabla sounds to accompany soloists. Since we use recorded sound, resultant synthesized sound has no difference from real performed sound. The rhythms (taals), pitch and tempo (lay) can be customized on-the-fly arbitrarily based on soloist’s requirement. Some non-standard sounds and alternative musical expressions can be produced while keeping the performance expression of the traditional Tabla interaction. Using this proposed scheme, a low cost, small, portable tabla synthesizer can be produced that is capable of replacing a percussionist and produce table sounds with arbitrary rhythm, scale and speed to accompany musicians.

2 Related Work

Although a few electronic tabla (Radel’s Taalmala Digi-60Dx and Digi-108, Sound Lab’s Sangat, Pakrashi’s Riyaz,) are available in Indian market, they can only produce limited number (60/100/108) of pre-synthesized rhythms. Some allow composing new but limited (only 2 to 8) rhythms. Although some of them allow limited pitch/tempo changing, they do not allow incorporating new tabla sounds.

The perfect model of tabla is not yet known. Raman [Raman, 1934] made the first scientific study of this family of drums. He and his coworkers obtained through a series of experiments, the eigen modes and eigen values of the mridangam. Ramakrishna and Sondhi [Ramakrishna & Sondhi] subsequently modeled the drum but agree with Raman’s experimental values to within 10%. The approximate solutions were provided by [B_S_Ramakrishna, Sarojini & Rahman], but the agreement with experimental values is also very poor.
In [Lehana Dubey], a method for the separation of tabla sound from a mixer of vocal and tabla is presented. Although the separated tabla sound didn’t contain any residual of vocal sound, the quality of the sound was poor.

In [Kapur Ajay], authors describe the design of a simple electronic Tabla controller (ETbla). This is too a simple design and cannot even produce moderately realistic sound; hence cannot be used as professional controller.

In this paper, instead of using artificial model, we have used recorded tabla syllables to produce arbitrary rhythms with customizable pitch and tempo.

3 Proposed Scheme

Tabla manufacturers use a unique strategy to obtain harmonic overtones by loading the central part of the membrane with greater thickness (Fig. 2) resulting increased clarity of pitch and variety of tonal possibilities unique to this instrument [Sathej & Adhikari]. Further, the elements on the physics of the tabla can be found in [Fletcher and Rossing, 1998] or in the early work of Raman [Raman, 1934].

Playing tabla requires extensive use of the fingers and palms in various configurations to create a myriad of different sounds and rhythms, reflected in the mnemonic syllables (bol). To understand the technical part, we are describing some of the basic strokes:

Dagga strokes:
- ge: holding wrist down and arching the fingers over the syahi, the middle and ring-fingers then strike the maidan (resonant)
- ghe: similar to ‘ge’ except the heel of the hand is used to apply pressure or in a sliding motion on the larger drum to change pitch during the sound’s decay (resonant)
- ke or kath: striking with the flat palm and fingers (non-resonant)

Tabla strokes:
- na: striking sharply with the index finger at the rim(resonant)
- tin: striking gently with the index finger between syahi and rim(non-resonant)
- te: striking the center of the syahi with the index finger (non-resonant)
- tun: striking the center of the syahi with the index finger (resonant)

Combined strokes:

Some syllables are produced by striking both tabla and dagga simultaneously and are often called combined syllables. For example, ‘dha’ is a combination of ‘na’ and ‘ge’ where as ‘dhin’ is a combination of ‘tin’ and ‘ghe’.

3.1 Rhythms (Taals)

A rhythm consists of series of syllables (bol(s)) of different durations (1, ½, ¼ note etc.). However, the rhythmic structure (called taal) can be quite complex. The basic rhythmic structures can have a large variety of beats (e.g. 6, 7, 8, 10, 12, 16,...) which are grouped in measures (called Vivhaga). Table 1 shows some of the popular taals.

In this paper, we shall use Keherwa for demonstration.
3.2 Processing Rhythms

Indian music is primarily practice-oriented. This means the rules of compositions themselves are taught from teacher to disciple, in person. Accordingly, although oral notation for *tabla* stroke names is very developed, written transcription is not standardized. Fig. 2 shows the names of basic mnemonic syllables with their striking locations.

![Fig. 2. Locations for playing basic mnemonic syllables.](image)

<table>
<thead>
<tr>
<th>Table 1. Some frequently used tabla rhythms.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Name</td>
</tr>
<tr>
<td>-------------</td>
</tr>
<tr>
<td>Dadra</td>
</tr>
<tr>
<td>Kewarha</td>
</tr>
<tr>
<td>Tintal</td>
</tr>
<tr>
<td>Ektal</td>
</tr>
<tr>
<td>Jhaptal</td>
</tr>
<tr>
<td>Rupak</td>
</tr>
</tbody>
</table>

In fact, the set of all syllables is fairly large and requires expertise to understand them. For quick understanding, we have used only seven basic syllables; four for *tabla* ‘na’, ‘te’, ‘tin’, ‘tun’ and three for *dagga* ‘ge’, ‘ghe’, ‘ke’. However, the proposed scheme works for arbitrary syllables. These syllables were recorded in lossless WAV files. The signals corresponding to these basic syllables are shown in Fig. 3.

It may be noted that signals may not have equal play duration. For example, ‘tun’ had largest duration (more than 2.5 sec) where as ‘ke’ had shortest duration (0.045 sec). This means some sound echoes longer period of time than others. To understand how to generate resultant sound that can be played behind a song, let us consider a very simple transcription:

This is the notation for popular 8-beat (*matra*) rhythms called *keherwa*. The 8 beats (written as 4/4) consist of two segments (called *bibhag*) each consisting of 4 beats and
is delimited by ‘|’ character. A beat may consist of one or more syllables. If a beat has multiple syllables, they are written within ‘ ’ characters. A silence is represented by ‘-‘ character.

Since notation uses some characters (such as ‘|’) other than the syllables, to divide the entire rhythm into parts, we extract only syllables before processing them further. Following shows the same using only syllables.

\[ \text{‘gh}e - \text{te - ’na ke’ - ke’ dhin|‘tun - - ‘na ke’ - ‘ke’ dh|a} \]

The timing diagram for the rhythm is shown here.

This shows that the rhythm consists of 8 beats. The first beat consists of a ghe, a silent, a te and again a silent.

### 3.3 Separation of strikes

Tabla transcription is said to be monophonic. This means a single symbol is used even if the corresponding stroke is compound. For example, dagga and tabla strokes are combined in dha (na + ge), and dhin (tin + ghe). So, it is necessary to separate tabla and dagga transcription as follows:

Initialize \( t \) and \( d \) as empty sequences;

for each bol in transcription

\[
\begin{align*}
\text{if it is a tabla bol then append it to } t; \\
\text{if it is a dagga bol then append it to } d; \\
\text{if it is a combined bol then}
\end{align*}
\]

![Fig. 3. Signals corresponding to (i) tabla (ii) dagga mnemonic syllables.](image-url)
begin
\[ \{tb, db\} = \text{split} \left( \text{bol} \right); \]
append \(tb\) to \(t\);
append \(db\) to \(d\);
end

Here is the separated transcription.

\[
\begin{align*}
\text{Tabla} & \rightarrow 't' \ 'e' \ 'n' \ 'a' \ 't' \ 'i' \ 'n' \ 't' \ 'u' \ 'n' \ 't' \ 'e' \ 'n' \ 'a' \ 'n' \\
\text{Dagga} & \rightarrow 'g' \ 'h' \ 'e' \ 'k' \ 'e' \ 'k' \ 'e' \ 'g' \ 'h' \ 'e' \ 'k' \ 'e' \ 'k' \ 'e' \ 'g' \ 'e' \\
\end{align*}
\]

### 3.4 Serialization

We now calculate the duration of each syllable assuming duration of a beat is unity. For example, since the first beat has four syllables, each of the syllables has duration \(\frac{1}{4}\). Following shows the syllables with their durations.

<table>
<thead>
<tr>
<th>Tabla</th>
<th>-</th>
<th>-</th>
<th>te</th>
<th>-</th>
<th>na</th>
<th>-</th>
<th>-</th>
<th>tin</th>
<th>tun</th>
<th>-</th>
<th>te</th>
<th>-</th>
<th>na</th>
<th>-</th>
<th>-</th>
<th>na</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/4</td>
<td>1/4</td>
<td>1/4</td>
<td>1/4</td>
<td>1/2</td>
<td>1/2</td>
<td>1/2</td>
<td>1/2</td>
<td>1/2</td>
<td>1/2</td>
<td>1/4</td>
<td>1/4</td>
<td>1/4</td>
<td>1/4</td>
<td>1/2</td>
<td>1/2</td>
<td>1/2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Dagga</th>
</tr>
</thead>
<tbody>
<tr>
<td>ghe</td>
</tr>
<tr>
<td>1/4</td>
</tr>
</tbody>
</table>

### 3.5 Normalization

A notation may contain (probably many) silences. During that time, no striking happens but echo of the previous syllable continues. So, if syllable has one or more silences, the duration for the syllable has to be re-calculated. For example, the following sequence of syllables

\[
\begin{align*}
ghe & \ - \ - \ - \ - \\
1/4 & \ 1/4 \ 1/4 \ 1/4 \ 1/2
\end{align*}
\]

The, duration of each syllable is shown under it. The entire sequence can be replaced by a ‘ge’ with duration 1.5 (\(\frac{1}{4}+\frac{1}{4}+\frac{1}{4}+\frac{1}{2}\)) units. The number of samples required for this duration is 1.5*FS, where FS is the sampling frequency. If the signal ‘ge’ has at least those many samples, we take 1.5*FS samples from the beginning. Otherwise, we append necessary zeros at the end of ‘ge’ signal to make total number of samples equal to 1.5*FS. We call this process as normalization. Following shows the normalized duration:

<table>
<thead>
<tr>
<th>tabla</th>
<th>te</th>
<th>na</th>
<th>tin</th>
<th>tun</th>
<th>te</th>
<th>na</th>
<th>na</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>1/2</td>
<td>2</td>
<td>1</td>
<td>1/2</td>
<td>1/2</td>
<td>2</td>
<td>1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>dagga</th>
</tr>
</thead>
<tbody>
<tr>
<td>ghe</td>
</tr>
<tr>
<td>1/2</td>
</tr>
</tbody>
</table>

\[
\text{Time} \rightarrow \]
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3.6 Combining Components

This is where we get the resultant signal $R$ which can be expressed as:

$$S_{\text{result}} = S_{\text{tabla}} + S_{\text{dagga}}$$

where $S_{\text{tabla}}$ and $S_{\text{dagga}}$ are the signals of tabla and dagga respectively. The signal $S_{\text{tabla}}$ is obtained by concatenating all signals of tabla bols. The signal of a bol is obtained as follows:

For sampling rate $F_s$, and bol duration $D_b$ sec, number of samples to be used is $S_b = F_s D_b$. Suppose, $L_b$ is the actual number of samples present in the bol. Then there are two possibilities:

Case 1: $S_b \leq L_b$

This means, bol has enough samples to be taken. So, we take first $S_b$ samples from $L_b$.

Case 2: $S_b > L_b$

This means, bol does not have enough samples to be taken. So, first take all $L_b$ samples and append $(S_b - L_b)$ number of null samples (having amplitude zero). The signal $S_{\text{dagga}}$ is obtained in a similar way. These two signals are then combined to form the resultant signal. Fig. 4(i) and Fig. 4(ii) show tabla and dagga signals respectively whereas Fig. 4(iii) shows the resultant signal.

![Fig. 4. Resultant signal (i)Tabla (ii) Dagga (iii) Combined.](image)
3.7 Tuning Pitch

It refers to increase or decrease of sound frequencies to match with singer’s voice or other instruments. Following factors should be considered:

- Two drums are tuned separately.
- The smaller drum is tuned to a specific note, usually the tonic, dominant or sub-dominant of the soloist’s key.
- Changing the pitch must not change tempo.

Tuning must be done at frequency domain. Since input signals are in time domain, we first convert them to frequency domain, perform desired frequency shift and get it in the time domain again.

Since sound samples are uniform, we can use Fast Fourier Transform (FFT) which is an efficient implementation of Discrete Fourier Transform (DFT) to get frequency domain. Mathematically, for a set of N samples (complex numbers) $x_0, x_1, \ldots, x_{N-1}$, its DFT is defined as:

$$X_k = \sum_{n=0}^{N-1} x_n e^{-\frac{2\pi ink}{N}} \quad k = 0,1,2,\ldots,N-1 \quad (1)$$

And the inverse DFT is:

$$x_n = \frac{1}{N} \sum_{k=0}^{N-1} X_k e^{\frac{2\pi i nk}{N}} \quad n = 0,1,2,\ldots,N-1 \quad (2)$$

Since vector indices start from 1 in Matlab, Equations (1) and (2) may respectively be rewritten as:

$$X_k = \sum_{n=1}^{N} x_n e^{-\frac{2\pi i (n-1)k}{N}} \quad k = 1,2,\ldots,N \quad (3)$$

$$x_n = \frac{1}{N} \sum_{k=1}^{N} X_k e^{\frac{2\pi i (n-1)(k-1)}{N}} \quad n = 1,2,\ldots,N \quad (4)$$

Let’s quickly understand how MATLAB stores frequency domain data. In Equation (3), $X_1$ is the amplitude of the DC component and $X_k$ ($1 < k \leq N$), is the complex amplitude corresponding to $k^{th}$ frequency. The non-DC component has two parts; the first half $X_k$ ($2 \leq k \leq N/2+1$) is the set of amplitudes for +ve frequencies and the second half $X_k$ ($N/2+2 \leq k \leq N$) is the set of -ve frequencies. With these points in mind, we can increase the frequency as follows:

- Take the Fourier Transform
- Keep the DC component unchanged
- Shift the +ve part of the spectrum to the right
• Shift the -ve part of the spectrum to the left (or get reversed complex conjugate of the +ve part)
• Combine DC component, shifted first and second half
• Take inverse Fourier Transform.

To decrease the frequency, the direction of the shift has to be reversed. Fig. 5 (i) shows the FFT of original syllable ‘na’ and (ii) and (iii) show resultant FFT after a frequency shift of +200 Hz and -200 Hz respectively.

Figure 6 shows the resultant combined signal with a pitch increase of 10 Hz.

3.8 Changing Speed

For speeding up, we downsample (discard some samples) and for slowing down, we upsample (add/interpolate extra samples) so that the sample rate of the track is brought back to its original rate. We defined a factor called speed_factor that indicates the amount of speeding up/slowing down required. A +ve speed_factor implies speeding up and -ve speed_factor implies slowing down. So, the re-sampling rate may be calculated as:

\[ \text{new\_rate} = \frac{\text{original\_rate}}{\text{speed\_factor}}; \]
For example, for a sampling rate (original_rate) 44.1 KHz, a signal having d sec duration has d*44.1 K samples. To speed up it a factor of 2, we have taken first d*44.1/2 = d*22.05 K samples to be played in d sec. More specifically, the signal ‘ge’ has the duration 2.1 sec and has the total 2.1*44.1 = 92.61 K samples. To play it in double speed, we take first 92.61/2 = 46.205 K samples and play it in 2.1 seconds.

The resultant combined signal is shown in Fig. 7 (i) and (ii) with half and double speed respectively.

Conclusion

In this paper, we proposed a concatenated synthesis pre-recorded tabla sounds to accompany soloists. Since we use recorded sound, it sounds like real performed one. The rhythm (taal), pitch and tempo (lay) can be customized arbitrarily. Nonstandard sounds and alternative musical expressions can be achieved while maintaining the performance expression of the traditional tabla interaction.
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Abstract. Many studies have been devoted to the adaptive power line interference (PLI) removal design for biomedical signal processing. Most of the existing PLI removal methods are developed for applications in which the presence of PLI strongly affects the system performance. The objective of the work is to investigate the suitable method that is more feasible for its FPGA implementation. The detail study is made on available methods for PLI removal for biomedical signal processing. Different algorithms like LMS, NLMS, SLMS etc. have been analyzed for their applications in adaptive power line interference removal. LMS algorithm with some modifications in weight updation process is proposed for better performance of adaptive power line interference removal. The weights at which system got minimum error in the output are chosen using bubble sorting method to recover clean ECG signal. The implementation of adaptive PLI removal using Minimum Error Weight Adjustment (MEWA) made the system more efficient in terms of signal to noise ratio (SNR) and correlation coefficient with less computational complexity. In FPGA implementation of the system, the focus will be on making the implementation efficient in area and power utilization by using different area and power minimization techniques.
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1 Motivation and Problem Identification

An ECG signal is basically an index of the functionality of the heart. For example, a physician can detect arrhythmia by studying abnormalities in the ECG signal. Since very fine features present in an ECG signal may carry important information, it is necessary to have the signal as clean as possible. But all ECG capturing machines require ac supply due to which power line interference (50/60 Hz) is getting introduced in the ECG which distorts the signal badly. The fixed notch filter cannot be the solution because frequency of power line varies about fractions of a Hertz, or even a few Hertz. So we have to use the adaptive filter for the removal of such nonstationary noise. Many
algorithms have been proposed for the implementation of same but could not achieve
the best suited algorithm which can give the solution for frequency, amplitude and
phase variations simultaneously without distorting the characteristics of original ECG
signal.

So it is required to implement novel method for eliminating power line interference
using adaptive filter without distorting the original biomedical signal.

2 Introduction

One of the application areas of signal processing techniques is biomedical engineering
such as electrocardiography. The electrocardiogram (ECG) is graphical representation
of cardiac activity of heart. An ECG signal is an index of functionality of heart which
plays very important role in the diagnosis of heart diseases. Very fine features in ECG
signal carry important information regarding patient’s heart condition. So it is very
necessary to have a noise free ECG for correct diagnosis. Most of the medical equip-
ments used in hospitals are powered by power supply of working frequency 50/60 Hz.
American Heart Association recommends that ECG signal recorder have 3dB fre-
quency range from 0.67Hz to 150Hz. As power supply frequency lies within the fre-
quency range of ECG signal, measured ECG signal is corrupted by power line
interference (PLI) [2]. PLI with low frequency and weak amplitude may totally mask
the signal of interest and affects the reliability and accuracy of ECG signal. For the
quality analysis of cardiac diseases, PLI should be removed from ECG signal, while
keeping ECG signal intact [4]. Traditional approach to remove PLI was to use a notch
filter with narrow rejection bandwidth. Increase in attenuation level of notch filter, PLI
can be removed effectively however increased bandwidth disturbs the nearby spec-
trum. This is the major drawback of using fixed notch filter for removal of PLI from
ECG signal [2]. This approach is not suitable when PLI is non-stationary in nature, i.e.
when frequency, phase and amplitude of PLI are varying with respect to time. So adap-
tive interference canceller is required for the removal of such kind of interference.

Adaptive filters have the capability of tracking and detecting dynamic variations and
time varying potentials. The purpose of an adaptive interference canceller is to subtract
non-stationary type of noise from a received signal in adaptively controlled manner so
as to improve the signal to noise ratio (SNR). In adaptive PLI cancellation method, PLI
is estimated by minimizing difference using adaptive algorithms. Further estimated
PLI is subtracted from noisy ECG signal to cancel the PLI at successive iteration [7].
The adaptive interference canceller shown in Fig. 1 operates on the reference PLI input
i(n) to produce estimate of the noise which is then subtracted from the desired signal
d(n), i.e. noisy signal to get the error signal e(n). Further the weight updation is done
by MEWA LMS algorithm to minimize the error.

Power line interference may occur through two mechanisms: capacitive and inductive
coupling. In capacitive coupling, the transfer of energy between two circuits by
means of a coupling capacitance pre-sent between two circuits. The value of the cou-
pling capacitance decreases with increasing separation of the circuits while inductive
coupling causes because of mutual inductance between two conductors. The geometry
of the conductors as well as the separation between them determines the value of the
mutual inductance, and hence the degree of inductive coupling. Actually, capacitive coupling is responsible for high frequency interference while inductive coupling causes low frequency interference. For this reason, inductive coupling is the dominant mechanism of power line interference in electrocardiography. Ensuring the proper application of electrodes, that there are no loose wires, and all components have adequate shielding which can help to minimize occurrence of amount of power line interference.

3 Related Work and Preliminaries

Author presents a survey on implementation of an adaptive power line interference canceller for ECG signal processing and recommends to use Least mean-square (LMS) algorithm. Notch filters are ineffective, whenever the power line frequency is not stable or not accurately known. A mismatch between the suppression band and the power line frequency might lead to inadequate reduction of power line interference therefore adaptive interference cancellers should be preferred. LMS algorithm is commonly used for adaptive filtering since it is computationally simple and efficient [1]. The least mean square (LMS) is the most used algorithm to iteratively minimizing the mean square error (MSE) of the system output. In some practical applications, the LMS algorithm can be implemented only with delayed coefficient adaptation [11]. The use of delayed coefficient adaptation in the LMS algorithm has enabled the design of modular systolic architectures [12]. The convergence behavior of this delayed least mean squares (DLMS) algorithm, when compared with that of the standard LMS algorithm, its performance is degraded with the increase in the adaptation delay. Modular design systolic architecture for transversal adaptive filtering that maintains the convergence behavior of the LMS algorithm by minimizing the adaptation delay, and also supports high input sampling rates with minimal input/output latency [15]. The first used adaptive method to remove 50/60 Hz interference from a corrupted ECG signal using adaptive filter was proposed by Widrow. This method is very robust and has the capability to remove 50/60 Hz interference [8]. Ziarani et al. proposed nonlinear adaptive filter for removal of PLI from ECG signal. Structure of filter is highly simple and required little arithmetic [5].

Adaptive noise canceller (ANC) method with internal reference signal is introduced by Ziarani which is having more complex structure. Martenes et al. proposed simple adaptive noise canceller as improvement in Widrow method and neglecting the presence of PLI harmonics [6]. Ziarani proposed very practical method for PLI removal but
adaptation constant may not lead to a successful equation phase. The improved adaptive canceller (IAC) is proposed by Martens et al. with important improvement such as error filtering and adaption blocking based on QRS complex detection [7].

Further the work is extended by Bharath with the use of appropriate window length. Yue Der Lin and Yu Hen Hu proposed LDA based adaptive filter overcome drawback of unrealistic assumptions for existing methods with less computational complexity. Structure is capable to eliminate PLI with variable frequency and other sinusoidal interference [3]. Some researchers have presented the real time implementation of an adaptive canceller using FPGA. Larger the value of step size parameter (u) increases the convergence speed but affects the stability and vice versa [14],[17].

4 Proposed Method

A block diagram of the proposed adaptive PLI removal using Minimum Error Weight Adjustment (MEWA) is depicted in Figure 1. This proposed adaptive canceller is capable to suppress the nonstationary PLI in ECG recordings. Weights of filter are automatically updated using MEWA algorithm. This algorithm is highly efficient because of its robustness and low computational complexity. We have used the sliding window approach for filtering. As the order of filter is 2, the window length is also taken as 2. So the computational complexity is getting reduced which will be a very important parameter for real time implementation. The weights at which the system got minimum error in the output are chosen to recover the clean ECG signal. The first order digital FIR filter is used for filtering purpose. Both the filter weights are getting updated at every iteration. The performance of system is analyzed by observing the value of error for different values of step size parameter and number of filter taps. The bubble sorting method has been used to find out the location at which minimum value of error is present. That location identifies the most appropriate weights of filter to reconstruct the required ECG signal. Those weights are maintained till the next minimum value of error gets appear. So the method is called as Minimum Error Weight Minimization (MEWA) Method. Sign Least Mean Square (SLMS) algorithm is used for updating the weights. Different PLI signals are artificially generated for testing purpose using inductive coupling mechanism. Mathematically, MEWA can be demonstrated as follows:

\[ e(n) = d(n) - y(n) \]  

where \( d(n) = x(n) + i(n) \)

\( x(n) \) is a clean ECG signal and \( i(n) \) is added interference

\[ W = \lambda \cdot W + \mu \cdot \text{sign}(e(n)) \cdot X \]  

where \( e(n) \) is an error signal

\[ \text{Location}(l) = n \{ \min(e(n)) \} \]  

\[ w = w(l) \]  

where \( w \) is the current weight vector
4.1 Evaluation Method

In order to validate the performance of MEWA LMS algorithm, simulation is carried out using ECG signals from MITBIH database as shown in Fig. 2. The ECG signals are of 1 s duration with a sampling frequency of 250 Hz. First the signal is passed
through a channel to introduce channel noise. Further the received ECG is added with the additive noise to form a noisy signal as shown in Fig. 3(a)(b)(c). This signal is used as an input signal to evaluate the performance. To quantify the performance of the interference canceller, signal to noise ratio (SNR) and the correlation coefficient (CC) between the original ECG signal and the filtered ECG signal are calculated. Signal to noise ratio is measured at the input, as SNRin and at the output as SNRout of the adaptive canceller. SNR improvement is one of the most important parameter to evaluate the system performance. SNRin is defined as the ratio of the power of the ECG signal to the power of added noise and SNRout is defined as the ratio of the power of the ECG signal to the residual noise power. And Correlation Coefficient gives the degree of similarity between clean ECG and filtered ECG.

4.2 Results and Discussion

Clean ECG signal recorded at Beth Israel Hospital (BIH) in Boston and made available by Massachusetts Institute of Technology (MIT) is taken for simulation. The clean ECG signal is having 2560 discrete values as shown in Fig. 2. This clean ECG signal is passed through noisy channel and further polluted by synthetically generated nonstationary interference as shown in Fig. 3 (a)(b)&(c). The algorithm is analyzed by using MATLAB simulation. In order to compare the performance of proposed adaptive algorithm, first the performance of normal LMS algorithm is taken into the consideration. Thereafter proposed MEWA LMS algorithm is analyzed for different values of step size parameter. Following Table 1 shows the comparative analysis of normal LMS algorithm with MEWA LMS algorithm with respect to SNRout and Corr. Coeff values.

Fig. 4 (a)(b)(c) shows the simulation results of MEWA LMS algorithm for improved values of SNRout and Correlation Coefficient (CC) when u=0.01 and No. of taps = 2. In each Fig. plot 1 shows the overlapping of noisy and recovered noisy signal where plot 2 shows the overlapping of clean ECG and and recovered ECG signal.

Table 1. SNRout and Corr. Coeff. Values for Normal LMS and MEWA LMS.

<table>
<thead>
<tr>
<th>No.of taps (N)</th>
<th>SNRin (db)</th>
<th>SNRout (db)</th>
<th>Corr. Coeff.(CC)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Normal LMS (u=0.000001)</td>
<td>MEWA LMS (u=0.01)</td>
<td>Normal LMS</td>
</tr>
<tr>
<td>2</td>
<td>-10</td>
<td>1.34</td>
<td>32.83</td>
</tr>
<tr>
<td>2</td>
<td>-5</td>
<td>7.82</td>
<td>37.2</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>13.39</td>
<td>41.82</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>18.62</td>
<td>44.04</td>
</tr>
</tbody>
</table>
Fig. 4(a). Output of MEWA LMS for SNRin = −5 db.

Fig. 4(b). Output of MEWA LMS for SNRin = 0 db.

Fig. 4(c). Output of MEWA LMS for SNRin = 5 db.
5 Conclusion

Cancellation of Power Line Interference from ECG signal is a challenging problem as the frequency of Power Line Interference may change with time. This work suggested the minimum error weight adjustment (MEWA) mechanism for LMS algorithm. An adaptive interference canceller using MEWA LMS efficiently filters the ECG signal without distorting the characteristics of ECG signal with fewer computations. The choice of step size parameter is again a critical issue. Result shows the improved values of SNRout and Correlation coefficient. As the filter requires only two taps for designing, the computational complexity is getting reduced. This will help the designer for real time implementation. The proposed algorithm gives SNR improvement of about 40db. The comparative analysis proves the advantage of MEWA LMS over Normal LMS.

6 Work in Progress

Currently the work is going on for finding the best suitable algorithm for adaptive power line interference removal. The feasibility of algorithm for real time implementation will be checked first. Once the algorithm is getting finalized, real time implementation of the algorithm will be done. Adaptive interference cancellers can be implemented using general-purpose microcontrollers or digital signal processors. These solutions are not optimum since they have low processing speed and sequential execution due to the fact that adaptive cancellers are implemented with a software program. Another solution is the implementation of the adaptive controller with field-programmable gate array (FPGA) [10][19].

The adaptive filters can be implemented by sequential, parallel and semi-parallel architectures. The type of architecture chosen is based on sample rate and number of coefficients. The parallel architecture is well suited for a high sampling rate requirements and a small number of coefficients. However, the sequential architecture is more suited for the low sampling rate requirements and a large number of coefficients. The semi-parallel architecture is a good compromise that permits to implement filters having a large number of coefficients and requiring a high sampling rate [9]. So the adaptive power line interference removal will be implemented using semi-parallel architecture on FPGA.

After real time implementation on FPGA, the next target is to calculate the requirement of power and area for chip level implementation probably on 90nm technology. Quartus and Cadence tool will be used for detail power and area analysis.
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Abstract. Behavioral models play a prominent role in specifying software systems by facilitating the abstract behavior views and analyzing the elementary aspects of a system. The sequence diagram, one of the key behavioral diagrams in UML, provides intuitive ways to capture requirements and scenarios as a sequence of events. The paper proposes a generic framework for effective code generation from UML models. The proposed framework acts as an interexchange format that helps to combine the structural and behavioral constraints of the system objects associated thereby facilitating consistent source code generation. Model Refactoring contributes to improve the software quality and productivity thus mitigating flaws in the system during the design phase itself. The case study presents the refactoring of online simulation of a mill optimization problem in a thermal power plant system.
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1 Introduction

The increasing complexity of the software systems demands the advent of novel effective development approaches that can overcome the major drawbacks of the existing development technologies. Model Driven Engineering (MDE), fostered by Object Management Group (OMG) helps reducing the development costs of complex software systems through the use of technologies like Model Driven Architecture (MDA) that supports rigorous analysis of software models [2, 3]. In MDA, models are the primary entities for entitling the system at different levels of abstraction. Models can help to detect inconsistencies or incompleteness in requirement model by evaluating the simulation of the scenarios.

The Unified Modeling Language (UML) is one of the prevalent languages used for modeling complex safety-intensive software systems. It provides a collection of modeling notations for design specifications to build models that describe the different views on a system during various stages such as requirements analysis and design artifacts of software systems. UML Sequence diagrams are now
becoming familiar to represent the behavioral specifications of the complex systems. Sequence diagrams emphasize on modeling the interactions between the collaborating objects participating in the interactions as a time-ordered set of messages [1, 3].

However, UML diagrams fail to specify the semantics in representing the entire information to determine the complete system behavior. The lack of formal semantic specification for UML makes it difficult to analyze the consistency notion in these diagrams. Hence, several transformation approaches are being adopted for analyzing and specifying the consistency of behavioral models which transform the UML models into some semantic domain where the consistency constraints can be represented and validated. The formal specification languages like OCL, TOCL, Z, etc. helps to add additional information to the diagram thereby ensuring the completeness of the model.

OCL is a declarative, side-effect free, formal specification language used along with UML diagrams for specifying the object constraints and queries on the UML models. It precisely defines the well-formedness rules for UML as well as the OMG-related metamodels. OCL is mainly used to specify the invariants of objects as well as the pre and post conditions of the operations [6].

Representing the dynamic behavior of complex time-safety critical systems is a rigorous task as well as a tough research problem to be taken care of. It involves the careful analysis of the semantic aspects with respect to the system constraints. Moreover, there are no model-based techniques or tools available so far for analyzing such temporal properties in UML behavioral diagrams, especially in sequence diagrams. Existing approaches use model transformation techniques that transform the UML models to some other language that supports automated analysis, which are also complex and erroneous.

The Temporal OCL (TOCL) finds its significance in this context. The time and safety related constraints as well as the behavioral specifications, which are hard to express using OCL can be specified using TOCL, a temporal logic extension of OCL. In this paper, we evaluate the impact of OCL and TOCL along with UML behavioral diagrams to completely represent the system behavior especially in safety-critical software environments.

Towards this goal, we provide a refactoring approach to embed the static as well as the temporal constraints involved in the system behavior through a development chain. It constitutes the generation of the behavioral design model using UML sequence diagrams, specification of the constraints using OCL and TOCL, generation of code from the behavioral models by applying the refactoring approach and the execution and analysis of generated code. This approach helps in predicting the system behavior at modeling level itself by comparing the simulation results with real time results. This consequently allows the scientists or the researchers to work exclusively at modeling level in order to obtain the optimized system models. They can analyze the scenario specifications directly from the execution model and can add changes accordingly.

The work focuses on interaction modeling, showcasing the dynamic aspects of the interaction between the participating objects. The dynamic modeling
includes visual specification of the system functionalities in detail, where the functionalities are realized through the message passing between the objects participating in the interaction. The paper discusses about the development of a framework which shows the automated refactoring of UML interaction diagrams, especially the sequence diagram designs, to improve the understandability and maintainability of the design for the efficient source code generation process.

This paper is an extended work and its main new contribution is that the framework has been enhanced with the potential of including a set of safety and temporal constraints in addition to the static constraints of the system [16]. The work proposes a novel approach that yields an interexchange framework to include the complex system behaviors into UML Sequence diagram design as constraints, thereby enriching the model elements with the necessary details of the system without affecting its external behavior.

Incompleteness in the generated source code may often arise due to the absence or failure in representing all possible information regarding the objects that participate in that system. The constraint specification languages play an intelligent role here, by removing this inconsistency in the model design which in turn reflects in the completeness of the generated source code. The proposed framework paves the way for improving the software code quality and productivity fulfilling all the specified system requirements during the code generation process.

The main contributions of this work can be summarized as follows:

- The behavioral refactoring approach in sequence diagram designs is proposed, which paves a way to incorporate static, temporal and safety related constraints into the design and derive a refactored interexchange model from the existing SD specification.
- To provide a generic behavioral pattern for implementing the proposed refactoring methodology in UML models that provides a space for consistent code generation of software systems.

The remainder of this paper is structured as follows: Section 2 gives the related works and identifies and explains the different refactoring activities. Section 3 describes the proposed refactoring approach. Section 4 presents the implementation of the approach through a case study discussion. Finally, Section 5 shows the results and discussions part of the case study and Section 6 concludes.

1.1 Background

The software refactoring is an emerging area where a lot of researches are being carried out on exploring the ways to address refactoring in a consistent manner. Refactoring revolutionizes the design by applying some effective process for improving code quality. The term refactoring was instigated in 1992 by William F. Opdyke in his research work in the context of object-oriented software to support software evolution and reuse. He defined refactoring as “behavior preserving program restructurings or transformations containing particular preconditions that
must be verified before the transformation can be applied in order to make the design of a program clearer and to make it easier to add new features” [7, 8].

Refactorings can also be applied to reduce or eliminate redundant parts of program codes [7]. Martin Fowler defined the process of refactoring as “a change made to the internal structure of software to make it easier to understand and cheaper to modify without changing its observable behavior”. He proposed the refactoring catalog which focuses on manual refactoring, demonstrated with examples regarding the principles of refactoring, the useful ways to identify and find the associated low-level refactoring(s) that helps fixing a code problem in a controlled and efficient manner [9].

Mens et al., in their review on model-driven refactoring discussed on the latest approaches in model refactoring and also the various challenges encountered while applying refactoring on model level [13]. Mohamed et al. discussed on their the existing model refactoring approaches based on feature based model-driven taxonomy [14]. Most of the investigations focus on UML class diagrams, for applying model refactorings [10]. There are only a few approaches that focus refactoring behavioral diagrams and prove their behavior preservation properties in a standard way. G. Sunye et al. were the first to present a set of refactoring(s), particularly on UML class models and state machine models, and explained how they can be modeled so as to preserve the behavior of a UML model. They showed that refactorings can be defined for UML in such a way that their behavior-preserving properties are protected, based on OCL constraints defined at the metamodeling level [11].

Alessandro Folli and Tom Mens used Algebraic Graph Grammar tool to support refactoring on the UML designs. They focus on class models and state machine models and define a metamodel similar to the UML meta model as a type graph. The limitation of this work is that this type graph can represent only the simplest version of the UML metamodel [17]. France et al. described a meta modeling approach to pattern-based model refactoring in which refactoring(s) are used to introduce a new design pattern instance to the model [18].

Several formalisms have been suggested to examine model refactoring(s). Most of these propose exhibiting model refactoring in a declarative way. Graph transformation theory was used in several works for describing model refactoring and formal properties have been used to review these refactoring(s) [15].

Most of the refactoring approaches focused on code-level refactoring and only a limited works address the model refactoring approaches and especially with class diagrams [13]. But while taking care of the behavior preservation of design models, we need to rely on behavioral models and the constraints associated with them. Only a few works are available in the literature with respect to refactoring of behavioral models. None of the existing approaches can be used to verify operation-based model refactoring that involves changes to operation specification. The core idea presented in this paper focuses on facilitating the integration of system behavioral properties throughout the time point at different abstraction levels one wants to guarantee for the safe or normal execution of the system.
2 The Conceptual Approach

2.1 Refactoring the Behavioral Specifications

Model transformation is the process of modifying the source model to produce the target model. Refactoring is a model transformation approach which restructures the system by altering its internal behavior without affecting the external behavior [1, 2]. Modifying the UML model by enriching with the necessary constraints will significantly increase the quality of the design as well as the generated source code from it. The process of refactoring enables the model to adapt to future extensions.

By definition, refactoring should ensure behavior-preserving transformations of an application. It means that the external behavior of the model before and after the refactoring must remain the same. The major problem faced by designers is to measure the actual impact of modifications on the various design views, as well as on the implementation code which serves as a valid proof to prove the correctness of system and hence showing the behavior preservation property of refactoring approach. Another crucial task here is identifying or determining the exact element to which the refactoring has to be applied.

We are applying the refactoring approach in UML sequence diagrams, which primarily shows the behavioral interactions between the objects participating in the system. Such behavioral transformations need extra care as their change raises some difficulties.

In the proposed work, the model refactoring is applied to the lifeline model element of the sequence diagram design for ensuring the correctness of the system. Since the primary focus of the sequence diagram is to specify the interaction between the collaborating objects, represented as lifelines, it has been chosen as the focal point for refactoring.

We also need to justify why the behavior preservation condition holds for these model transformations:

- Adding the constraint schema into the lifeline model element does not make any modification to the behavior of that element. Rather, we are only giving space to group all the data related to that model element into a common point in order to improve the understandability.

The overall architecture of the refactoring process proposed in this work is shown in Figure 1.

The XML Metadata Interchange (XMI) is OMG standard interchange format used in UML models for exchanging metadata information via XML. It includes information about elements in a model and their relationships. The transformation of the models into XMI is indeed a breakthrough in facilitating interoperability across various tools and platforms [5]. The XMI generated would then be fed into an XMI parser to retrieve the meta model information which in turn is used for the generation of source code. Besides, OCL and TemporalOCL also supplements more precise information specification in the UML behavioral model. The work is an attempt to allow the specification of inter-object scenarios for object-oriented system models in a succinct expressive manner.
2.2 Generation of the OCL-TOCL Framework

The work focuses on developing X-CodeFrame, an XML code framework for representing OCL and TOCL constraints into UML behavioral models, especially the Sequence diagram model thereby facilitating automatic behavioral code generation. This approach helps in simplifying the transformation of the static, temporal and safety-related constraints of the system, thereby smoothening the code generation process.

The constraints that are typically hard to express in OCL, which entitles the temporal and safety related issues of the system are specified using the temporal OCL (TOCL). The static as well as the temporal constraints specified for a system using OCL and TOCL are parsed for framing the constrained elements in order to generate the framework as per the defined schema \[\text{schema No-Fig.}\]. The extracted constraints are then set appropriately into the OCL-TOCL frameworks by matching the context \(<\text{name}>\) attribute.

An XML Schema Definition (XSD) typically called an XML schema, is the de facto standard for describing XML documents, controlled by the World Wide Web Consortium (W3C). The XML schema formally defines the XML document
structure accompanying the rules for data content and semantics. The OCL schema proposed here defines an XSD file that provides the design pattern of how the constraints will set within the XMI file obtained after the refactoring process.

The OCL-TOCL schema is the backbone of the proposed UML refactoring process. Based on the defined schema rules, the constraints are embedded into the XMI file of the UML model thereby refactoring it for quality source code generation. The basic types that we are considering for the schema framework generation are the invariants, methods, pre-condition and post-condition operations.

The schema defines the specification rules for framing the constraints appropriately associated with each of the objects participating in the system interaction. For each class defined in the constraint files (OCL/TOCL) there will be an `<extendedConstraints>` tag generated which is the root element for the constraint construction framework. All the constraints that belong to a particular class will come to an individual `<extendedConstraints>` tag created for that class. It includes the class name details using the attribute context and also stores the file type within the type attribute.

```xml
<extendedConstraints context="class_name1" type="ocl/tocl">
    ........
</extendedConstraints>
```

**Fig. 2.** Extended constraints

The schema template structure for adding invariants into the OCL-TOCL framework is as follows. The `<MethodDetails>` tag is the main tag element inside the `<extendedConstraints>` tag which represents the whole constraint block within a particular class based on the nature of the constraints. The `<body>` tag element sets the constraints within the `<MethodDetails>` appropriately. The `<constraints>` tag is the complex type tag set that helps in identifying all the constraint expressions, operations etc in the `<MethodDetails>` and include these entities as individual elements under the `<constraint>` tag within it. The schema template structure for generation of an operation or method is as shown in Fig. 3.

For the execution of a method in any complex system generally includes a precondition which must be considered for a safe system functioning, a body part which includes the actual functionality to be performed and a postcondition operation in which the status of the generated output is checked for further processing of the system. Hence the syntax for generation of the method schema also include these as the key factors while framing data with respect to a method. The `<precondition>` tag element helps in representing all those conditions for checking the pre-conditions that should satisfy or perform if any before performing the actual method body. The `<body>` tag include the ex-
pression and operations that have to be taken place within that method and the `<postcondition>` tag represents all those constraints that must have to be executed after the method execution.

The generation of java class files corresponding to the OCL schema is done using JAXB (Java Architecture for XML Binding), which directly binds the XSD/XML element to particular fields of java classes and vice versa using the properties marshalling and unmarshalling.

The OCL files containing the static constraints and the TOCL files which contain the temporal and safety related constraints for the system are parsed. The constraints are parsed and extracted in a way that helps in fixing the context to which the respective specification refers to in the generated OCL-TOCL frameworks. The constraints extracted are set with the associated java objects of the java classes created using JAXB.

The generated OCL TOCL frameworks are then injected into the XMI of the Sequence diagram model based on the lifelines associated with it.

The OCL-TOCL framework generation process is shown as Algorithm 1.

Algorithm 2 explains the process of filling the constraint objects with appropriate constraint body tag elements.

**Fig. 3.** Schema template structure for generation of an operation or method
Algorithm 1. X-CodeFrame Generation

Require: OCL file for sd’s (OCLsd) and also TOCL file for sd’s (TOCLsd), if any.
Ensure: XML framework of the constraints w.r.t. different contexts referred.

1: begin
2: Initialize the ocl-tocl parser with the input
3: Read OCL / TOCL file
4: for each line in file do 
5: segregate the contents against the context 
6: for each new content in context do 
7: create an object of ExtendedContraints with type OCL/TOCL 
8: store the object against context 
9: parse the context string 
10: extract the details context data elements like class name, constraint type, constraint name, return type if any 
11: end for 
12: for each new constraint within a context do 
13: get the ExtendedConstraints object against a context 
14: add an object of MethodDetails under ExtendedConstraints 
15: invoke populateConstraintBody() 
16: end for 
17: iterate the list of ExtendedConstraints of all context 
18: marshall the objects to the XML content 
19: store it against the context 
20: end for

2.3 Applying Refactoring to the Model: An Algorithmic approach

Identification and extraction of the exact information that represent functionalities or behavior from the UML models are crucial. This work is proposing an automated refactoring approach for the scenario based UML designs, especially, the UML sequence diagrams, to model the complex system behaviors, henceforth building the behavioral scenarios for individual subcomponents of the system. Refactoring supports a highly dynamic software lifecycle by improving the internal structure of a piece of code block without altering its external behavior. The operation specifications which cannot be directly included in the UML designs are expressed using the static as well as the temporal constraint languages.

Given a model M which consists of model elements which are associated with it to perform the behavioral aspects as per the system requirement specification based on the metamodelling standards (IM). Applying model refactoring in the model \( MR = (pre, TR) \), where \( pre \) is the precondition or set of rules that model must preserve and satisfy, and \( TR \) is the model transformation that is applied to the model.

The Algorithm 3 describes the whole process taken place during the UML refactoring approach.

We illustrate how the refactoring process will happen through the simulation of the mathematical modeling process for optimizing the time factor in a pulverizing process in a thermal power plant system.
Algorithm 2. The populateConstraintBody()

Require: ExtendedConstraints object for a context
Ensure: Modified ExtendedConstraints object with constraint body

1: begin
2: if Precondition then
3: create an object of ExtendedConstraints.MethodDetails.Preconditions
4: create Constraints object within Preconditions
5: set the expression string to the Precondition constraints
6: else if Postcondition then
7: create an object of ExtendedConstraints.MethodDetails.Preconditions
8: create Constraints object within Preconditions
9: set the expression string to the Precondition constraints
10: else if Body or inv then
11: create an object of ExtendedConstraints.MethodDetails.Preconditions
12: create Constraints object within Preconditions
13: set the expression string to the Precondition constraints
14: end if
15: return the modified object of ExtendedConstraints
16: end

Algorithm 3. The Automated UML Refactoring Process

Require: ExtendedConstraints object for a context
Ensure: Modified ExtendedConstraints object with constraint body

1: begin
2: if Precondition then
3: create an object of ExtendedConstraints.MethodDetails.Preconditions
4: create Constraints object within Preconditions
5: set the expression string to the Precondition constraints
6: else if Postcondition then
7: create an object of ExtendedConstraints.MethodDetails.Preconditions
8: create Constraints object within Preconditions
9: set the expression string to the Precondition constraints
10: else if Body or inv then
11: create an object of ExtendedConstraints.MethodDetails.Preconditions
12: create Constraints object within Preconditions
13: set the expression string to the Precondition constraints
14: end if
15: return the modified object of ExtendedConstraints
16: end

3 Case Study: The Coal Pulveriser Optimization Problem

We demonstrate the capability of the proposed refactoring approach though the online coal pulverizing mill optimization problem [16]. In this system, we have considered both the static as well as the behavioral properties involved in the pulverizing process to demonstrate the applicability of the approach. The
The main function of the pulverizing mill is to grind and dry the moisturized raw coal supplied to it from the coal storages. The two main classes involved in the pulverisation process in a coal mill are the CoalStorage and the Pulveriser.

The proposed system behavior is modeled using the UML sequence diagram. The safety and time related constraints as well as the static constraints are expressed as TOCL and OCL files respectively. The model is exported as an XMI file and is parsed appropriately for extracting the relevant tag data elements for the code generation process. The OCL as well as the TOCL files are simultaneously parsed to extract the relevant details into the corresponding tag elements in the XMI file using the proposed X-CodeFrame framework.

The UML together with the OCL and TOCL helps in representing the facts that belong to the behavioral level completeness of the system. The constraints of the pulveriser which cannot be typified visually are represented using OCL and TOCL files. The pre and post conditions to be satisfied and the invariants of the system model specified using the OCL file are embedded to the design model by applying the refactoring approach proposed in the work in order to accomplish the model consistency. The pulveriser optimization process simulation is performed by transforming the mathematical system model using the Object Constraint Language. Along with the sequence diagram model information the temporal as well as the static constraints related with the CoalStorage and the Pulveriser sub systems are also supplied to the model in order to enrich the design data for the code generation process.

### 3.1 Simulating the Online Coal Pulverisation Process Optimization

The following mathematical model explains the coal pulverisation process [19, 20]. The model is converted to discrete time form for the purpose of online implementation. Figure 2 illustrates the overall online pulverising mill optimization process. The mill model variables are monitored dynamically in real time. The unknown parameters in the equations are estimated using evolutionary computation technique (Genetic Algorithms) and system simulation techniques based on the on-site measurement data. The normal pulverisation process is described mathematically using the following equations:

\[
W_{\text{at}}(t) = 10 \sqrt{\frac{\triangle P_{\text{pa}}(t)}{273 + T_{\text{in}}(t)}}  \tag{1}
\]

\[
W_c(t) = K_{fx} \times F_x(t) \tag{2}
\]

\[
W_{pf}(t) = K_{16} \times \triangle P_{\text{pa}}(t) \times M_{pf}(t) \tag{3}
\]

\[
M_c(t) = W_c(t) - K_{15} \times M_c(t) \tag{4}
\]

\[
M_{pf}(t) = K_{15} \times M_c(t) - W_{pf}(t) \tag{5}
\]

\[
P(t) = K_6 \times M_{pf}(t) + K_7(t) \times M_c(t) + K_8 \tag{6}
\]
The main input variables supplied to the pulveriser system include raw coal flow into the pulveriser, primary air differential pressure and primary air inlet temperature. The output variables include pulveriser differential pressure, outlet temperature and mill current. The online coal mill optimization process is specified as a constraint file as shown below. During the refactoring process these equations are affixed under the <body> tag elements section of the Pulverising() method call.

The values of the constant co-efficients are obtained using the Genetic Algorithm. The code generation helps the researchers and experienced engineers in analyzing and comparing the simulation results of the online mill model with the real plant data set values and thereby improving the mill performance.

### 3.2 OCL Constraints in the Coal Pulverising Process

This section presents the approach by specifying the temporal properties associated with the pulverisation process in a coal-fired thermal power plant system. The structural constraints that must necessarily hold true or checked during the pulverization process are represented as invariants using the OCL file.

\[
\begin{align*}
Mc & = ((Wc - (k15 \times self.Mc)) \times T) \\
Mpf & = (((k15 \times self.Mc) - (self.Wpf)) \times T) \\
DPmpd & = (((k11 \times self.Mpf + (k12 \times self.Mc) - (k13 \times self.DPmpd)) \times T)
\end{align*}
\]
\[ \text{Tout} = (( ((k1 \times \text{self.Tin}) + k2) \times \text{self.Wair}) - ((k3 \times \text{self.Wc}) - ((k4 \times \text{self.Tout}) + k5) \times (\text{self.Wair} + \text{self.Wc})) + k14 \times ((k6 \times \text{self.Mpf}) + (k7 \times \text{self.Mc}) + k8) + ((k17 \times \text{self.Tout})) \times T) + \text{self.Tout} \]

\[ P = (k6 \times \text{self.Mpf}) + (k7 \times \text{self.Mc}) + k8 \]

\[ \text{DPmill} = k9 \times \text{self.DPpa} \]

\[ \text{Wpf} = k16 \times \text{self.DPpa} + \text{self.Mpf} \]

The following are a few constraints associated with the two classes CoalStorage and PowerPlant in the thermal power plant system:

**context CoalStorage**

inv cosize:CoalSize=20

inv hval: HGI=55

The invariants that must hold true for the CoalStorage class are:

context CoalStorage inv cosize:CoalSize=20

context CoalStorage inv hval: HGI=55

The typical invariants that must hold for the Pulveriser class are as shown below.

context Pulveriser inv: Wc $<=$ 45
context Pulveriser inv: Wair $<=$ 75
context Pulveriser inv: Tin $<=$ 300
context Pulveriser inv: DPpa $<=$ 180
context Pulveriser inv: outlet temperature $<=$ 100
context Pulveriser inv: DPmill $<=$ 500
context Pulveriser inv: P $<=$ 60
context Pulveriser inv: if a.Stage = 3 then
    Speed=54 else Speed=52 endif
context Pulveriser inv: if a.Stage = 3
    then self.Type = 'HP803PXBowl'
    else self.Type = 'XRP763BowlRoller' endif
context Pulveriser inv: if CoalHGI = 55 and CoalMoisture = 0.1 and CoalFineness = 0.7 then
    if a.Stage = 3 then self.Capacity2 = 39.9 else
        self.Capacity2 = 33.8
    endif
else self.Capacity2 $ <> 0
endif

### 3.3 Safety and Temporal Constraints in the Coal Pulverizing Process

The temporal constraints involved in the coal milling process include the safety and time related aspects of all the classes or objects participating in that process. For the **CoalStorage** class the main temporal constraints involved are:
1. Failure in the level of the minimum storage level or maximum storage level occurred; that means the coal level exceeds the limit of the maximum storage level or has reached the minimum level.

For the **Pulverizer** class the main temporal constraints to be considered are:

1. The system is in initialization mode until all the physical sub components or units inside the pulveriser are in ready mode and all the external attributes supplied to the system satisfy the normal range values for proper functioning of it or a failure in the level of coal quantity supplied to the pulverizing mill has been identified.

2. The system is in the normal mode, which is the standard operating mode when the program tries to maintain the raw coal level in the pulveriser between the level of values with which all physical units are operating correctly.

The below listed are a few safety and temporal constraints associated with the coal pulverisation process.

When the Pulveriser system is in the initialization mode, it remains in this mode until all physical units are ready or a failure in the pulverising mill has occurred.

```plaintext
context Pulveriser inv:
    self.mode = # Initialization implies
    always self.mode = # Initialization
    until (Pulveriser Unit.allInstances ->
        forAll(u: Pulveriser Unit | u.ready))
```

Instantly the program recognizes a failure in the Coal Mill system until it goes into the rescue mode.

```plaintext
context Pulveriser inv:
    self.coalMillFailure implies
    next self.mode = # Rescue
```

Failure of any of the physical or measured units except the coal mill puts the program in to degrade mode.

```plaintext
context Pulveriser inv:
    if We > 45 or HGI >= 55 or Wair < 75 or Tm<800 or DPfa > 180 or outlet_temp > 100 or DPmill > 600 or P > 60) implies
        next self.mode = # Degraded
```

When the Coal Mill system is in the initialization mode and a failure of the coal mill is detected, it puts the program into emergency stop.

```plaintext
-- Wa<=45
context Pulveriser inv:
    (self.mode = # initialization and self.WaFailure) implies
    next self.mode = # EmergencyStop

context Pulveriser::openMillValve()
pre: self.valve.mode = # Off
post: self.valve.mode = # On

-- Coal Storage constraints
context CoalStorage::getCoalLevel(): Double
pre: self.program.mode = # Normal
post: self.coalLevel = result
```
4 Results and Discussions

The UML SD design model for the coal pulverization process is shown in Figure 5:

![UML Sequence diagrams](image)

**Fig. 5.** UML Sequence diagrams

The OCL framework generated for the OCL constraints given below is as shown in Figure 6. Here the CoalStorage class has two constraints associated with it, which are converted into two `<MethodDetails>` elements under the `<ExtendedConstraints>` object tag.

The OCL-TOCL framework generated for the mill optimization process is as follows.

The framework generated for the preconditions and postconditions specified as OCL constraints that must satisfy for the Pulveriser object is:

The code framework generated for invariants of the Pulveriser subsystem is:

5 Conclusion

This paper concentrates on providing a generic framework for refactoring the specification of complex systems modeled using UML2.0 sequence diagrams. It focuses on combining the structural and the behavioral constraints, thereby offering a path for consistent and quality source code generation. The system has been formally modeled using the OCL/TOCL language to provide explicit and precise system information to the design. A generic template framework has been built based on the constraints as well as the UML sequence metadata of
The OCL framework generated for the OCL constraints

The XCodeFrame generated for the online coal mill optimization process for the Pulveriser subsystem

the system by using refactoring approach. The proposed method facilitates the mathematical verification of pulveriser system in a thermal power plant. The representation of extra information as static as well as temporal constraints attached to certain locations of the objects lifelines in the sequence diagram allows the identification of gaps and contradictory specifications during the source code generation process.
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Fig. 8. The preconditions and postconditions specified as OCL constraints that must satisfy for the Pulveriser object

```
<extendedConstraints context="Pulveriser" type="ocl">
  <MethodDetails name="Pulverising" type="function" returntype="Boolean">
    <preconditions>
      <constraint>
        <condition exprm="T > 1"/>
      </constraint>
      <condition exprm="W < 0 &amp;&amp; Wc &lt; 45"/>
      <condition exprm="Wair &lt;= 727"/>
      <condition exprm="Win &lt; 25"/>
      <condition exprm="DPa &lt;= 180"/>
      <condition exprm="Me = 0"/>
      <condition exprm="Tout = 0"/>
    </preconditions>
    <postconditions>
      <constraint>
        <condition exprm="Me = MePre &amp;&amp; T = 190"/>
        <condition exprm="Mpf = MpfPre &amp;&amp; T = 150"/>
        <condition exprm="DPall = DPallPre &amp;&amp; T = 150"/>
        <condition exprm="Wpf = WpfPre &amp;&amp; T = 45"/>
      </constraint>
    </postconditions>
  </MethodDetails>
</extendedConstraints>
```

Fig. 9. The code framework generated for invariants of the Pulveriser subsystem

```
<MethodDetails name="inv_21" type="inv" returntype="boolean">
  <body>
    <constraint>
      <condition exprm="DPa &lt;= 180"/>
    </constraint>
  </body>
</MethodDetails>

<MethodDetails name="inv_22" type="inv" returntype="boolean">
  <body>
    <constraint>
      <condition exprm="Outlet_temp &lt;= 100"/>
    </constraint>
  </body>
</MethodDetails>

<MethodDetails name="inv_23" type="inv" returntype="boolean">
  <body>
    <constraint>
      <condition exprm="DPall &lt;= 500"/>
    </constraint>
  </body>
</MethodDetails>

<MethodDetails name="inv_24" type="inv" returntype="boolean">
  <body>
    <constraint>
      <condition exprm="P &lt;= 60"/>
    </constraint>
  </body>
</MethodDetails>
```
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Abstract. Autonomous underwater gliders are classified in buoyancy operated long endurance underwater vehicles. The glide control algorithm has been developing for many designs. A system is proposed as an improvement to the existing designs to achieve glide control with 3 chamber internal hydraulic system and to avoid obstacles in its saw tooth motion profile and the orientation control that can be achieved with injection of fluids in internal tanks instead of relying on rudder or movable internal mass. Two algorithms for obstacle avoidance and correcting its approach vectors i.e. a self correcting mechanism with sensors and servo motors is represented. The onboard embedded system developed with payload sensors, navigation, communication and actuator control of the prototype design is also discussed in general.
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1 Introduction

An autonomous underwater glider goes in a saw tooth motion with some changes in its buoyancy. Such vehicles are small, low power and long endurance and are used for many applications [1]. The hydrodynamics of existing underwater gliders have been deployed and tested in various environments [2]. However there can be more techniques than those used for controlling the motion of a glider. There exists a scope for smart techniques like obstacle avoidance, change in use of rudders and movable internal mass to control the steering of the glider etc.
In this paper, we are proposing a new approach to achieve a better propagation of the glider with help of orientation sensors. The results obtained by the existing gliders show a random motion of the glider into the ocean and collection of the data at those points. The ocean can pose various unwanted disturbances and obstacles. The gliders are likely to be deployed in coastal regions or low depth regions where obstacles like coral reefs, underwater mountains and marine life can cause threat to the glider [3]. To avoid this, glider must be able to detect the obstacle and avoid it by modifying its path of propagation. For this purpose, sensors like ultrasonic sensors, gyroscopes and accelerometers are integrated with system. The steering of the glider would become more difficult and complex if the rudder encounters malfunctions or if there is no rudder at all. For such situation, there’s an alternative system for steering with movable internal mass mechanism. This system can be altered by utilizing the water around the glider to change its orientation. By letting in a controlled amount of water in chambers can provide necessary tilt and the vehicle can glide in that direction as a result of upward buoyant force and the resultant angle of the wings.

A system on chip approach is selected as the main control unit of the platform because of its flexibility of design, higher performance in terms of speed, computing power, better resource management than conventional microcontrollers, low cost and low power implementations. The current design uses PSoC5LP platform for the development of the control system. Obstacle avoidance and orientation control algorithms have been developed to adapt to the changes in environmental conditions of the glider. Some of the orientation sensors and navigation system have been interfaced according to the needs of the project. The glider by NASLab of Michigan Technical university [14] is based on single buoyancy tank. We are proposing a 3 cylinder approach. A detailed description of the interface and algorithm has been specified for the prototype design.

![Prototype of Underwater Glider designed by: Naval Constructors’ Wing (NCW), IIT Delhi.](image)

2 Previous Work

Initial models of some of the underwater gliders were Slocum battery and thermal, spray, sea glider etc. All these gliders use different methods to vary the buoyancy for its gliding motion in a saw tooth pattern. Each dive cycle consists of diving to a certain depth and rising to the surface. Almost all existing gliders depend on hydraulic type buoyancy engines powered by batteries. The Slocum thermal is an exception to these gliders and relies on...
thermalocline of ocean to convert solid medium to liquid and again from liquid to solid state [4]. It results in its displacement and helps to propagate in desired direction. However, this method restricts its functionality to areas where thermocline is well developed.

The Seaglider has a TT8 microcontroller as its electronic platform which uses Motorola MC68332 M.C. with 12-bit ADC and power management circuits [5]. It basically has conductivity temperature depth (CTC) sensing components on board. The Seaglider relies on a satellite communication link to transmit onboard data to the mission computer [6]. Whereas the Spray is a TT8 controlled glider that utilizes subsystems to control attitude and buoyancy variations, data acquisition, storage and transmission over satellite channel [7]. Along with CTDs, the spray also has fluorometers, altimeter, Iridium satellite communication system, turbidity and dissolved oxygen measurement system.

The author [8] described selection of piston operated tanks for the prototype. The basic algorithm of the buoyancy engine was clockwise and anti-clockwise motion of a DC motor achieved that simulated to and forth motion of the piston in tanks that would result in a saw tooth profile. The onboard sensors included a temperature and a pressure sensor. The data from these sensors was stored onto a SD card and transmitted using XBee s2b Pro wireless Zigbee module after each dive cycle. However, the system was neither mounted on glider body nor was tested in actual or virtual environments.

3 Present Prototype Design

The microcontroller platform for the onboard control system remains to be PSoC5LP from Cypress. The data storage is in SD card as done previously and the trans-receiver module is still XBee s2b Pro. However some modifications to the existing design have been made as follows.

3.1 Buoyancy Engine

In previous design, a DC motor simulated the action of a piston operated buoyancy engine. The design approach was for a single cylinder mount for the periodic charging and discharging to result into a saw tooth motion. However the motor did not drive the piston mechanism and just simulated the change in rotation periodically. Also the design did not take into account the steering or the orientation control system of the glider. This gave rise to following objectives for a modified design.

- Build a piston operated cylinder structure for testing the algorithms.
- Couple the DC motor to a rack and pinion mechanism to drive a piston of a syringe cylinder.
- Modify the engine to a 3 cylinder design to provide orientation control
- Interface servo motors to operate pistons precisely

Unlike the spray that had a movable internal mass mechanism for steering [9], the design would make use of water from outside the glider body for similar operation. This system is also suitable for scenarios where rudder is not present or has encountered a malfunction.
Figures 2, 3, 4 and 5 show the schematics of the proposed three tanks of the glider. However this placement is not tested on actual prototype glider body for the functionality neither is the position of those cylinders fixed as shown in above figures. The control system block consists of motors and rack and pinions that drive the pistons in those cylinders.

The position of the tanks inside the body is shown in Figure 6 and orientation change with respect to initial position is shown in Figure 7. The modeling parameters for the mechanical system are skipped in this paper and more emphasis is given on developing an algorithm for their operation.
3.2 Onboard Sensors and Drivers

The board has now been interfaced with orientation sensors which include a 3 axis analog accelerometer (ADXL335), a digital gyroscope (MPU6050) and a digital compass (HMC5883L). The payload includes a BMP085 pressure and temperature sensor and a GPS module. Two HCSR04 ultrasonic sensors are interfaced for obstacle avoidance. The PSoC5 at the receiver end has been replaced by a XBee programmer module connected directly to PC via USB cable.

The gyroscope, BMP085, and digital compass have i2c interface with PSoC5LP where as the ultrasonic sensors are PWM operated. These sensors are basic robotics sensors and might not be suitable for underwater applications. These sensors have similar interfaces and are used to develop the algorithms. The paper includes making use of the data acquired from these sensors for developing the control algorithm. The DC motor is interfaced via LM369 motor driver IC as shown.

3.3 Navigation System and Link with Base Station

As the glider surfaces during its saw tooth evolution [1], the base station needs to acquire a fix on the current location of the glider. Based on important parameters such as high sensitivity of 165dBm, 22mA 3.3V low power consumption is made. UART interface, NMEA format Output, the GPS module SKG13C from SkyLab is selected for the application. Though the module is accurate up to 3 meters, it is cheap and user friendly. Also the module is low power and gives complete information data with position, velocity and time information in serial NMEA protocol. The module is suitable for most of the portable devices.

The module works on input voltage between 3.0V to 4.2 V and on minimum current of 100mA. The receiver supports active antenna or passive antenna with maximum gain of 25dB. The module has on full duplex serial channel UART. This port is connected to the UART of PSoC5LP to receive data frames continuously that are being acquired from available satellites. However the acquisition is not continued. The data reception only takes place when the glider is on surface and the reception gets cut off when the glider goes inside the water. The GPS module requires 36 sec. for cold start and 1 sec. for hot start. This time depends upon the time for which the glider stays inside the water. The frames are in NMEA format and consist of GGA-Global Positioning System Fixed Data, GSA-GNSS DOP and Active Satellites, GSV-GNSS Satellites in View and RMC-Recommended Minimum Specific GNSS Data required information which can be extracted and recorded.

For the communication with base station, XBee Pro s2b trans-receiver is selected. The module operates in ISM band (2.4GHz) and has maximum data rate of 250kbps. The Pro series modules have a longer range compared to other modules which is 2 miles of outdoor coverage in line of sight. And 200m in indoor scenarios with transmission power of 63mW. The module is low power and operates in voltage range between 2.6V to 3.3V.

3.4 Embedded System

The embedded system required for this application is supposed to be low power, low cost and versatile in nature. The low power operation of the microcontroller gives the
Onboard interfaces with PSoC5LP development board.

Fig. 8. Onboard interfaces with PSoC5LP development board.

glider its long endurance while its versatile nature supports various sensor and actuator interfaces which can vary in future as well [3]. Hence for this application a system on chip (SoC) approach is selected. SoCs are low power, Re-programmable, resource saving powerful computing devices [6]. PSoC5LP has 256KB flash memory, 64 KB of SRAM, and SD card interface for data storage accompanied by a 12-bit Delta sigma A/D converter and a 20-bit Successive Approximation Rate (SAR) A/D converter.

It has over 64 GPIOs (General Purpose Input Output) which can be configured as analog or digital input/outputs. It also supports I2C and SPI protocols, which are required by most digital output sensors. Figure 8 shows interfacing on transmitter side and receiver side.

On the receiver side of the system, the XBee module is mounted on a programmer board from Sparkfun electronics and is directly interfaced with mission computer via USB cable. The data reception on the PC is done with help of Realterm software [15] that captures the incoming data on serial ports.

4. Obstacle Avoidance Algorithm

4.1 Ultrasonic Sensors

Since sound has proved to travel farther in water without much fading than radio waves, sonar has been an effective technology in detecting objects at farther distances without an actual contact with main body. For interface purpose and developing an algorithm two HC-SR04 ultrasonic sensors are interfaced with PSoC5LP. The sensors can detect any solid obstacle up to 400 centimeters. The reason behind using two such
sensors is that the glider should not consider a small fish or some junk sinking in the water as an obstacle. By comparing both sensors the PSoC5LP can determine whether or not the obstacle is large enough to change motion of the glider, these sensors can detect obstacle from 0 degrees to 15 degrees. So they can be placed on both wings or in the nose of the glider to cover required area.

4.2 Interfacing

Two HC-SR04 ultrasonic sensors are interfaced with PSoC5LP and placed at a distance of 3 cm from each other for demonstration purpose.

![Two ultrasonic sensors interfaced with PSoC5LP.](image)

On the actual glider, they can be placed on both wings to cover more area and better obstacle detection. The sensors are PWM type and needs a trigger of 10 micro seconds after which they send out 8 pulses of 40kHz and then weight for an echo. A counter runs for that amount of time till the echo pulse is received. Both the sensors give almost same distance with offset of 1 cm. The distance is calculated based on following equations.

\[ \text{Range} = \frac{\text{echo time} \times \text{velocity of sound}}{2} \]  

(1)

There will be some noise present in the received echo but can be easily dealt by applying certain threshold. Complex filters are not required since the purpose of these sensors is just to detect an obstacle and not to map an entire terrain.

The algorithm is for obstacle avoidance applied for the central buoyancy tank since this is the tank that would be responsible for the saw tooth motion of the glider. As the water is being drawn into the tank, the glider is going down. If the obstacle is detected, the piston motion is reversed so as to push the water out as a result the glider starts upward motion before reaching its predefined depth to avoid the obstacle. The AUG central piston and tank is imitated by a 100ml surgical syringe operated by rack and pinion mounted on a wooden platform. Since this is a prototype used for simulation purpose and developing an algorithm, the dimensions and design parameters that would suit actual glider are neglected at this moment. The displacement of the rack is given by following formula:

\[ x = 2 \pi r \theta \]  

(2)
where,
\( x \) is the displacement of rack,
\( r \) is the radius of pinion,
\( \Theta \) is the angle of rotation of pinion.

**Fig. 10 & 11.** DSO showing echo received by sensor after triggering, Desired obstacle avoidance in saw tooth motion.

The DC motor is turned clockwise for a duration of 5 seconds which is enough to pull the piston by full length of the cylinder. A short delay is of 2 sec. is introduced after which the motor goes in anti-clockwise direction. This pushes the piston back in its initial state depicting the surfacing action of the glider. The delay depends upon the counter being incremented per iterations which selected based on experimental observations.

A feedback is taken from ultrasonic sensors all the time to check for any obstacle. In case of an obstacle, the rotation of the motor is reversed.

**Fig. 12.** Flowchart for obstacle avoidance system.
This stops the glider from achieving predefined altitude and the glider will change its upward or downward motion. The glider does not steer itself in order to avoid obstacle hence the steering mechanism is independent of the obstacle avoidance system. Above is a flowchart of the algorithm for the obstacle avoidance system.

5. Orientation Control Algorithm

Many of the existing gliders that are designed rely on either rudder or movable internal mass to change its course. Assuming unavailability of the rudder on a glider and movable solid internal mass, a 3 cylinder mechanism is proposed to be used. The pistons of side cylinders are operated by two VS-2 servo motors. The motor shaft is connected to rack and pinion mechanisms that drive the pistons. The servo motors are PWM signal driven and their angle shift for respective compare values is shown in following diagram. The system clock for the PWM block in PSoC creator 3.0 is set at 2MHz. and the period is kept 20 micro seconds. The angle will depend upon the compare value which is nothing but the duty cycle of PWM pulse. The pulse width is varied in order to change the duty cycle.

![Fig. 13 & 14. PWM for minimum angle of servo motor for piston at initial position (no water in tank), PWM for maximum angle of servo motor for piston at final position (water in tank).](image)

At 1.53ms of the pulse width, the angle of rotation of the servo motor is close to 0 degrees. On powering on the system, this is the default PWM pulse width given to the servo motor. At 2.40ms of the pulse width the angle of rotation of the servo motor is close to +90 degrees. The on time for pulse tends to increase further on more deviation but would not result in servo motor’s angle change beyond +90 degrees.

For understanding the concept behind the steering control, the angle of rotation of servo motor is kept directly proportional to the change in the difference of yaw angle from glider’s initial approach vector. i.e. minimum the angle of deviation from main path lesser will the water allowed to fill up the tank and vice versa. This would result
in steering of the glider and compensating motion for unwanted shift in the course of
the glider A feedback is taken from digital compass and the gyroscope. The compare
value of PWM required to drive servo motor by –90 degrees is 600 and for +90
degrees is 2400. The equations for mapping the difference in yaw angle with the
compare value are.

\[
\text{map}(\text{difference, min, max, 600, 2400})
\]

\[
\text{Compare value} = \left( \frac{(\text{difference in yaw} + 90)}{180} \right) \times (2400 - 600) + 600
\]

\[
\text{Compare value} = [(\text{difference in yaw} + 90)]0 + 600 \quad (3)
\]

This compare value is nothing but the pulse width that needs to be varied for the
PWM signal to get desired angle on servo motor. The flowchart of the algorithm is
shown in Figure 15.

The digital compass is a HMC5883L with i2c interface working on 2.6V-3.6V. The
sensitivity of this digital compass is 2 milli-gauss Field Resolution in ±8 Gauss Fields.
As the digital compass may read any value while dropping the glider, depending upon
the direction at that moment the reading is recorded and stored in a temporary variable.
This variable is stored as a reference for further computing. The PSoC keeps reading
its new heading direction and compares its current reading with this stored value. The
current reading is subtracted from the stored value and the difference is noted.
Depending upon positive or negative value of the difference, the deviation in left or
right direction is determined. Same is done by using a digital gyroscope. The difference
in the angle is calculated and compared with the digital compass readings.

The algorithm is implemented on piston mechanisms mounted on a wooden platform.
Figure 18 shows actual demonstration board with cylinders mounted with rack and
pinions driven by servo motors and DC motor.
6 Conclusion

The orientation control and obstacle avoidance is achieved on a demonstration set up based on system of chip (SoC) platform with the help of sensors. The SoC approach provided better flexibility in programming and interfacing all the required sensors with minimum system resources. PSoC5LP powered by ARM-Cortex M3 has better performance than PSoC3 in terms of CPU and RAM utilization for a given program. This remains an initial stage of development of the prototype that is intended. The actuator selection for implementation is conceptual and intended to develop an algorithm. Also the mechanical parameters needed for selection are neglected at this stage. Currently the piston motion obtained by servo and DC motor based on sensor inputs is satisfactory. However the tuning of this system is significantly crude and needs precision.

The obstacle detection carried out by the ultrasonic sensors is based on a threshold set for a minimum range of 20cm, which can be changed based on the region of operation, velocity, length and weight of the glider. The intension of this system remains to detect the obstacle and not to map the terrain but can be considered for better accuracy. Similar algorithm can be implemented for underwater acoustic sensors as well. The motion of the piston in central cylinder is reversed by DC motor on an obstacle being placed before the sensors to simulate change in saw tooth profile.
For orientation control, the min. and max. angles of servo motor drive the piston by its full length inside the cylinders. The difference in angles of heading vectors obtained from the orientation sensors is linearly proportional to the angle of rotation of both servo motors.
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Abstract: Software Engineering data is being analyzed by classical statistical methods and non parametric methods. Performance models are constructed using classical approach as a high maturity practice. Such practices are constrained by data quality and inadequacy of data analysis methods to treat data from real life projects. Data mining techniques can broaden the data analysis capability and improve prediction accuracy even with commonly presented data. Artificial neural networks are found as an improved prediction error estimation method against traditional parametric software reliability growth models. In this paper, we study prediction errors of Artificial Neural Networks (ANN) based Software Reliability Growth Models (ANN SRGM) with the objective of arriving at a criteria for selecting the methods having least prediction errors. All major works in ANN SRGM’s are considered and reported errors are analyzed. Accuracy of ANN SRGM’s are compared against that of parametric models. Then, inter-comparison of error performances of ANN SRGM’s of different applications is made.
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1 Introduction

Various attempts are being made to apply Artificial Neural Networks (ANN) to substitute traditional parametric Software Reliability Growth Models (SRGM). A new breed of ANN based SRGM’s have been introduced by researchers in this field. While parametric models give clues to process composition and behavior, the nonparametric ANN SRGM’s offer greater accuracy and flexibility [1].

Typical software reliability data consists of cumulative defects discovered during testing. The pattern may vary depending on how early defects are discovered, how promptly defects are reported, and how well testing process is planned. Because of these reasons data patterns vary from organization to organization, from project to
Reliability growth is concerned with the pattern by which defect discovery progresses towards the ideal plateau region of defect free state. This is a time series problem and to study reliability growth models, one does not consider software structure or software development process composition. It is a black box view on defect discovery pattern. Parametric models use mathematical equations that may use test engineering parameters like test efficiency, test effort, software size, review speed etc; such models, when constructed, provide insight into what is happening during testing. ANN SRGM’s do not aim at obtaining such an insight; in fact they are incapable of seeing the hidden factors of structural aspects. The purpose of ANN SRGM is to learn from data patterns and predict pending defects.

The inability of ANN SRGM to provide insight into problem structure is richly compensated by the greater prediction accuracy, which emerges as the most important criteria by which we can judge the performance of ANN SRGM’s. In this paper, we consider the pioneering work done by several researchers and study the results reported by them, providing an inter-comparison of errors.

### 2 Comparison of Performance of Parametric Models with ANN SRGM

The key question that concerns users of Artificial Neural Network Software Reliability Growth Models (ANN SRGM) is whether the proposed ANN SRGM will provide better accuracy than existing parametric models such as Goel-Okumoto Model, Delayed S Model, Logarithmic Model, Exponential Model, Power Model, and Inverse Polynomial Model. Every researcher who has proposed ANN SRGM has answered this question in favor of ANN SRGM. [2] Comments and conclusions such as “ANN provides better results” are common. Such conclusions are not objective enough.

**Hypothesis Test 1.** The first objective error data comparing ANN with parametric models has come from Karunanidhi [3] and is summarized in Table 1. The error metric data Average Error (AE) % has been selected and used to construct Table 1.

Five parametric models and six ANN SRGM’s are considered in Table 1. Error data is provided for each model against three data sets. On this data, a hypothesis test has

**Table 1. End Point Error from Karunanidhi’s Data [3].**

<table>
<thead>
<tr>
<th>CATEGORY</th>
<th>MODEL</th>
<th>DATA 1</th>
<th>DATA 2</th>
<th>DATA 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>PARAMETRIC</td>
<td>LOGARITHMIC</td>
<td>16.84</td>
<td>5.25</td>
<td>12.48</td>
</tr>
<tr>
<td>PARAMETRIC</td>
<td>INV POLY</td>
<td>19.4</td>
<td>4.6</td>
<td>13.29</td>
</tr>
<tr>
<td>PARAMETRIC</td>
<td>EXP</td>
<td>28.35</td>
<td>11.93</td>
<td>15.87</td>
</tr>
<tr>
<td>PARAMETRIC</td>
<td>POWER</td>
<td>18.35</td>
<td>12.16</td>
<td>12.95</td>
</tr>
<tr>
<td>PARAMETRIC</td>
<td>DELAYED S</td>
<td>35.78</td>
<td>17.71</td>
<td>27.1</td>
</tr>
<tr>
<td>ANN</td>
<td>FFN GEN ENC</td>
<td>26.75</td>
<td>14.51</td>
<td>30.2</td>
</tr>
<tr>
<td>ANN</td>
<td>ELMAN</td>
<td>24.73</td>
<td>13.24</td>
<td>19.6</td>
</tr>
<tr>
<td>ANN</td>
<td>FFN GEN</td>
<td>6.63</td>
<td>3.52</td>
<td>10.24</td>
</tr>
<tr>
<td>ANN</td>
<td>FFN</td>
<td>3.76</td>
<td>2.32</td>
<td>12.32</td>
</tr>
<tr>
<td>ANN</td>
<td>JORDAN GEN</td>
<td>3.05</td>
<td>3.11</td>
<td>6.96</td>
</tr>
<tr>
<td>ANN</td>
<td>JORDAN</td>
<td>2.68</td>
<td>3.21</td>
<td>9.52</td>
</tr>
</tbody>
</table>
been done by the authors to see if ANN SRGMs fare better than parametric models. A group is formed with error data for six ANN SRGMs and three data sets with a total of eighteen data points. Another group is formed with error data for the five parametric models and three data sets, with a total of fifteen data points. A t-Test has been done on the two groups of data and the results are shown in Table 2.

The mean values of average errors are 10.91 and 16.8 for ANN and parametric models, clearly showing an improvement of 5.90 in the mean. This is good enough in normal situations to go in for ANN; however, in the light of skepticism and criticism that prevail upon ANN a more stringent judgment is called for. The t - Test p value provides this information and is only 0.061. Had the p value been less than 0.5 we could have acknowledged, by a popular rule, significant improvement. With a borderline value of 0.061, ANN experiments have not yet delivered convincing results with statistical significance.

In addition to the t Test, a visual comparison of the two error data groups has been done using Turkey’s box plot as shown in Fig. 1. The most common form of the box plot is constructed with median value at the center line and, quartiles in the box edges and whiskers that stretch from the box to connect with the extreme values. The box plot offers a more robust comparison, compared to a t-Test, and is not dependent on data normality.

### Hypothesis Test 2.

Karunanidhi’s data is typical of ANN performance. Many other researchers support the view that ANN is better than parametric models. There have been many results reported in clear support of ANN. Sultan’s data [4] is an example of results that are not so convincing. Sultan uses Summed Square Error (SSE), as the error metric and considers three types of projects, shown in Table 3.

A t-Test done on Sultan’s data is shown in Table 4. The mean SSE values are 57.2 and 60.3 for ANN and Parametric Models. ANN scores better, with less mean error. The difference is only marginal. But the p value is 0.970 which suggests that ANN has

### Table 2. Two Sample t –Test Results on difference in AE % between ANN SRGM and Parametric Models.

<table>
<thead>
<tr>
<th>MODEL</th>
<th>N</th>
<th>AE % Mean</th>
<th>AE % StDev</th>
<th>SE Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANN SRGM</td>
<td>18</td>
<td>10.91</td>
<td>8.99</td>
<td>2.1</td>
</tr>
<tr>
<td>PARAMETRIC MODEL</td>
<td>15</td>
<td>16.80</td>
<td>8.38</td>
<td>2.2</td>
</tr>
<tr>
<td>Difference</td>
<td></td>
<td>μ(ANN) - μ(PARAMETRIC)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Estimate for difference</td>
<td></td>
<td>-5.90</td>
<td></td>
<td></td>
</tr>
<tr>
<td>95% CI for difference</td>
<td></td>
<td>(-12.08, 0.29)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>T-Value</td>
<td></td>
<td>-1.95</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P-Value</td>
<td></td>
<td>0.061</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Degrees of Freedom</td>
<td></td>
<td>30</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 3. Test Errors from Sultan’s Data [4].

<table>
<thead>
<tr>
<th>PROJECT</th>
<th>PARAMETRIC</th>
<th>ANN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Military</td>
<td>168.54</td>
<td>160.3887</td>
</tr>
<tr>
<td>Real Time Control</td>
<td>1.308</td>
<td>1.2542</td>
</tr>
<tr>
<td>Operating System</td>
<td>10.885</td>
<td>9.9623</td>
</tr>
</tbody>
</table>
not produced significantly different results from Parametric Models. With such a high p value, one would tend to consider them equal.

This is a clear example of a situation where ANN performance is equal to parametric model performance, but offers an advantage, though small.

3 Sensitivity of End Point Errors to Data Patterns – A Hypothesis Test

A limitation of ANN SRGM arises out of its difficulty to cope up with changes in data patterns. Its ability to forecast depends on smoothness of training data. Typically the data is the cumulative defects found during testing and its pattern can vary from project to project, depending on the quality of testing and management of testing process. There could be sudden jumps and micro plateaus; the inflexion point could change if proportion of early discovery changes. The finishing line flatness could also change depending on test case effectiveness. ANN SRGM trained with such turbulent patterns may show larger errors during testing. Also, it has been shown that the number of hidden nodes required for optimum errors vary if the data set changes [5]. As a result software reliability data sets and the actual patterns of data seem to have an influence on ANN SRGM prediction errors (end point errors).

Sultan’s [4] results, shown in Table 3, exhibits dramatic variation of SSE when data set changes. SSE could vary from a value as low as 1.25 in one project dataset to a value as high as 160.39 in another project dataset. The change is so dramatic and obvious that without using a sophisticated hypothesis testing one can arrive at the judgment. The problem exists even with parametric models. Basically ANN SRGM has not solved a fundamental problem: reliability models fail to show consistent performance across datasets. If data patterns could dictate errors so much, it is not good news for those who wish switch over to ANN SRGM’s, because they do not see any advantage in doing so, from the point of view of data-pattern sensitive performance.

A different situation emerges if we examine Karunanidhi’s data shown in Table 1. To test this hypothesis that data sets control errors, Analysis of Variance (ANOVA) has been done on ANN SRGM AE % for three different data sets. ANOVA results are shown in Table 5.
The p value is 0.306, indicating that data sets do not have significant influence on errors. This means that ANN SRGMs have overcome the problem of data-pattern sensitivity.

4 Inter-comparison of Prediction Errors of ANN SRGM’s

Normalized Data. Prediction errors in six experiments with ANN Software Reliability Growth Models performed from 1992 till 2013 by various researchers have been compiled and shown in Table 6. The error metric selected for this inter-comparison is AE %

Table 5. ANOVA Results of Dataset Sensitivity of Errors.

<table>
<thead>
<tr>
<th>Source</th>
<th>DF</th>
<th>Adj SS</th>
<th>Adj MS</th>
<th>F-Value</th>
<th>P-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>DATA</td>
<td>2</td>
<td>200.7</td>
<td>100.33</td>
<td>1.28</td>
<td>0.306</td>
</tr>
<tr>
<td>Error</td>
<td>15</td>
<td>1174.7</td>
<td>78.31</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>17</td>
<td>1375.4</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The p value is 0.306, indicating that data sets do not have significant influence on errors. This means that ANN SRGMs have overcome the problem of data-pattern sensitivity.

Table 6. Normalized Data of ANN SRGM Test Errors.

<table>
<thead>
<tr>
<th>Ref.No</th>
<th>Name of the Author</th>
<th>Year published</th>
<th>Name of NN</th>
<th>AE %</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>FFN GEN ENC DS2</td>
<td>14.5100</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ELMAN DS1</td>
<td>24.7300</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ELMAN DS2</td>
<td>13.2400</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>FFN GEN DS1</td>
<td>6.6300</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>FFN GEN DS2</td>
<td>3.5200</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>FFN DS1</td>
<td>3.7600</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>FFN DS2</td>
<td>2.3200</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>FFN DS3</td>
<td>12.3200</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>JORDAN GEN DS1</td>
<td>3.0500</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>JORDAN GEN DS2</td>
<td>3.1100</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>JORDAN DS1</td>
<td>2.6800</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>JORDAN DS2</td>
<td>3.2100</td>
</tr>
<tr>
<td>[7]</td>
<td>Nachimuthu Karunanidhi, Darrel Whitley and Yaswant</td>
<td>1992</td>
<td>FFN generalization</td>
<td>0.0667</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>FFN prediction</td>
<td>0.0612</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>JN generalization</td>
<td>0.0475</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>JN prediction</td>
<td>0.0494</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>PSNN 2</td>
<td>4.650</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>PNNE 1</td>
<td>1.250</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>PNNE 2</td>
<td>1.630</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MLFFN 2</td>
<td>7.350</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MLFFN 3</td>
<td>8.900</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MLFFN 4</td>
<td>2.260</td>
</tr>
<tr>
<td>[11]</td>
<td>Yogesh Singh, Pradeep Kumar</td>
<td>2010</td>
<td>FNW 1</td>
<td>0.100</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>FNW 2</td>
<td>0.050</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>FNW 3</td>
<td>0.120</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>FNW 4</td>
<td>0.340</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>FNW 5</td>
<td>0.830</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>PSO</td>
<td>6.900</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>PSO</td>
<td>4.480</td>
</tr>
</tbody>
</table>
defined in Equation 2. This metric has been used in the pioneering work of Karunanidhi [3], [7] and followed by several researchers. Prediction errors (AE %) for Multi-Layer Perceptron (MLP), Elman, Jordan, PNNE (Ensemble), PSNE (Single Input Single Output Three Layer), PSO networks have been compiled. AE % data shown in Table 6 is normalized data and permits inter-comparison.

Non-Normalized Data. Non-normalized data (scale dependent) from nine experiments is compiled in Table 7. This data does not allow inter-comparison across different experiments performed by different authors. This data is provided just for reference. The metrics used in this data are MSE, RMSE and SSE. Metrics such as NRMSE would permit inter-comparison; however, unfortunately, it is available for only one experiment from a single paper.

<table>
<thead>
<tr>
<th>Ref. No</th>
<th>Name of the Author</th>
<th>Year published</th>
<th>MSE</th>
<th>RMSE</th>
<th>NRMSE</th>
<th>NSE</th>
<th>SSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>[4]</td>
<td>Sultan H, Alaa Sheta and David Rine</td>
<td>2001</td>
<td>9.800</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>15.826</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>12.476</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>[8]</td>
<td>N. Raj Kiran and V Ravi</td>
<td>2007</td>
<td>-</td>
<td>0.1455</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-</td>
<td>0.1594</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-</td>
<td>0.1579</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-</td>
<td>0.1527</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-</td>
<td>0.1669</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-</td>
<td>0.1479</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-</td>
<td>0.1611</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-</td>
<td>0.1476</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-</td>
<td>0.1162</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-</td>
<td>0.1115</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>[9]</td>
<td>Sultan H. Aljahdali and Khalid A. Buragga</td>
<td>2008</td>
<td>-</td>
<td>0.6677</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-</td>
<td>0.1591</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-</td>
<td>0.1394</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-</td>
<td>0.0979</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>[12]</td>
<td>Lu Zhao, Jianpei Zhang</td>
<td>2010</td>
<td>0.0486</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.0590</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>[13]</td>
<td>Kewen Li, Lina GONG, Jisong KOU</td>
<td>2010</td>
<td>0.3642</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>20.5426</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>[14]</td>
<td>V. Ramakrishna, MR Narasimha Rao and TM</td>
<td>2012</td>
<td>-</td>
<td>-</td>
<td>0.07</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>[15]</td>
<td>Rita G. Algaroon, Nada N. Sakeem</td>
<td>2013</td>
<td>-</td>
<td>0.0184</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-</td>
<td>0.0186</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-</td>
<td>0.0180</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>[16]</td>
<td>Sultan H, Alaa Sheta and David Rine</td>
<td>2001</td>
<td>-</td>
<td>160</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-</td>
<td>1.25</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-</td>
<td>9.96</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Inter-comparison of ANN SRGM with normalized data
It is rather difficult to perform a hypothesis test to find which ANN is better, because of multiplicity of data origin and inequality of sample size. Moreover, data sets used in the six groups of data are different, introducing an element of uncertainty. Instead of the classical hypothesis test a box plot comparison, the next robust alternative, has been performed. Figure 1 shows the inter-comparison results in the form of box plots of data given in Table 6. As usual the box plot comprises of median, quartiles and whiskers and, in our cases, we have included the mean values for reference and connected the mean values by a thin line.

If we compare the medians of the box plots, the ensemble PNNE has the lowest error. If we compare the first quartiles (lower edges of boxes) then MLP shows lowest error. Clearly Elman network shows the highest error. PSO shows larger errors than PNNE and PSNN.

MLP performance requires a special analysis. The dispersion of MLP data is high. One must remember that MLP sample size is also high and data has arrived from heterogeneous sources. The mean value of MLP errors is high because of skew in the data and influence of extreme values. The median shows a fair picture. When data is skewed, mean is not a reliable indicator of central tendency. It is the quartile of the box that makes us think that MLP does show possibility of better performance. To validate this theory we can look at the raw data in Table 6 where we find Yogesh’s results [8] with MLP are impressive and are responsible for the lower quartile of the box.

While one has to take the box plot results with a grain of salt because of inherent uncertainties, it is evident that without using recursion and special optimization, good results can be obtained with simple plain MLP. This evidence motivates one to pursue MLP as an attractive candidate for ANN SRGM. There is no compelling evidence in favor of pursuit of sophistication in ANN topologies.

5 Conclusion

It is seen that several researchers have attempted various realizations of ANN SRGMs in the past 22 years. Each experiment is a discovery an ANN SRGM topology that works better than selected statistical models. Variability of ANN performance with data
sets is a concern. Inadequate attention to characteristics of trained networks leaves ANN less trustworthy in the critical eyes of ANN users. It is noted that input data preparation and structuring extend ANN performance to greater levels. Further refinement is obtained by the choice of judicious activation functions that resemble the empirical data patterns.

This survey finds ANN SRGM is better than statistical models for reliability prediction. However, the statistical significance of results is still low, with a p value of 0.61, leaving a wide scope for further research and improvement in ANN SRGM. The errors are comparable and in some cases better than errors achieved in other domains.
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Abstract. Piezoelectric actuators have been widely used in precision positioning applications because of their fast response, fine resolution, and large actuating forces. The displacement of piezoelectric actuators should be precisely controlled to use them in precision actuation stages. However to use these piezoelectric actuators in control systems, it is very much necessary to estimate the displacement of actuator based on their input voltage and also the inverse model. This paper presents Prandtl-Ishlinskii model for describing the nonlinearity of the actuator. Inverse Prandtl-Ishlinskii model will be used in the feed forward loop for the compensation of nonlinearity. This research work also includes development of a dual-actuated single stage to overcome the small travel range of piezoelectric stack actuators. The piezoelectric stack actuator is used for fine positioning and ball screw actuator is used for coarse positioning in the proposed dual-actuated stage. A closed loop control will be designed for the dual positioning stage, and this stage will be later applied for real-time wing flap control of aircraft model.

Keywords: Piezoelectric actuator; Prandtl-Ishlinskii model; Positioning; Closed loop control system; Displacement; Dual-Stage; Ball screw actuator.

1 Introduction

In recent years, there is lot of scope for research in ultra precision positioning applications. It includes diamond cutting, drilling machine, wing flap control in aircraft etc. Such ultra precision position systems require displacement control in the range of micrometers to millimeters.

In ultra-precision positioning, the piezoelectric actuators are used because of their good dynamic response and high resolution. It can be used for nano-positioning drives but it is bit tedious to provide higher load capacity. Whereas ball screw provides higher load capacity and stiffness but it fails in providing accuracy in sub-micrometer range [1],[2].

Hence for high precision machines, dual positioning systems have been developed where piezoelectric actuator is used for fine positioning and ball screw actuator is used for coarse positioning [3], [4], [5].
In this paper, the various hysteresis models are discussed in section 2. The simulation model of piezoelectric actuator is presented in section 3. The proposed dual-actuated single stage for positioning applications is given in section 4, followed by conclusion and future work.

2 Hysteresis Modeling

Piezoelectric actuators (PEAs) are widely used in variety of positioning applications due to their advantages of high positioning resolution in the range of micrometers to nanometers, large force, high dynamic response, high stiffness and compact design [6], [7], [8]. The major drawback of the PEA is its hysteresis nonlinearity that leads to positioning inaccuracy, and even instability of closed loop systems [9]. In order to increase the positioning accuracy of the PEA, there is a need to model the PEA, taking into consideration hysteresis and creep nonlinearities, which otherwise lead to large errors.

The various mathematical models which are popularly used to describe the hysteresis phenomenon like Preisach model, Prandtl-Ishlinskii (PI) model, Maxwell-slip model, etc. are proposed by various researchers [10].

In Preisach model, much of data is required to characterize the nonlinear systems that will influence the accuracy of the model. Obtaining inverse model is not easy in this type due to double integral present in the equation [11],[12],[13].

Maxwell-slip model operates with an elasto slide element comprising of mass less linear spring and mass less block those are susceptible to coulomb friction. One of the limitations with Maxwell-slip model is about hysteresis rising curve. The smart actuators need to start from a relaxed state that is not easily acquired in case of this model [14].

Many Researchers have used the sub class of Preisach model, known as Prandtl-Ishlinskii (PI) model for hysteresis compensation of PEA. The PI hysteresis model is the super position of several backlash operators, which are similar to the relay operators used in the Preisach model [15],[16]. The Preisach model is more accurate compared to PI model, but PI model is chosen due to availability of analytical inverse. In PI model only with few backlash operators, the hysteresis can be accurately modeled.

3 Simulation Model

PI hysteresis model is a phenomenological operator based model, used to describe the nonlinear relationship between the applied voltage and the resultant displacement of PEAs. In this model, the output is a weighted sum of many backlash operators. This model has been widely used for real time compensation of hysteresis nonlinearity in control applications due to its reduced complexity and the analytical form of inversion as compared to Preisach hysteresis model.

The backlash operator is the primary operator of the PI model, and it is defined in the discrete domain as follows:

\[ y(k) = H[x, y, x](k) = \max\{x(k) - r, \min\{x(k) + r, y(k - 1)\}\}. \]  
(1)
where, \( x = c_1 \cdot x_{\text{data}} + c_2 \), where \( c_1 \) and \( c_2 \) are constants and \( x_{\text{data}} \) is the applied input to the model, \( y \) is the actuator response and \( r \) is the single threshold value of the backlash operator.

The initial condition of equation (1) is given by,

\[
y(0) = \max \{x(0) - r, \min \{x(0) + r, y_0\}\}. \quad (2)
\]

The hysteresis loop can be modeled by a linearly weighted superposition of many backlash operators with different threshold and weight values, as given in equation (3).

\[
y(k) = w^T \cdot H[r, y_0](k). \quad (3)
\]

where weight vector, \( w^T = [w_1 \ w_2 \ w_3 \ \ldots \ w_n] \) and initial value vector, \( y_0^T = [y_{01} \ y_{02} \ y_{03} \ \ldots \ Y_{0n}] \), and threshold vector, \( r = [r_1 \ r_2 \ r_3 \ \ldots \ r_n]^T \); \( 0 = r_1 < r_2 < r_3 < \ldots < r_n \).

The threshold values of the backlash operators are selected within the applied voltage range, with equal intervals. The weight values decide the shape and size of the hysteresis loop, which are found by the experimental data. Also it is assumed that the actuator starts with its de-magnetized state. So the initial value is always zero.

### 3.1 Parameter Estimation

First the PEA response is measured by driving the actuator up to the full displacement range. In this study, \( 0 \sim 150 \text{V} \), input with 1Hz sinusoidal signal is given to PEA and the corresponding displacement readings are noted. Then voltage and displacement readings are imported to MATLAB least-squares optimization program for parameter calculation with lsqcurvefit function.

This requires a user defined function to compute the vector valued function \( F(x, x_{\text{data}}) \). This function will find coefficients \( x \) that best fit the equation, \( F(x, x_{\text{data}}) \). In this model, a total of 17 backlash operators are used in order to demonstrate the hysteresis loop. Geometric progression method is implemented, in order to choose the threshold parameters. The values of constants \( c_1 \) and \( c_2 \) are calculated based on equation \( x = c_1 \cdot x_{\text{data}} + c_2 \), they are, \( c_1 = 0.973693604078441 \) and \( c_2 = -2.88447749468157 \).

Threshold Value \( r_i \) (V) and Weight Value \( w_i \) are calculated based on equation (1) - (3). The Inverse PI model can be obtained from the identified PI model. Because of the analytical inverse, the design of inverse PI model becomes more straightforward. The parameters \( r_i \) and \( w_i \), for the inverse PI model are determined based on equations (4)–(7).

\[
H^{-1}[y(k)] = w^T \cdot H[y, y_0](k) = \sum_{i=1}^{n} w'_i \cdot \max \{y(k) - r'_i, \min \{y(k) + r'_i + y'_i, (k-1)\}\}. \quad (4)
\]

where, \( r'_i = \sum_{j=1}^{i} W_j (r_j - r_i), \ i = 1, 2, \ldots n. \quad (5) \)

\[
y'_i = \sum_{j=i}^{n} w_j y_0^j, \ i = 1, 2, \ldots n \quad (6)
\]
The values of constants are found based on equation, \( x = c_1 \times \text{xdata} + c_2 \) they are, 
\[ c_1 = 3.02098764835687 \] and 
\[ c_2 = 0.676064852409702 \].

3.2 Simulation Results

The hysteresis nonlinearity of PEA is mathematically modeled using PI hysteresis model for sinusoidal signal of 150V, 1Hz. The output of forward and inverse PI model for sinusoidal input signal is given in Figs.1 and 2. Results show an error of 0.5% for forward model and 0.8% for inverse PI model, which is shown in Fig. 3. This shows that the PEA can be accurately modeled using sinusoidal input signal, due to fine variation at the peak and valley points of the signal.

\[
\frac{w_i}{w_1} = \frac{w_i}{\left( w_i + \sum_{j=2}^{i-2} w_j \right) \left( \sum_{j=1}^{i-1} w_j \right)} \quad i = 2, 3, \ldots n. \tag{7}
\]

The values of constants are found based on equation, \( x = c_1 \times \text{xdata} + c_2 \) they are, 
\[ c_1 = 3.02098764835687 \] and 
\[ c_2 = 0.676064852409702 \].

3.2 Simulation Results

The hysteresis nonlinearity of PEA is mathematically modeled using PI hysteresis model for sinusoidal signal of 150V, 1Hz. The output of forward and inverse PI model for sinusoidal input signal is given in Figs.1 and 2. Results show an error of 0.5% for forward model and 0.8% for inverse PI model, which is shown in Fig. 3. This shows that the PEA can be accurately modeled using sinusoidal input signal, due to fine variation at the peak and valley points of the signal.

![Fig. 1. a) PI hysteresis model output of PEA with 150V, 1Hz sinusoidal signal (b) Hysteresis loop.](image1)

![Fig. 2. a) PI inverse hysteresis model output of PEA with 150V, 1Hz sinusoidal signal (b) Inverse hysteresis loop.](image2)
4 Proposed Method

The block diagram of the experimental setup for the proposed work is as shown in Fig. 4. This setup has a piezoelectric stack actuator with very small travelling range within 20 micro meters, which can be used for fine positioning. And a ball screw with built in linear encoder is also used in the stage for coarse positioning. A single control system will be developed for the position control of the entire system. This system can be used for both micro and macro applications.

5 Conclusion and Future Work

The effectiveness of the hysteresis model is validated by comparing the experimental data with the simulation results. The modeling error is comparatively very small so that the simulated model can be further utilized in the feed forward loop for control design.

In the later part of the work, a dual-actuated stage will be developed with piezoelectric actuator for fine positioning and ball screw for coarse positioning. Control system will be developed for the real-time control of the dual stage. Developed scheme will be applied for the position control of wing flap of aircraft model as one of the example.
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Abstract. Compiler is a set of instructions that translate the source code into binary format usually known as object code. Compiler is used to convert a language readable in user domain into the tasks which is understood by the machine. For example C++ compiler compiles program written in a language easily understandable by human which compiles task that can be executed by a computer’s processor. In this paper, we discuss about the computers and their evolution. Algorithms and tools are used for compiler design. Further our study carries a survey on key properties of compiler courses in some universities.
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1 Introduction

Computer is an electronic device which is competent of receiving information in a particular form and performing a set of instructions with predetermined but variable set of instruction to produce a result in the form signals. Sequence of operations can be easily changed in computer so it can solve more than one kind of problem like logical operations etc.

1.1 Evolution of Computers

1822: English mathematician Charles Babbage conceives of a steam-driven calculating machine that would be able to compute tables of numbers. The project, funded by the English government, is a failure. More than a century later, however, the world’s first computer was actually built. [15]

1890: Herman Hollerith designs a punch card system to calculate the 1880 census, accomplishing the task in just three years and saving the government $5 million. He establishes a company that would ultimately become IBM (IBM was founded in 1911). [13]

1937: J.V. Atanasoff, a professor of physics and mathematics at Iowa State University, attempts to build the first computer without gears, cams, belts or shafts. [14]
1941: Atanasoff and his graduate student, Clifford Berry, design a computer that can solve 29 equations simultaneously. This marks the first time a computer is able to store information on its main memory. [15]

1943–1944: Two University of Pennsylvania professors—John Mauchly and J. Presper Eckert—build the Electronic Numerical Integrator and Calculator (ENIAC). Considered the grandfather of digital computers, it fills a 20 foot by 40 foot room and has 18,000 vacuum tubes. [16]

1946: Mauchly and Presper leave the University of Pennsylvania and receive funding from the Census Bureau to build the UNIVAC, the first commercial computer for business and government applications. [16]

1953: Grace Hopper develops the first computer language, which eventually becomes known as COBOL. Inventor Thomas Johnson Watson, of IBM CEO Thomas Johnson Watson, conceives the IBM 701 EDPM to help the United Nations keep tabs on Korea during the war. [15]

1954: The FORTRAN programming language came into existence.

1960–1962: In 1960, COBOL became an early high-level programming to be compiled on different architectures. In 1962, the first self-hosting compiler was assigned for Lisp by Tim Hart and Mike Levis at MIT. [15]

1980–1999: The term Wi-Fi becomes part of the computing language and users begin connecting to the Internet without wires.

2000–2015: Apple unveils the iPad, changing the way consumers view media and jumpstarting the dormant tablet computer segment.

1.2 Compiler

Compiler is a program that translates source code into object code. The compiler derives its name from the way it works, looking at the entire piece of source code and collecting and reorganizing the instructions. Thus, a compiler differs from an interpreter, which analyzes and executes each line of source code in succession, without looking at the entire program. [17]

1.3 Phases of Compiler

A compiler efficiently generates object code by confirming code syntax. At run time, output is formatted according to the rules of linker and assembler. A compiler consists of:

a. Lexical Analysis: Lexical analysis is used to remove irrelevant information from the program source. Irrelevant information contains things like blanks and comments. Besides eliminating irrelevant information, lexical analysis determines the lexical tokens of the language.

b. Syntax Analysis: Syntax Analysis is responsible for looking syntax rules of the language (often as a context-free grammar), and construction of an intermediate representation of the language.
c. **Semantic Analysis:** Semantic analysis takes the representation made from the analysis of syntax and semantic rules apply for representation to ensure that the program meets the requirements of semantic rules of the language.

d. **Code Generation:** This final stage of a typical compiler converts the intermediate representation of program into an executable set of instructions. This last stage is the only step in the compilation that is machine dependent. You can also do optimization at this stage of compilation that makes the program more efficient.

This paper is organized as follows: Section II provides the related work. In Section III, we briefly discuss the algorithm for compiler design. Section IV presents the compiler construction tools. Section V gives overview of the Compiler Project at Leading Computer Science Universities. Finally, Section VI provides the conclusion of this paper.

## 2 Related Work

Yunsik Son *et al.* [4] provided a brief overview on symbol table. Symbol table is an essential module in compiler construction. It includes phases like lexical analysis, syntax analysis, semantic analysis and code generation. In this paper, they deal with reverse technique for the verification of the symbol table in objective C compiler.
They also discuss the design and implementation of a reverse translator that verifies and analyses the symbol table designed during the development stage objective C compiler. Furthermore, based on the symbol table verification, a correct code can be generated by examining the use of identifiers and attribute in the code generation step.

I. Budiselic et al. [5] discussed the experiences with the programming language instruction over the last three years and tool based assignment used before and quantitative differences in results. They also discuss the compiler design courses providing an overview on compiler project at seven different computer science universities in Europe and US. They also provide an overview on programming language translation courses, organization of PTL courses and describe the evolution of programming from its initial stage to its current design. Two important classifications of compiler design project and courses are explained. They roughly divide compiler design into two courses front end heavy and back end heavy.

Chengyong Wu et al. [6] presented an overview of the design of the main components of ORC, especially new features in the code generator. The Open Research Compiler (ORC) was jointly developed by the Intel Microprocessor Laboratory of Technology and the Institute of Computer Technical Academy of Science of China. It has become the leading open source compiler in processor family Itanium TM. ORC development methodology which is important for achieving the objectives is discussed. Performance comparison with other IPF compiler and a brief summary of research based on ORC are also presented.

John S. Mallozzi et al. [7] talked about one semester course in compiler design presents difficulties to an instructor who want to assign a project in which object oriented techniques are used. This paper describe a method that uses the tool developed by the author to generate a parser that encourages an object-oriented approach, clearly related code written by the student which automatically generate code with intended students to increase understanding.

Miodrag Djukic et al. [8] described a technique in which significance of controllability and speed is placed upward the retarget ability and cycle-accuracy to provide a better platform for software development. Many simulation instructional approaches place the retarget ability and cycle precision as the key functions to facilitate the exploration and performance of architecture and also estimate early in the development phase of hardware. The main idea of this work is to associate the simulator effort compiled with the development of the C and build target language compiler for the processor using knowledge related to compiler and reusing some common software elements.

Mirko Viroli [3] provided a brief description about EGO compiler (Extract Generic On-Demand). This is the result of a project developed in partnership with Sun Microsystems in order to evaluate a smooth support for generic time function, which does not require changes in the JVM or any other component of the Java Runtime Environment. We conceive and develop solution which is a sophisticated translation
based on the type style step also known as reification of type parameters, where the
type information is at runtime and automatically create as on per code and cached for
future use. The main aspects of development are presented, from the basic design to
implementation and deployment issues.

Johgheen Youn et al. [9] presented a new coding scheme and instructions based on the
dynamic implied addressing mode (DIAM) to solve the limited space coding and side
effects by trimming. Also introducing two versions of architectures to support our
approach is based on DIAM. They also suggest a generation of code algorithm to fully
utilize DIAM. In their work, architecture with DIAM exhibition shows code size
reduction up to 8% and 18% on average speed compared with the basic architecture
without DIAM.

Hankjin Lee et al. [10] provided a well established algorithm more over a methodolo-
gy that is used for detection of design patter. In this paper, reclassification of GoF pat-
tern takes place. Gang of Four (GoF) is known to be very useful for the detection of
projects with reverse engineering methods. He also proposed GoF pattern detection
technique. After that, evaluation of new technique is done and paper is concluded with
the pros and cons of new approach, and what other work is to be done in terms of future
research.

Ivan Keimek et al. [11] provided a brief description that reverse engineering is used in
many fields of IT every day like binary code patching, legacy compatibility, network
protocol analysis, malware analysis, rapid prototyping or in debugging. Despite its
widespread use, reverse engineering is not actively taught as part of computer courses.
This paper attempts to provide an overview of real life scenario of reverse engineering.
Analysis of skills, ways of thinking that can be developed by reverse engineering and
provides example that you can teach reverse engineering by resolution of practical
problems. They also focus on the importance of reverse engineering as a tool to turn
the self motivation in students and systematically build your logical thinking skills and
analytical skills.

Cristina Cifuentes et al. [12] presented different type of reverse engineering based on
level of code abstraction, which was used to reengineer assembly code, CASE code,
machine code and source code. In this paper they elaborate various type of reverse
engineering and protection for copyright software. Common uses of reverse engineer-
ing were explained. Comparative overview of the legal standing reverse engineering
are provided. They also propose the existing and future challenges of the global elec-
tronic community for the protection of digital works.

3 Algorithm for Compiler Designing Process

Compiler design and related set of classic algorithms provides a pretty flexible soft-
ware architecture that can be called “abstract machine”architecture. Sometimes using
this architecture and adapting it to a particular task can make design more transparent
and more easily debugged.
a. Memory Aware Mapping for Compiler

SOS: Set Operations to Schedule
QRO: Query Ready to Schedule Operations
G: Application DDG

Pseudo code for Memory Aware Mapping

```
Begin
Priorities Assign (G);
p=Highest Priority // Minimum mobility
while (SOS ≠ 0)
{
    QRO = queue ROP (p)
    do
    {
        O_o = dequeue QRO
        (DDP_o, RTime) = Predecessors (O_o)
        (IDDP_o) = Predecessors - R (O_o)
        do
        {
            Choice=GetCost(DDPs,IDDPs, RTime);
            RTime++
        }
    }
    while (Resources_Cong (Choices));
    Dscn = DecidesScheduleTime (Choices)
    RvResources (Decision)
    Sch(O_o)
    SOS = SOS - O_o
} while (QRO ≠ 0);
p = p+1
End
```

The pseudo starts with DDG to represent the priority. DDG is initialized by setting the minimum value of mobility. QRO queue takes ROP function which has a value of mobility less than or equal to the value of variable p. After that do while loop schedule each operation once at a time until it become empty. DDPs set the earliest clock cycle at which operation Op can be schedule. The preprocessor returns Op where IDDPs were executed. Subsequently, GetCost return choice variables. After that RTIme is incremented and the GetCost function is repeated until available Op are found. The decision schedule time function analyze the mapping costs from choice variable and select the most efficient operation.

b. Distributed Shared Memory Automatic Parallelizing Compiler

T_o: Target Array
P_o: Parallelizing Loop
K_o: Kernel Loop
DDM: Data Distributed Method
IKo: Intraprocedural Kernel Loop
IKo: Interprocedural Kernel Loop
FTC: First Touch Control
In this pseudo code, we start with the detection of parallelizing loops and target arrays. Parallelizing loop for each shape of data distribution is determined. Kernel loop is distributed and data redistribution analysis is done. In the end, analysis of first touch control for data redistribution and reference pattern.

c. Demand Driven to Detect Parallelism in Irregular Code of Compiler

Pseudo Code For Demand Driven to Detect Parallelism in Irregular Code

Begin
Detect $P_o$ and $T_o$
For $D = 1$ to $n$
for $D = 1$ to $n$

$DDM = $Determination of the shape
$Determination of the IK_o$
if $T_o Arg$
return determination of iK_o
else no change
endif
end for $DDM$

$Err = $check distribution
if $Code = FTC$
Analysis of data redistribution
else $B = $Analysis of reference pattern
Return $B$
endif
End

In this pseudo code, we start with the detection of parallelizing loops and target arrays. Parallelizing loop for each shape of data distribution is determined. Kernel loop is distributed and data redistribution analysis is done. In the end, analysis of first touch control for data redistribution and reference pattern.
In this pseudo code, non classified component is pushed into stack and process is started. If SCC is independent then its classification is found. Classification process starts when SCC \((Y_1, \ldots, Y_m)\). It reaches a deadlock when mutually dependent SCC exists in the loop. If dependence is found, stack is checked before starting classification. If already in stack, dependence exists. In case 2 if stack belong to the same class then component inherit otherwise remains unclassified.

4 Compiler Construction Tools

There are so many tools for compiler design; few of them are listed below [18]:

i. Lex & Yacc: Lex and Yacc are the most classic UNIX tools for the compiler construction. Lex does tokenization which helps to create programs whose control flow is handled by instances of regular expression in the input stream. Yacc provides a parsing tool to illustrate the input to a computer program. The Yac user specifies the grammar of the input with its code to be invoked as each structure in that grammar is renowned. Yacc provides specification into a subroutine to process the input.

ii. Lemon: The lemon program is an LALR parser generator. It takes a context free grammar and converts it into a subroutine that will parse a file using that grammar. Lemon is analogous to much more programs like “BISON” and “YACC”, but the lemon is not companionable with either bison or yacc.

iii. GCC-RTL: RTL store text in a file as an interface between the language front end and GNUCC. GNUCC was designed to use RTL internally only.

iv. ANTLR: ANother Tool for Language Recognition. It is a powerful parser generator for processing, reading, executing, translating binary files or structure files. It’s widely used to build tools, languages and frameworks.

v. ML-RISC: MLRISC is a customization optimization back-end written in Standard ML and has been successfully retargeted to multiple architectures like PPC, Sparc, Alpha, MIPS.

5 Overview of The Compiler Project at Leading Computer Science Universities

In this section, we briefly summarize the compiler design courses and accompanying programming assignments from some of the leading computer science universities in the US and Europe. The specifics of each course are shown in Table I.
<table>
<thead>
<tr>
<th>Universities</th>
<th>Course name</th>
<th>Source Language</th>
<th>Target Language</th>
<th>Implementation Language</th>
<th>Lecture Front end %</th>
<th>Tools</th>
<th>Student per group</th>
<th>Project Impact</th>
</tr>
</thead>
<tbody>
<tr>
<td>MIT</td>
<td>6.035 Computer Language Engineering</td>
<td>Decaf</td>
<td>x86-64</td>
<td>Java</td>
<td>10</td>
<td>ANTLR</td>
<td>3–4</td>
<td>60</td>
</tr>
<tr>
<td>CMU</td>
<td>15-411 Compiler Design</td>
<td>L1-L4</td>
<td>X86-64</td>
<td>SML, Ocaml, Haskell, Java and others</td>
<td>10</td>
<td>Lexer and parser generators</td>
<td>1–2</td>
<td>70</td>
</tr>
<tr>
<td>Columbia</td>
<td>COMS W4115 Programming Languages and Translators</td>
<td>Student designed</td>
<td>Student Choice</td>
<td>Ocalm</td>
<td>25</td>
<td>ocamllex, ocamlyacc</td>
<td>5</td>
<td>40</td>
</tr>
<tr>
<td>ETH Zurich</td>
<td>Compiler Design I</td>
<td>JavaLi</td>
<td>X86 or similar</td>
<td>Java</td>
<td>30</td>
<td>JLex, CUP</td>
<td>2</td>
<td>66</td>
</tr>
<tr>
<td>Stanford</td>
<td>CS 143 Compilers</td>
<td>C++, Java</td>
<td>COOL</td>
<td>MIPS</td>
<td>30</td>
<td>Lexer and parser generators</td>
<td>1-2</td>
<td>50</td>
</tr>
<tr>
<td>Berkeley</td>
<td>CS 164 Programming Languages and Compilers</td>
<td>COOL</td>
<td>MIPS</td>
<td>Java</td>
<td>30</td>
<td>JLex, CUP</td>
<td>1-2</td>
<td>40</td>
</tr>
<tr>
<td>Oxford</td>
<td>Compiler</td>
<td>Oberon-like</td>
<td>Keiko/ARM</td>
<td>Ocalm</td>
<td>15</td>
<td>ocamllex, ocamlyacc</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

Table 1. Key Properties of Compiler Courses in Some Computer Science Universities.
6 Conclusion

In this paper, we conclude that compiler is a program that translates a source-code written in programming-language (like C or Pascal) to an object-file. Afterwards a linker links the object-file with other object-files and libraries to make them executable (like COM or EXE). Many compilers will perform both the compiling and linking steps in one operation. A compiler must do much more checking about the legality of the statements, make calls to functions, import from libraries, and manage variables of different scopes and so on. Today, compiler design is a vast field of research. Every programming language need different compiler to run a program. So, we need generic compiler to make programmer’s work easy. The current paper gives a prerequisite environment for the construction and design of an efficient generic compiler.
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